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Abstract

®

CrossMark

Sputtering from plasma-facing surfaces upon particle impact can limit the lifetime of
components in fusion devices, especially in the diverter region. Atomistic simulations of the
processes associated with plasma—wall interactions allow for a detailed analysis of sputtering,
reflection and adsorption. Most former works of beryllium sputtering by hydrogen isotopes
were aimed mostly on the sputtering yield. We investigate the influence of impact energy and
angle on sputtering, and analyze these quantities also for the outgoing particle. We model the
sputtering by non-cumulative molecular dynamics simulations with a large number of
trajectories for the various parameters. The underlying forces and energies are obtained from
high-dimensional neural networks fitted to density functional calculations. We find a good
agreement with the previously reported sputtering yields for perpendicular impact and a
qualitative accordance with experimental data. In detail, the sputtering yield increases with
increasing impact energy for angles of incidence larger than 45° with respect to the surface
normal, while smaller angles show a maximal yield up to 100 eV. In cases where D reflection
rather than sputtering occurs, a similar pattern is found for all angles, with the maximal

reflection rate at 80°.

Keywords: plasma wall interaction, molecular dynamics, sputtering, potential energy

functions, machine learning, beryllium surfaces
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(Some figures may appear in colour only in the online journal)

1. Introduction

Erosion of plasma-facing materials (PFM) occurs under
impact of energetic plasma particles. Erosion not only reduces
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the thickness of PFM, but also contaminates the plasma with
non-fuel elements and leads to radiative losses [1-3]. Low-Z
beryllium was chosen as the PFM in the first wall of ITER
[4, 5]. One of the advantages of beryllium over the widely
used graphite is the lower retention rate of tritium in it. How-
ever, the disadvantage of low-Z materials is the high erosion
caused by sputtering under impacting hydrogen isotopes with
an energy of about 100 eV [6]. Hydrogen (H, D, T) projec-
tiles can also interact with the wall material, lose their kinetic
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energy through successive collisions, diffuse into the mate-
rial at higher temperatures or bind chemically to beryllium
at lower temperatures. These retention processes also influ-
ence the blanket stability. The main concern is the activation
of the wall materials by tritium, which has to be limited. In
the present work, we focus on sputtering and reflection in the
D/Be system. It should be mentioned that the quantification
of retention and the underlying processes are typically very
system-dependent. A review of newer works on the hydro-
gen retention in Be, C and W is given in [7]. Retention in
various Be-containing materials was also discussed in chapter
3.3 of [8]. D retention and erosion of wall materials by ener-
getic particles including H isotopes and beryllium atoms have
been studied both by experiments [9—11] and computational
modeling [12—-22] in the past.

Sputtering is a surface sensitive process, complicated by
chemical impurities on the Be surface and other factors [9].
Nishijima ef al measured the erosion of various Be surfaces
exposed to deuterium plasma with D incident energies from
10 to 140 eV in a wide temperature range of samples [10].
In a recent work, Hakola et al performed experiments on fuel
retention in beryllium-containing films of various composi-
tions including Be—D and Be—O-D samples. The influence of
surface temperature and film thickness on retention was also
reported. They obtained retention values of about 1-2 at% in
co-deposits on Be—D samples [11]. Besides obtaining experi-
mental data on the erosion on beryllium surface, understand-
ing the mechanisms of sputtering and retention are also quite
important [24]. For this purpose, traditional analytical theory,
semi-empirical formulas as well as molecular dynamics (MD)
and Monte Carlo (MC) methods have been used. For example,
the energy dependence of the sputtering yield (defined as the
ratio between incoming particles to sputtered ones) has been
fitted to a variety of suitable analytical formulas dealing with
various projectile nuclei and targets [12, 13]. Bjorkas et al per-
formed MD simulations with a bond-order potential (BOP) to
investigate the swift chemical sputtering of Be at deuterium
impacts between 7 and 100 eV. The ratio of Be to BeD sputter-
ing yields was found to be about 4:1 [17]. Safi et al investigated
the dependence of impact energy and surface temperature on
Be sputtering yields by MC and MD simulations. They show
that the erosion yield of Be increases with the surface temper-
ature but decreased with D concentration. For impact energies
larger than 100 eV, erosion also decreases due to the deeper
penetration of D [21, 22].

The interatomic potential is the crucial part in all atom-
istic simulations. It defines the physical properties of the sim-
ulated system. There exist several reactive potentials for the
Be—H systems, for example BOP potentials which have often
been used in sputtering simulations [15, 16]. Despite the fact
that they are versatile many-body potential functions, they still
lack in being able to fully reproduce density functional calcu-
lations. In fact, they can be seen as approximations to den-
sity functional methods [23] Behler and Parrinello’s method
has made the use of high dimensional neural networks poten-
tials (NNPs) as potential energy functions versatile and uni-
versal [26]. These NNPs have shown a high accuracy of fitting
DFT-derived potential energy surfaces and have already been

successfully applied for many important tasks in computa-
tional material science [27-29].

In this work, we model the non-cumulative sputtering of
pristine beryllium surfaces by hydrogen (D) projectiles as well
as retention processes. Based on our works in [30, 31], we
continue to develop neural network potential energy functions
using the Behler—Parrinello approach as implemented in the
n2p2 code [32, 33]. With neural networks representing the
potential energy surfaces sputtering, reflection, and retention
rates for various incident angles o (0°, 20°, 45°, 60° and 80°)
on Be(0001) are calculated for projectiles with 10—100 eV
kinetic energy.

2. NN-driven MD simulations (computational
methods?)

2.1. Behler—Parrinello method

In the Behler—Parrinello approach [26], the total energy EP*
of a configuration is obtained as a sum of atomic energies E;,
which is the output of an atom-centered and element-specific
neural network. The input to the network is the local envi-
ronment of the atom. Specifically, the coordinates of neigh-
boring atoms are converted into symmetry-invariant functions
that describe the local environment. These symmetry func-
tions are then input nodes in the neural network. We have
used the same settings as in [30], a feedforward neural network
topography with two hidden layers of 30 nodes each, the soft-
plus activation function and a cut-off radius of 7 A. The input
nodes consist of radial and angular Behler-type symmetry
functions [41].

The neural network potentials were optimized according to
the Behler—Parrinello model described above using the n2p2
code [32, 33]. An asset of n2p2 for constructing the NNP is
that both the total energies and atomic forces of the training
structures are used for optimizing the weights in the fitting
process. The training algorithm is a multi-stream Kalman filter
that optimizes the NN weights and offsets [33]. After the NNP
is created, the MD simulations are performed with a modified
LAMMPS code [40].

The training set size limits the efficiency of the training pro-
cess. In particular, for more than two elements, storing all sym-
metry function values during the training process requires vast
amounts of main memory. On the other hand, with our refine-
ment procedure, it is not unlikely to have redundant struc-
tures in the training set. Therefore, we implemented a farthest
point sampling method inspired by [42] to find and sort out
structures that are similar. The following distance norm was
employed

1 n
AGG. )= |G (k) = Gi (. (1

k=1

with G¢(7) being a sorted vector of all n symmetry functions
of the ith structure in the training set. Only structures with the
same number of atoms of each element are compared. If two
structures are equal, albeit from rotations, translations or per-
mutations of like atoms, their AG norm is zero. We can now
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reduce the number of symmetry functions by rejecting those N
structures that have the smallest values of minAG (i, j), thus
J>i

being the ones closest to some other structures in the training
set in terms of symmetry functions.

2.2. Network training

2.2.1. Density functional calculations. Energies and forces
from DFT calculations serve as training and test data to deter-
mine the NN parameters, both in the initial and refinement
steps. One can view the NN as a ‘bridge’ to generate fast
DFT-quality forces that drive the MD simulation.

Kohn—-Sham density functional theory with the
Perdew—Burke—Ernzerhof [36] functional was used for
total energy calculations and for Born—Oppenheimer ab
initio MD to generate the initial and further training data sets
[34, 35]. All calculations were performed with the Vienna
Ab Initio Simulation Package (VASP) [37, 38]. Projector
augmented wave (PAW) [39] potentials for Be (with two
valence electrons) from the VASP library replaced the two
1s electrons of Be. For our rather large supercell, a gamma-
centered k-point mesh of 3 x 3 x 3 was employed. The
Kohn—Sham orbitals were expanded in a plane wave basis
set with periodic boundary conditions. Spin-unpolarized
calculations were performed with a cut-off energy of 350
eV [30]. The validity of PAW and the other approxima-
tions had been checked before [31]. As described below
in detail, the initial set of training structures, energies and
forces were obtained from sputtering trajectories with dif-
ferent incident angles of deuterium on small supercells. In
these cells, the lowest layer of atoms in the slab was fixed
while all other atoms were allowed to relax. A convergence
criterion of 107 eV A~! was used for the forces in the
optimization process.

2.2.2. Generation of training data and network training. In
order to generate the training data, sputtering simulations were
performed by using direct density functional MD simulations
first, as described below. In all sputtering simulations, the pro-
jectile D atom was initially placed 5 A above the target surface
with uniformly chosen random coordinates for x and y and
supplied with the initial velocity corresponding to the impact
energy.

The initial training data consisted of 2400 configurations
extracted from 12 ab initio MD trajectories, which were gen-
erated by performing ab initio MD simulations on a Be(0001)
surface with 96 atoms. The slab geometry was first optimized,
and then equilibrated for 2 ps at 300 K within the canonical
ensemble using the Nosé—Hoover algorithm [43, 44]. A subse-
quent equilibration time of 2 ps was used to generate different
initial surface coordinates for the sputtering processes. Then,
the impacts of single D atoms with an energy of 100 eV were
simulated without a thermostat.

We have implemented an iterative refinement protocol as
shown in figure 1 in [30] to successively improve the training
data. This procedure relies on the fact that the many parame-
ters in the NNP lead to an overdetermined expression where

multiple parameter sets are equally good for data reproduction
and interpolation but will give different results for extrapola-
tion, thus enabling the identification of configurations which
must be incorporated into the training set. Therefore, two pre-
liminary NNPs with the same topography but differing in their
initial weights and biases were fitted to the initial training data
generated from ab initio MD as described above. One of the
fitted NNPs is then employed in short MD simulations (40 fs)
of the sputtering on a beryllium surface with 96 atoms by D
projectiles at energies from 8 eV to 100 eV. Next, the ener-
gies and forces of these new configurations extracted from MD
trajectories are predicted by the NNP not used for the simula-
tion. The configurations with large differences of energies or
forces from different NNPs were added back to the training
set after calculating their energies and forces from DFT. This
new training set was then run through the sampling method
described in section 2.1 to eliminate similar structures. Over-
all, we observed that for a system of 97 atoms the NNP-based
MD simulation is about 100 000 times faster than a DFT-based
one. Comparison with a bond order potential showed in turn
the NNP to be ~20 times slower.

The final reference data set consists of 8025 configurations
containing 96 Be atoms and one D atom each. 7211 total ener-
gies and 2098401 forces are used to train the final NNP. The
remaining 10% of data is the test set used to validate the inter-
polation capacity of the potential. With 60 training steps, the
RMSE in the test set converged to 4.34 meV/atom for energies
and 0.81 eV A~! for atomic forces, the corresponding values in
the training set are 3.16 meV/atomand 0.41 eV A~!. There was
no evidence for overfitting in the training process. The range of
potential energies present in the training data is quite large and
their distribution is shown in figure 1S of the supplementary
information (https://stacks.iop.org/NF/61/086013/mmedia).

The correlation between NNP and DFT energies per atom
and the corresponding ones for the atomic forces are shown in
figure 1. Only the x-components of the forces are shown for
clarity. The correlation is in general very satisfactory for both
energies and forces.

2.3. Sputtering simulation

The initial simulation box was created from 512 beryllium
atoms in a hexagonal closed packed structure (HCP) with the
(0001) surface in the z direction. The box dimensions are
x=18 A,y =16 A and z = 27 A. It was relaxed at 300 K
in the NVT ensemble for 0.1 ps. The sputtering simulations
were performed in the NVE ensemble. The D atoms as projec-
tiles were deposited as described in section 2.2.2. The timestep
was dynamically adjusted between 0.01 and 1 fs depending on
the velocity of the projectile, with the step size being resam-
pled every five steps such that no atom moved more than 0.05
A between these five steps. The simulation proceeds until one
of halting several conditions is met. These conditions involve,
for example, the exit of a sputtered particle or reaching a limit
of 10000 steps. At impact energies of 10 and 20 eV, 5000
non-cumulative irradiations were simulated (2000 for all other
energies). In this way, reasonable statistical information is pro-
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Figure 1. Correlation between NNP-derived and DFT energies (left) and between the x-components of the forces (right) for all

configurations in the training and test set.

vided even for the very small sputtering yields at low impact
energies. The visualizations were performed with the OVITO
[45] software.

3. Sputtering yields at perpendicular impact

The main aim of our work is the analysis of trajectories with
respect to angular and energetic distributions of sputtered and
reflected atoms. However, we can compare the trajectories
from perpendicular impact with former works. The NNP based
sputtering yields together with the data from several former
works are shown in figure 2, defined as sputtering of Be atoms
per the total number of D impacts. We compare them with
experimental data from Roth ez al at two different temperatures
and with the work of Nishijima et a/ [10] (PISCES-B measure-
ments). At lower incident energies, our simulated yields are
close to the PISCES-B data. With increasing impact energy our
sputtering yields fall in between the works mentioned above.
The experimental yields at 100 eV have a large spread and it is
difficult to judge their accuracy, a well-known consequence of
the multitude of parameters present in experimental measure-
ments and simulations [14], both of which contain complex
information about surface structure, surface temperature and
several other parameters. However, we observe good agree-
ment with other computational works. At high incident ener-
gies (50, 75 and 100 eV), our data compare well with the
values from Bjorkas et al [14, 18]. At 20 eV, the NNP based
sputtering yield is somewhat lower than their value. In con-
trast to Bjorkas et al [18], we did not encounter BeD chemical
sputtering events at 20 eV. For even lower incident energy
(10 eV), no sputtering was found in our sample of 5000 tra-
jectories. The Eckstein sputtering formula was used with the
parameters Ey, = 9.51 eV, ¢ = 0.10, u = 1.99 and \ = 1.76

10_1 =
] lo) Q %
o-%"""g A A_
00 -
0O =
Pl / % &
4 <
= 10 7. a < }
-g_. / <><> 2
Ie. A
%D 0o g A
LG I Experimental:
= 1 < A 25° Roth1997
A 107 4 | O 600-650°, Roth1997
1! A <& Nishijima2009
d Computed:
I V¥ NNP
| = = Eckstein fit
! »  Bijorkas2013
[0 Bjorkas2009
10-4 ' T T T T T T T

v I
20 40 60 80 100

Incident energy, eV

Figure 2. Sputtering yields from the irradiation of a Be(0001)
surface by non-cumulative D impact with various incident energies
from our simulation and from former works. The dashed line
represents the Eckstein formula [13]. Experimental values are from
[9, 10] and computed values are from [14, 18].

taken from [13]. Despite a good agreement between the sput-
tering yields from MD simulations, the experimental results
do not show the decrease of around 100 eV. This feature will
be discussed in section 4.1. At low incident energies chemi-
cal sputtering from the surface plays a role as well. D chem-
ical sputtering, cumulative sputtering simulations are more
appropriate [14].



Nucl. Fusion 61 (2021) 086013

S. Shermukhamedov et al

Table 1. Sputtering yields with their statistical error, reflection rate and retention rate for a Be(0001) surface irradiated by D
impacts obtained from MD simulations using a neural network potential.

Incident angle Energy (eV) 10 20 30 50 75 100
a=0° Number of MD trajectories 5000 5000 2000 2000 2000 2000
Be sputtering yield 0 0.005 0.022 0.035 0.031 0.012
Statistical error A — 0.001 0.003 0.004 0.004 0.002
D reflection rate 0.12 0.19 0.20 0.17 0.11 0.04
D retention rate 0.88 0.81 0.80 0.83 0.89 0.96
o =20° Number of MD trajectories 5000 5000 2000 2000 2000 2000
Be sputtering yield 0 0.004 0.014 0.027 0.047 0.028
Statistical error A — 0.001 0.003 0.004 0.005 0.03
D reflection rate 0.10 0.17 0.18 0.16 0.13 0.07
D retention rate 0.90 0.83 0.82 0.84 0.87 0.93
o = 45° Number of MD trajectories 5000 5000 2000 2000 2000 2000
Be sputtering yield 0 0.007 0.015 0.054 0.059 0.053
Statistical error A — 0.001 0.003 0.005 0.005 0.005
D reflection rate 0.10 0.20 0.23 0.20 0.16 0.12
D retention rate 0.13 0.28 0.32 0.33 0.29 0.23
a = 60° Number of MD trajectories 5000 5000 2000 2000 2000 2000
Be sputtering yield 0 0.004 0.032 0.080 0.123 0.127
Statistical error A — 0.001 0.004 0.008 0.007 0.007
D reflection rate 0.13 0.28 0.32 0.33 0.29 0.23
D retention rate 0.20 0.51 0.67 0.76 0.78 0.77
a = 80° Number of MD trajectories 5000 5000 2000 2000 2000 2000
Be sputtering yield 0 0.005 0.015 0.035 0.050 0.059
Statistical error A — 0.001 0.003 0.004 0.005 0.005
D reflection rate 0.20 0.51 0.67 0.76 0.78 0.77
D retention rate 0.80 0.49 0.33 0.24 0.22 0.23

4. Energetic and angular distributions of the
trajectories

4.1. Influence of the impact angle

In table 1, we report sputtering yields, reflection rates (reflec-
tion of D atoms per total impacts) and retention rates (adsorp-
tion of D per total impacts). The statistical error of the sputter-
ing yield was estimated as A = o/+/N, where ¢ is the standard
deviation from assuming a Bernoulli distribution and N is the
number of MD trajectories over which we average.

The sputtering yield is around 0.03 for incident energies
above or equal to 50 eV and much smaller for lower ones.
At 75 eV and 100 eV, we observe that the yield decreases
slightly again. This feature is not present in the experimental
data shown in figure 2 and the ones fitted to experiments. For
them the yield starts to decrease only at higher energies not
covered by us. The reason might be that the experiments sam-
ple various angles on the microscopic scale. This causes the
actual perpendicular kinetic energy component of the particle
to be smaller than assumed from figure 2.

We also see in figure 2 that the sputtering threshold energy
E, below which no sputtering occurs within 5000 trajectories
lies below 20 eV. The difference between this value and a pre-
vious estimate of 9.51 eV [13] can be attributed to the very
small sample of sputtering events at such low energies.

The left panel of figure 3 visualizes the sputtering process.
The right panel shows the derived dependence of Be sputtering
yield on various D incident angles and energies for incident

energies larger than 10 eV, the sputtering yield increases from
0° to 60° and then goes down slightly.

It is well known that impacting particles cause collision cas-
cades in the surface layers. Such cascades with light atoms can
be initiated in two ways: the impacting particle only enters
the surface layer (Sy) or the impacts are backscattered from
the interior of the solid to the surface (Sy), respectively. The
total sputtering yield is then a combination of these two parts
(St = S1 + Su) [24, 25]. We can interpret the simulated sput-
tering in these terms. Figures 4(a) and (b) show sputtering cor-
responding to mechanisms Sy and Sy, respectively. The impact
angle is 45° and the energy 100 eV for both examples. We
find that at perpendicular impact the mechanism Sy domi-
nates while with increasing impact angle, the Sy contribution
becomes larger and the sputtering yields reach their maximal
values at 60°. At large angles, reflection from the surface layer
prevails. On the other hand, with increasing impact energy the
penetration depth of D increases as well and the Sy component
begins to dominate St.

4.2. Distributions of sputtered Be and reflected D

4.2.1. Be sputtering. The three-dimensional histogram in
figure 5 on the left shows the angular distribution of the sput-
tered Be atoms for five different incident angles of D impacts
at 100 eV. All histogram bars for one specific incident angle
are plotted in the same color in figure 5 and range from blue
for 0° to violet for 80°. Surprisingly, the shape (center and
variance) of the distributions does not depend on the incident
angle. Sputtering occurs between 0° and 80° with a maximum
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Figure 3. (a) Visualization of incoming D and sputtered Be atoms; (b) sputtering yield as function of the kinetic energy for different

incident angles. The dashed line represents the Eckstein fit.

Figure 4. Sputtering trajectories for an impact angle 45° and 100 eV
kinetic energy as examples for the S; (@) and Sy () mechanisms.
The red line corresponds to the deuterium trajectory and the green
one to a sputtered Be atom.

yield of 40° to 50°. The yield itself is, however, strongly influ-
enced by the incident angle. The largest yield is found at an
incident angle of 60°. It decreases to about 50% of its value at
45-80° and to 10% at 20°.

Figure 5(b) shows a similar type of histogram with the
impact energy instead of the incident angle, which is fixed at
60°. One can see a broad angular distribution of the sputtered
Be atoms. This distribution gets narrower, again with the max-
ima between 40° and 50°, as the incident energy increases.
A similar trend is observed for all other impact energies
(figure S2).

Histograms for the other impact energies and other incident
angles do not change the discussion and are shown in figures
S2 and S3 of the supplementary information

4.2.2. D reflection. The reflection of D atoms competes
with sputtering. In figure 6(a), the reflection probabilities
are shown in the same way as before, with the sputter-
ing yields as a function of the incident energy for differ-
ent incident angles. The ‘flat’ incident angle of 80° causes
by far the highest probability of reflection, which decreases
regularly towards the angle approaching the surface normal.
Generally, the maximal reflection probability is found at ener-
gies between 30-50 eV. With increasing incident angle, the
maximum moves slightly towards higher energies. However,
for an incident angle of 80° a plateau of the kinetic energy
of the reflected particle at around 50 eV for all incoming
energies can be seen. The lowest probability of reflection
(table 1) at 100 eV incident energy is 4.4% for perpendicular
D impact.

Figure 6(b) compares the D reflection probabilities at 100
eV with the literature data. For low energies, our values are
about two times less than the values from BCA-based sim-
ulations [46, 47], while for higher energies the difference
becomes less. The data indicates a maximum in the reflection
probability for D impact at between 20 and 40 eV.

The decrease in reflection rate on the high energy side can
be attributed to the increased probability of deposition of the
projectile on or below the surface. For comparison, in MD
simulations of sputtering from a beryllium-oxide surface by D
impact [48], the reflection probability even decreased by one
order of magnitude between 10 and 100 eV. On the low energy
side, the decrease in reflection yield probably results from
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Figure 6. D reflection probabilities: (a) D reflection rate for different impact angles. (b) Comparison with data from [46, 47] at an impact

energy of 100 eV.

chemisorption due to Be—D adatom binding (chemical stick-
ing). It should be mentioned that a typical adsorption energy of
H or D on a Be(0001) surface is around 2.35 eV, much smaller
than the kinetic energies of the D atoms in our sputtering
events [49].

Finally, we analyzed at the angular distribution of the
reflected D atoms, again equivalent to the sputtering scenario.
The respective histograms are shown in figure 7(a) for 100
eV and histograms for other energies are presented in figure
S4. It is characteristic that the distributions are relatively wide

for small incidence angles and that for larger incidence angles
their maxima move to large angles as well, even though a
large variance remains. As mentioned above, maximal reflec-
tion is found for the 80° impact angle. Figure 7(b) resolves the
energies for this impact angle and shows angular distributions
for all simulated energies at the same angle. The maxima of
the D reflection probabilities are found between 60° and 80°
irrespective of the incident energy. Histograms for the other
incidence angles are found in figure S5 and show the same
trend.
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Figure 8. Ratios of D adsorption (@) and retention (b).

An analysis of the reflected D energy distribution can be
summarized such that with increasing impact energy the pic-
ture of an elastic reflection very approximately holds, both
for the energies (Eincoming ~ Erefiecied) and the angles (mirror-
ing: ZLincoming ~ Zoutgoing)> but in the low energy range the
distributions have a much larger variance.

D atoms that are not reflected remain adsorbed on or pen-
etrate below the surface. Opposed to reflection, penetration of
D increases with increasing impact energy. Again, histograms
for the other impact energies and other incident angles do not

change the discussion and are shown in figures S4 and S5 of
the supplementary information.

4.3. D retention and adsorption

Intable 1, the events are differentiated into reflection and reten-
tion. The last one can have the meaning of retention on the
surface (surface adsorption) or retention in the bulk. We base
this division on the z-coordinate of the D atom at the end of
the simulation. The mutual probabilities are shown in figure



Nucl. Fusion 61 (2021) 086013

S. Shermukhamedov et al

8. As can be seen from the plots, the two parts behave oppo-
site to each other. At lower impact energies, adsorption is
prevailing for all angles and reflection processes are negligi-
ble. Additionally, at 80°, even at higher energies, the pene-
tration of D into the bulk structure is negligible and surface
adsorption dominates.

5. Summary

Be sputtering yields, for varying impact energy and angles,
were calculated by non-cumulative MD simulations based on
high dimensional neural network potentials. Sputtering simu-
lations of a Be(0001) surface by D impacts with kinetic energy
ranging from 10 to 100 eV. The sputtering yield is around
0.03 for incident energies above or equal to 50 eV, which
compares very well with literature data using a BOP force
field and well comparable with different experimental mea-
surements. The yield decreases rapidly for lower incident ener-
gies. The angular dependence of the sputtering yield can be
rationalized by a competition between two types of collision
cascades as discussed above, where the one characterized by
backscattering (Syr) causes the information of the angle of the
incoming particle to be lost. The retention and reflection prob-
abilities of D behave opposite to each other. At lower ener-
gies retention on the surface dominates while with increas-
ing in impact energy and incident angle reflection prevails.
Similarly, D retention becomes more frequent with increasing
incident energy.
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