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1.  Introduction

The ITER divertor will be composed of tungsten plasma 
facing components (PFCs) in order to mitigate the detri-
mental effects of high heat and particle fluxes expected during 
H-mode operation and minimize tritium retention [1]. Despite 
the low expected erosion rate of W under ITER divertor 

particle fluxes, even relatively small core W impurity con-
centrations are unacceptable in ITER and beyond from the 
standpoint of fuel dilution, plasma conduction, heating effi-
ciency, and avoiding radiative collapse. It has been proposed 
to operate ITER and future devices with a partially detached 
divertor in order to mitigate these W erosion fluxes but com-
patibility of partial detachment with high plasma confinement 
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Abstract
It is important to develop a predictive capability for the tungsten source rate near the strike 
points during H-mode operation in ITER and beyond. H-mode deuterium plasma exposures 
were performed on W-coated graphite and molybdenum substrates in the DIII-D divertor 
using DiMES. The W-I 400.9 nm spectral line was monitored by fast filtered diagnostics cross 
calibrated via a high-resolution spectrometer to resolve inter-ELM W erosion. The effective 
ionization/photon (S/XB) was calibrated using a unique method developed on DIII-D based 
on surface analysis. Inferred S/XB values agree with an existing empirical scaling at low 
electron density (ne) but diverge at higher densities, consistent with recent ADAS atomic 
physics modeling results. Edge modeling of the inter-ELM phase is conducted via OEDGE 
utilizing the new capability for charge-state resolved carbon impurity fluxes. ERO modeling is 
performed with the calculated main ion and impurity plasma background from OEDGE. ERO 
results demonstrate the importance a mixed-material surface model in the interpretation of W 
sourcing measurements. It is demonstrated that measured inter-ELM W erosion rates can be 
well explained by C→W sputtering only if a realistic mixed material model is incorporated.
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regimes remains an active field of study. It becomes necessary 
to develop a physics understanding for the temporally and 
spatially resolved high-Z divertor source under different edge 
plasma conditions. Previous work on the JET-ITER-like wall 
(ILW) [2, 3] and in ASDEX-U [4] has asserted that spatially-
averaged W erosion between edge localized modes (ELMs) 
in H-mode is roughly consistent with the rates predicted by 
impurity-induced W sputtering. The dominant plasma impu-
rity is beryllium in the JET-ILW case and C in the ASDEX-U 
case.

This paper represents a refinement of the measurement and 
modeling techniques used in previous work through highly 
spatially resolved measurements of the inter-ELM W erosion 
profile and the first benchmarking of these results against the 
OEDGE and ERO codes. For this work, spectroscopic meas-
urements of the W erosion source in the DIII-D divertor were 
conducted with very high spatial resolution (~0.8 mm). First, 
calibration of the effective S/XB ratio for the WI 400.9 nm line 
using a unique surface analysis technique to quantify the gross 
erosion rate of W for constant L-mode plasmas is presented. 
Inferred S/XB values compare favorably with the empirical 
scaling presented in [2] and atomic data and analysis structure 
(ADAS) calculations [5, 6] at low densities (ne  <  1013 cm−3) 
but a discrepancy is discovered between measurement and the 
empirical scaling at higher densities.

Next, inter-ELM W erosion measurements during a broad 
variety of H-mode plasma conditions are discussed. It is shown 
that a simple analytic model of impurity-induced W sput-
tering by C impurities cannot closely replicate experimental 
measurements. To arrive at a better physics understanding, 
the spatially-resolved W erosion profile for a well diagnosed, 
attached H-mode plasma condition in DIII-D is benchmarked 
against code models. The OEDGE code was used to develop 
an inter-ELM plasma background using the new capability 
for charge state-resolved carbon impurity fluxes and impact 
energy distributions [7], which is used as input into the ERO 
3D Monte Carlo plasma materials interaction (PMI) code [8]. 
The ERO code has been previously used to benchmark the 
gross and net erosion rate of various materials in tokamaks 
[9–11], with varying degrees of success. In this study, the 
inter-ELM W erosion profile calculated by ERO+OEDGE 
agrees well with experimental measurements without the need 
to introduce free parameters into the plasma surface interac-
tions, the first step towards predictive capability.

2.  Materials and methods

2.1.  DiMES

Plasma exposures of W-coated PFCs were conducted using 
the DIII-D divertor materials evaluation system (DiMES), a 
well-established tool for studying plasma material interactions 
in the DIII-D divertor [12]. DiMES allows for the insertion, 
exposure, and removal of circular, ~4.8 cm material surfaces 
flush with the divertor floor for as short as a single plasma 
discharge. The location of DiMES within the DIII-D vessel 
is shown in figure 1. W coatings were applied to DiMES caps 
via magnetron sputtering at Sandia National Laboratory or via 

evaporative deposition at Oak Ridge National Laboratory. W 
coatings ranged from 40 nm to 500 nm in thickness and were 
applied to either graphite or titanium–zirconium–molyb-
denum (TZM) molybdenum alloy substrates depending on 
the particular experimental application; details are provided 
in the ensuing sections. For L-mode experiments designed to 
measure the S/XB ratio of the WI 400.9 nm line (section 3), 
masks were applied to the W-coated samples to measure both 
gross and net erosion; see [13] and section 3 for details on this 
technique. All samples exposed to H-mode plasma conditions 
(sections 4 and 5) were completely coated with tungsten.

2.2.  Edge spectroscopic and plasma diagnosis

In situ measurements of the gross erosion rate of W were con-
ducted by measuring the spectral intensity (photons cm−1 s−1) 
of the WI 400.9 nm line; similar techniques have been used 
on other devices [2, 4, 14]. Spectroscopic diagnosis of the W 
erosion rate in H-mode plasmas is necessary to distinguish 
W erosion due to ELMs from the source between ELMs. The 
view chords of the edge spectroscopy diagnostic suite for the 
DIII-D lower divertor are shown in figure 1.

The multichordal divertor spectrometer (MDS), a high 
spectral resolution Czerny-Turner spectrometer [15], provides 
spectrally resolved information on the WI 400.9 line intensity 
with an integration time of 200–500 ms. Geometric correc-
tions to the WI emission intensity were performed because 

Figure 1.  Poloidal cross section of the DIII-D vessel depicting the 
edge plasma and spectroscopic diagnostics utilized in this series 
of DiMES experiments. Inset: a magnified version of the divertor/
DiMES region, indicating the position of the Langmuir probes, 
divertor Thomson scattering chords and MDS/filterscope chords.
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the size of the W-coated regions on these DiMES samples 
was smaller than the spot size of the MDS viewing chord. In 
situ calibration of the appropriate geometric correction factor 
was performed using a uniform light source centered at the 
DiMES location and covering the source with apertures of 
varying diameters. In figure 2, the measured intensity of the 
light source is plotted against the total emission area of the 
apertured light source. It is evident that the MDS viewing spot 
is not in perfect focus because the measured intensity does 
not increase linearly with emission area before ‘plateauing’ 
at a constant value, but the emission intensity fits reasonably 
well with an exponential decay, also shown in figure 2. The 
geometric correction factor is obtained by calculating the frac-
tion of light emission originating from inside the W-coated 
region of the DiMES sample. For the DiMES Type A sample 
(figure  3) the resulting geometric correction factor is ~5.85 
and for the Type B sample this factor is ~3.15.

DiMES is imaged by a CCD-based camera (PCO Pixelfly 
VGA 200/205) with an exposure time of 10 ms, 100 Hz 
framing rate, and ~0.8 mm spatial resolution. A band-pass 
filter with a center wavelength of 400.9 nm and full width half 
maximum (FWHM) of ~1.5 nm is placed within the optical 
pathway to filter the WI 400.9 nm line. Due to the relatively 
weak intensity of this spectral line, it is necessary to perform 
a background subtraction to eliminate the contribution of con-
tinuum emission (visible bremsstrahlung) and contaminant 
lines within the spectral transmission range of the band-pass 
filter. This analysis is performed by subtracting the measured 
count rates ~3 cm offset, in both the upstream and downstream 
direction, but at the same radial position as the DiMES sample:
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Here IWI is the absolute intensity of the WI 400.9 nm line (pho-
tons cm−2 s−1), Δtexp is the camera exposure time (10 ms), and 
A is an absolute calibration factor (photons cm−2 sr−1 pixel−1). 
A cross-check against the MDS spectrometer was performed 
and the intensity values were in good agreement (within 
20%). CW and Cg,up/Cg,down are the counts/pixel measured by 

the camera on the W DiMES sample and on the graphite tiles 
~3 cm upstream/downstream of the DiMES probe. RW and Rg 
are empirical coefficients representing the effective reflectivity 
of the tungsten and graphite surfaces. A constant value of 
Rg  =  0.1 was assumed based on post-mortem measurements 
conducted on graphite DiMES samples with a reflection probe. 
The value of RW was calibrated such that IWI  =  0 during the 
initial limiter configuration phase of each plasma discharge 
before the outer strike point (OSP) is placed on DiMES, i.e. 
the entire filtered camera signal is assumed to be due to back-
ground emission, rather than W erosion, during this phase. The 
typical value of RW obtained was 0.2–0.25, assumed not to 
be strongly dependent on surface modifications and impurity 
accumulation on the time scale of one discharge.

An array of fast photomultiplier tube (PMT)-based diag
nostics (filterscopes) [16] view the DIII-D divertor region 
along approximately the same chords as the MDS, but at a 
different toroidal location. A new filterscope view was also 
developed for this study that directly views the DiMES sur-
face with a ~2.5 cm spot size, effectively the same viewing 
spot as the DiMES-viewing chord of the MDS. This enables 
measurement of the WI 400.9 nm spectral line on fast time 
scales (20 µs) and absolute WI intensities via cross calibra-
tion with MDS. A novel background subtraction technique 
was developed using a fiber optic beam splitter to separate the 
WI intensity from the continuum background intensity. This 
technique does not require the assumption of a constant con-
tinuum background level throughout one entire plasma dis-
charge, as utilized in previous work [3]. Details of this new 
technique are presented in [17].

Characterization of the electron temperature and density 
profiles at the DiMES location are obtained via Langmuir 
probes and the lowest vertical chord of the divertor Thomson 
scattering (DTS) diagnostic (figure 1, inset). Agreement 
is typically fairly good between these two diagnostics in 
attached plasma regimes [18]. The Langmuir probes (pink cir-
cles in figure 1, inset) are generally incapable of measuring 
divertor electron temperatures lower than ~5 eV due to fast 
plasma fluctuations strongly perturbing the I–V characteristic 
so for low temperature measurements, DTS is solely used. 
Slow strike point sweeping (~2 cm s−1) is used to build high-
resolution edge plasma profiles of divertor ne and Te. It has 
been demonstrated on DIII-D that the OSP can be swept over 
nearly the entire divertor floor without appreciably changing 
plasma conditions relative to the OSP position [19].

3.  Spectroscopic analysis of the WI S/XB 
coefficients

The ionization/photon, or S/XB, method provides a direct 
proportionality factor between photon emission intensity and 
atomic ionization rates:

πΓ = I
S

XB
4 ,Z Z,tot� (2)

where ΓZ is the ionization flux (atoms cm−2 s−1), assumed 
equal to the gross material influx, and IZ,tot is the total photon 
emission rate (photons cm−2 s−1 sr−1) for a given spectral 
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line. Note that equation (2) makes several simplifying atomic 
physics assumptions to facilitate comparisons with exper
imental measurements. Additional context on the application 
of the S/XB method, as well as extensive calculations and 
measurements of S/XB coefficients for many fusion-relevant 
atomic species, are provided in [20]. For measuring the erosion 
rate of W, the 400.9 nm WI line, the brightest neutral W line 
in the visible spectral range, is typically used [2, 4] and some 
measurements on other lines have also been performed [21]. 
It was verified that the spectroscopy diagnostics described in 
section 2 were well calibrated by comparing measurements of 
the WI 400.9 nm S/XB coefficient with the existing empirical 
scaling from previous devices [2]. This study also provided an 
opportunity to expand the existing data set to a larger range of 
electron densities and to compare measurements with recently 
available theoretical values derived using the ADAS col
lisional radiative model [5].

The procedure for measurements of the WI 400.9 nm  
S/XB coefficient was as follows. Two types (Type A and 
Type B) W-coated graphite DiMES samples were prepared as 
described in section 2.1 and depicted in figure 3. Both types 
of samples enabled the measurement of gross W erosion by 
comparing the absolute W areal density (W atoms cm−2) on 
the 1 mm diameter W spots before and after plasma exposure 
using Rutherford backscattering spectrometry (RBS). Details 
on this technique have been previously published [13]. The 
large 1 cm diameter W circle on the Type A sample and 
1  ×  3 cm stripe on the Type B sample provided sufficiently 
large spectroscopic signals of the WI 400.9 nm line. Two sam-
ples of Type A and one of Type B were exposed to a series 
of 3–4 constant L-mode plasmas. The material erosion rate is 
assumed to be constant during the 3 s interval on each shot in 
which the OSP is fixed ~2 cm inboard of the DiMES center. 
The plasma density and temperature conditions for each set of 
exposures, obtained via DTS, are displayed in figure 4.

Equation (2) implies that the inferred S/XB coefficient for 
each set of plasma conditions is equal to the average gross 
erosion rate of W (measured via RBS) divided by the average 

WI 400.9 nm emission intensity (obtained via the MDS). The 
inferred values for the WI 400.9 nm S/XB ratio are plotted as a 
function of Te in figure 4. Error in these measurements stems pri-
marily from uncertainty in the absolute calibration of the MDS 
and the geometric corrections to the WI emission intensity, as 
discussed in section 2.2. The existing empirical experimental 
scaling [1] is also shown. The DiMES data points acquired at 
ne ~ 1013 cm−3 show good agreement with this scaling, but a 
discrepancy is observed with the one data point acquired at 
a higher electron density (~5  ×  1013 cm−3). No data used in 
the  empirical scaling were obtained at densities higher than  
1013 cm−3 so this new result may suggest a previously unob-
served density dependence for the WI 400.9 nm S/XB coeffi-
cient for ne  >  1013 cm−3.

This result is compared with two sets of theoretical calcul
ations [5, 22]. The calculations in [22] have a free parameter 
TW to model the underlying distribution of low-lying atomic 
energy levels as a Boltzmann distribution. These calculations 
appear to over-estimate the measured values by approximately 
a factor of 2, except for the high-density DiMES measurement 
which agrees reasonably well with a TW value of 0.3–2.0 eV. 
The dataset described in [5] utilizes the ADAS collisional-
radiative model. The ADAS data show a similar dependence 
on Te to experimentally measured values and also displays a 
strong dependence on ne above 1013 cm−3. This is consistent 
with the measurement conducted via DiMES at high density. 
A more systematic evaluation of the dependence of WI S/XB 
coefficient on electron density for multiple WI spectral lines 
should be conducted in the future, but no additional measure-
ments were available for this paper.

These theoretical calculations can also be tested by line 
ratio analysis. It is evident from equation (2) that the measured 
intensity ratio for two given spectral lines is equal to the recip-
rocal ratio of their respective S/XB coefficients. In a separate 
experiment, both the WI 400.9 nm line and the WI 429.4 nm 
line were monitored by the MDS during repeat, consecutive 
H-mode W DiMES exposures. Because the MDS did does pro-
vide sufficient time resolution (200 ms) in these discharges to 

Figure 3.  Photographs of the two types of DiMES samples used for measurements of the WI 400.9 nm S/XB coefficient. Sample Type A 
contains a 1 mm and 1 cm diameter W spot. Sample B contains a 1  ×  3 cm W stripe and six 1 mm diameter W spots.
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resolve ELMs there is an implicit averaging of intra-ELM and 
inter-ELM divertor plasma conditions. The absolute intensity 
of each WI spectral line is plotted against the inter-ELM edge 
plasma electron temperature at the DiMES location (obtained 
via DTS) in figure  5(a). Divertor density varied identically 
with Te during these two repeat discharges so it is considered 
a reasonable assumption that the D and C ion fluxes to the W 
surface, and thus the ΓZ term in equation (2), varied similarly 
with Te in both cases. A similar relationship between intensity 
and Te is observed for both WI lines, although the function-
ality is somewhat more pronounced for the 400.9 nm line. A 
parabolic fit is overlaid for both lines. No justification is pro-
vided for this particular functional form except that it fits the 
available experimental data reasonably well.

The ratio of the parabolic fits to the 400.9 nm and 429.4 nm 
spectral line intensities is plotted in figure  5(b). This ratio 
ranges from ~0.6 to ~0.85, close to previous measurements 
on TEXTOR of 0.7–1.0 [22], although the functional depend
ence of this ratio on Te was not provided in this previous study. 
Also plotted in figure 5(b) are the reciprocal ratios of the WI 
S/XB coefficients from the two available theoretical datasets. 
The reciprocal S/XB ratio predicted by ADAS [5] displays vir-
tually no density dependence and thus is plotted as a single 
curve. The ratio predicted by Beigman et al [22] is effectively 
constant for TW  ⩾  0.3 eV but drops slightly for TW  =  0.1 eV, 
so two cases are plotted. Comparing these calculations to 
experimental measurements, a fairly flat functional depend
ence of the line ratio to electron temperature is observed in 
all cases, although the measurements show slightly more vari-
ation with Te than theory. The measured line ratio is lower by 
about a factor of 2 relative to the theoretical values. It is noted 
by Beigman et  al that such discrepancies could result from 
configuration mixing or strong cascade effects not properly 

accounted for in the modeling. The discrepancy between meas-
urements and ADAS values may imply the relative populations 
of the metastable states require adjustment. Preliminary efforts 
to correct the neutral W metastable fractions are in progress 
but are beyond the scope of this paper. In summary, theoretical 
datasets make simplifying assumptions concerning the atomic 
structure of the W atom so agreement with experiment may be 
inconsistent. Further discussion of atomics physics modeling 
of neutral tungsten is provided in section 6.

4.  Inter-ELM gross erosion rates of W in H-mode

For the purposes of studying the inter-ELM W erosion source 
in DIII-D H-mode plasma conditions, we analyze a series of 
H-mode discharges where divertor ne and Te were varied by 
sweeping the OSP relative to DiMES. In some discharges 
additional low field side D2 gas fueling was added, resulting 
in divertor plasma cooling and increased electron density. WI 
emission obtained via the DiMES-viewing filterscope chord 
(figure 1) was background-subtracted and absolutely cali-
brated as described in section 2.2 and in [17]. ELM filtering 
is performed using edge detection analysis on a Dα lower 
divertor filterscope chord (fs06 in figure 1). WI emission from 
50% to 99% of the inter-ELM cycle, chosen in order to obtain 
sufficient plasma ne and Te measurement statistics via DTS, is 
averaged in 200 ms time increments. The DTS laser fires with 
50 Hz frequency, typically resulting in 5–6 useable data points 
in a 200 ms binning period once ELMs and fits with poor sta-
tistics are removed.

For the purpose of comparison with previous data sets, we 
use the existing experimental scaling for the WI 400.9 nm  
S/XB coefficient [2], with the caveat that this may underesti-
mate the S/XB ratio at electron densities significantly higher 
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than 1013 cm−3, as described in section 3. W erosion flux meas-
urements are normalized to the incoming deuterium ion flux 

Γ =+
+nD

T T

me
1 2

e i

i( ) /
 where mi is the deuteron ion mass and 

ne,Te are obtained via DTS as discussed above. The plasma 
is assumed sufficiently collisional such that =T Te i. C and 
W impurities are present in the divertor plasma in only trace 
amounts (<1%) and thus corrections to the formula for ΓD+ 
given above are not necessary. It has been well established  
[2, 4] that inter-ELM high-Z erosion is dominated by impurity-
induced sputtering so this normalization results in an ‘effective’ 
erosion yield only. Further evidence for this assertion is discussed 
in section 5 for inter-ELM H-mode conditions and in [9, 23] for 
L-mode conditions.

The normalized tungsten erosion yield ΓW/ΓD+ is plotted as 
a function of Te (the average of the inter-ELM DTS measure-
ments in each binning window) in figure 6. Inter-ELM divertor 
electron densities range from 0.1–5  ×  1014 cm−3 for these 
measurements. As mentioned above, each data point represents 
the average of 200 ms of approximately constant inter-ELM 
plasma conditions. A logarithmic-type trend is evident in the 
effective W erosion yield, similar to previous datasets [2]. Also 
plotted in figure 6 are the effective C→W sputtering yields cal-
culated via SDTrimSP [24] for C3+ ion flux fractions of 1%, 
2%, and 4% relative to the deuterium ion flux, as well as a 0.5% 

C2+ and 0.5% C3+ flux fraction. For these calculations, the C 
ions are assumed to have a Maxwellian energy distribution of 
temperature Te plus an additional energy of ZT3 e due to sheath 
acceleration, with a uniform ion impact angle of 45° relative to 
surface normal. The dynamic TRIDYN portion of the code has 
been disabled for these studies. These results are qualitatively 
consistent with the picture of C→W impurity sputtering char-
acterized by a cut-off low ion impact energies, an exponential 
increase in sputtering yield with increasing energy, and a pla-
teau forming at C impact energies of several hundred eV.

However, it is also clear that a single C flux fraction 
without taking into account the C/W mixed material and 
prompt processes (e.g. W→W self-sputtering via W prompt 
redeposition) do not provide a complete picture of the physics 
of inter-ELM W sputtering in the DIII-D divertor. Generally 
the SDTrimSP model over-predicts the W erosion yield, par
ticularly at high temperatures. This motivates the develop-
ment of more careful physics models of the spatially resolved 
W erosion profile using high-resolution 3D Monte Carlo 
simulations that include a more realistic model of the impu-
rity plasma background as well as non-linear effects of C/W 
material mixing and prompt processes. Such simulations are 
described in the next section.

5.  Simulating the inter-ELM W erosion profile via 
ERO+OEDGE

5.1.  OEDGE modeling

In order to benchmark PMI models of inter-ELM W erosion, 
the inferred W erosion profile from DIII-D discharge 163216 
was selected for analysis due to the existence of a well-diag-
nosed, large inter-ELM W erosion rate and well-characterized 
edge plasma parameters. An edge plasma background solu-
tion for this discharge was developed with the OEDGE code 
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[7, 23] using the process of empirical plasma reconstruction. 
Langmuir probe measurements of Te and ion saturation cur
rent (Jsat) from a repeat discharge (163215) with a longer OSP 
sweep over the lower outer divertor (figure 1) were used as 
the target plasma conditions. Inferred Te and Jsat profiles are 
shown in figure  7 with the smoothed OEDGE inputs over-
laid. The onion skin model (OSM) plasma solver portion 
of OEDGE calculates plasma conditions (ne, Te, Ti, parallel 
plasma flow, parallel electric field) along field lines. This solu-
tion is run iteratively with the EIRENE code, which calculates 
the neutral densities and energy loss terms, until a specified 
convergence criterion is met. The impurity tracking portion 
of OEDGE (DIVIMP) calculates carbon impurity production, 
transport, and deposition. These calculations result in a carbon 
flux and average impact energy profile with high spatial reso-
lution at the DiMES location (figure 8). Carbon charge states 
Z  =  2 and Z  =  3 are dominant and contribute approximately 
equally to the impurity flux to the surface. The contribution 
from other charge states is negligible.

The quality of the OEDGE plasma solution was bench-
marked by comparing predicted inter-ELM Dα (656 nm) and 
CIII (465 nm) line emission profiles near OSP with exper
imental data. The OEDGE code is capable of generating 
synthetic diagnostic emission profiles that account for the 
geometric viewing characteristics (i.e. the finite solid angle 
of a viewing chord) of the DIII-D divertor-viewing filterscope 
channels. The corresponding experimental measurements are 
obtained via binning inter-ELM photon fluxes in 5 ms incre-
ments from filterscope views fs05, centered at the same major 
radius as the W DiMES sample but at a different toroidal loca-
tion, and fs06, located ~11 cm outboard of DiMES (figure 1). 

Spectroscopic information was obtained during repeat dis-
charge 163215 with a long OSP sweep across the divertor sur-
face. It was observed that the CIII emission rates from fs06 are 
systematically higher by a factor of ~2 than the other four CIII 
filterscope views (fs02–fs05) in the DIII-D lower divertor. It 
is believed that this discrepancy is due to contamination of 
the filter bandpass region (463.5–467.5 nm) with other impu-
rity emission lines, although spectrally resolved emission 
rates were not available in this wavelength range during this 
experiment. A compensation factor of 0.5 was applied to the 
absolute photon fluxes from the fs06 CIII viewing chord. 
Measurements of additional D and C spectral lines were not 
available because the fs06 filterscope view contains only CIII, 
Dα, and He I/II bandpass filters. No appreciable divertor He 
content was present in the studied discharges.

The measured Dα and CIII spatially-resolved line emis-
sion profiles from the fs05 and fs06 viewing channels are 
shown in figure 9. The geometric viewing characteristics of 
the fs05 and fs06 viewing chords are identical; they differ 
only in absolute radial position, so the OEDGE calculation 
is overlaid as a single curve which depends only on R–ROSP. 
Generally correspondence is observed within 50% between 
measured Dα and CIII photon emission rates and OEDGE 
predictions. Similar matches between measured line radia-
tion profiles and those computed by OEDGE have previously 
been achieved on DIII-D during ohmic L-mode experiments 
[23]. Given the uncertainties associated with ELMs and other 
divertor plasma fluctuations in H-mode discharges, the data in 
figure 9 is considered reasonable agreement. In particular, in 
the range of  −0.02 m  <  R–ROSP  <  0.05 cm of prime interest 
for benchmarking ERO simulations, the OEDGE calculations 
match rather well with spectroscopic measurements, although 
the C2+ concentration in the divertor plasma may be slightly 
underestimated.

5.2.  ERO modeling

The main ion and impurity plasma profiles calculated via 
OEDGE are used as input into the 3D Monte Carlo code 
ERO (version 1.0). The first portion of this code calculates 
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local PMI processes, including physical/chemical sputtering, 
reflection, and deposition. The second portion tracks test 
particles ejected from the material surface. Ejected particles 
begin as neutrals, but once ionized are treated with the full 
Lorentz force equation, i.e. taking into account the gyro-
motion of ions. Particles are tracked until they re-deposit on 
the surface or leave the simulation zone. The version of ERO 
utilized at DIII-D incorporates a C/W homogenous mixed-
material (HMM) model, described in [26] for the W/Be 
system, to simulate the effective reduction of W erosion in the 
DIII-D divertor due to effective dilution of the W areal density 
present on the plasma-facing surface. More details concerning 
the HMM model are discussed in [9, 27] for the specific 
case of a C/high-Z system present in the DIII-D divertor. It 
should be noted that in some cases the ERO-HMM has been 
unable to reproduce experimental results and more elaborate 
descriptions of the surface layer (BCA-based, depth-resolved 
models) have been utilized instead [28], although not brought 
into routine use with ERO.

Previous studies have indicated that for a 1% concentration 
of C3+ in the edge plasma, the C fraction in the surface inter-
action layer is approximately 30%, effectively reducing high-Z 
erosion by 30% [9]. Physical sputtering yields are obtained from 
the Eckstein database with the Eckstein fit [29] and chemical 
erosion yields are obtained via the empirical Roth formula [30]. 
The ERO sputtering database assumes normal incidence for 

impacting ions, but the difference in C→W sputtering yields 
between normal and 45° incidence is only ~20% in this low 
ion impact energy regime. Prompt processes are included in the 
calculations and results in a ~10% enhancement at the peak of 
the W erosion profile. The predicted W erosion rate calculated 
via ERO+OEDGE is shown in figure 10.

To benchmark this ERO prediction, spatially resolved WI 
emission was measured for this discharge (163216) using the 
fast filtered camera diagnostic described in section  2.2. WI 
intensity (photons cm−2 s−1) values measured on each pixel 
were binned in ~0.5 cm radial increments and 100 ms time bins 
to reduce measurement noise and are again multiplied by the 
empirical S/XB coefficients, as discussed in section 3 above 
and in [2], to produce W erosion rates. It should be noted that 
3D PMI processes such as the angular distribution of sput-
tered W atoms (and their finite ionization length) results in 
an effective ‘smearing’ of the WI emission profile. A full 
3D treatment of these effects would require significant addi-
tional effort. However, it is not necessary to develop synthetic 
diagnostic emission profiles with ERO for neutral W emis-
sion because the ionization mean free path (MFP) of these W 
atoms is very short (~1 mm) and the spatial resolution of the 
filtered camera is very high (~1 mm) relative to the gradient 
scale length of the WI emission profile in the radial direction 
(>10 mm). Thus WI emission is strongly localized near the 
target surface and the camera captures the true emission pro-
file with minimal smearing due to the finite ionization MFP 
effect. Experimentally measured W erosion rates are plotted 
in figure 10 as a function of major radius relative to the OSP 
position. Because the ELM frequency was ~30 Hz during 
this discharge, the 100 Hz framing rate of the camera was 
also sufficient to capture a number of frames without ELMs, 
allowing the inter-ELM component of the W erosion rate to be 
extracted. The OSP was swept slowly inboard and outboard 
across DiMES to build up the complete inter-ELM W ero-
sion profile. A 0.8 cm radial shift (within the uncertainty of 
the magnetic reconstruction) has been applied to the measured 
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data to match the peak of the predicted and measured W ero-
sion profiles.

The ERO simulations reproduce well both the shape and 
magnitude of the experimentally measured W erosion profile 
within the error bars of the measurement. The ERO model 
shows good agreement with data over a Te range of ~7 eV in the 
PFR to ~35 eV at the peak of the W erosion profile. As noted 
above, a crucial feature of the ERO code is the C/W mixed-
material model, which accounts for the effective reduction of 
the erosion rate of a high-Z surface due to high-Z/low-Z mat
erial mixing. These results imply that W source rates during 
the inter-ELM phase of DIII-D can be reasonably explained 
via impurity-induced C→W sputtering using ERO+OEDGE. 
Certainly it is possible that there are additional PMI physics 
effects at play and that agreement between and experiment 
and model is simply fortuitous in this case. However, it good 
agreement is achieved here in part due to extensive efforts to 
characterize the divertor plasma parameters and C/W impurity 
radiation profiles as accurately possible; such extensive meas-
urements were often not available in previous studies on other 
devices.

This level of agreement can be contrasted with the 
SDTrimSP sputtering model, also shown in figure 10. Note 
that cubic spline interpolation, rather than the linear interpola-
tion used by the OEDGE code, has been applied to the D ion 
flux profile in figure 7(a) to produce the SDTrimSP profiles 
in figure  10. This results in somewhat ‘smoother’ inferred 
W erosion profiles for the SDTrimSP cases relative to the 
ERO+OEDGE case. While the simple sputtering model pro-
vides order of magnitude level agreement, it cannot reproduce 
all features of the W erosion curve over this broad range of 
electron temperatures. Using a similar C impurity flux profile 
to that produced by OEDGE (0.5% C2+ and 0.5% C3+) results 
in an under-estimation of the W erosion rate in the PFR and an 
over-estimation in the CFR.

6.  Discussion and conclusions

In this paper, the first spectroscopic measurements of the 
L-mode and inter-ELM H-mode W erosion profiles in DIII-D 
are described. This represents a notable extension of previous 
high-Z erosion measurements conducted via DIII-D/DiMES, 
which have only been inferred via post-mortem analysis after 
plasma exposures to constant L-mode conditions. Similarly, 
ERO has previously only been benchmarked against mea-
sured W erosion rates on DIII-D [9] using constant L-mode 
conditions, no spatial resolution, and using C impurity con-
centrations as free parameter. On ASDEX-U, the ERO code 
has previously shown reasonably good agreement with 
post-mortem measurements of net erosion in H-mode from 
a W-coated C limiter [10], but with several free parameters 
due to poorly characterized background plasma conditions. 
On JET-ILW, ERO has been utilized to benchmark spectro-
scopic measurements of the gross erosion of Be limiters [11]; 
agreement between code and experiment is observed within 
the uncertainties associated with plasma conditions and Be S/
XB coefficients.

In fact the largest source of uncertainty on the W erosion 
source in the DIII-D or any tokamak divertor/limiter is the 
absolute value of the S/XB coefficients. The results in sec-
tion 3 of this work demonstrate that a simple empirical scaling 
that is only a function of electron temperature is not sufficient 
to capture the changes in the S/XB ratio that occur as the elec-
tron density increases beyond 1013 cm−3. During full or partial 
detachment on DIII-D and other machines, ne always lies sig-
nificantly above this threshold. In addition, transient increases 
in ne also occur during edge localized modes (ELMs), so 
using the empirical scaling of [2] will underestimate the W 
erosion source during ELMs. Further atomic physics mode-
ling efforts must be undertaken in order to resolve the existing 
discrepancies between measurement and theoretical mode-
ling. Determining S/XB coefficients from theory involves the 
calculation of ionization rates, photon emissivity coefficients 
and branching ratios, all of which pose modeling challenges. 
The physics assumptions underlying each calculation set 
should be further analyzed for validity. A thorough discussion 
of the merits of the different methods used in [5, 22] is beyond 
the scope of this paper, but it can be noted that the ionization 
data set used by ERO is obtained from [22] and calculated W 
re-deposition fractions in the DIII-D divertor agree fairly well 
with experiment [9]. At present it is concluded that the error 
bars of 50% on the WI 400.9 nm S/XB ratio determined in [2] 
are appropriate, particularly for ne  >  1013 cm−3.

We also acknowledge that this paper does not present meas-
urements or modeling of the W erosion source during transient 
events. It has been shown that during attached H-mode con-
ditions on JET, the intra-ELM W erosion source dominates 
the inter-ELM source, and the magnitude of these intra-ELM 
erosion rates are fairly consistent with energetic D→W sput-
tering [31]. A similar analysis is underway for intra-ELM W 
erosion data from DIII-D and the results will be presented in 
a subsequent paper. The goal of these studies is to enhance 
the spatial resolution of H-mode W erosion measurements and 
perform parameter scans to benchmark models and therefore 
aid the development of predictive capabilities. Erosion of W 
material has also been observed via unipolar arcing events on 
W-coated DiMES samples [32], which in attached H-mode 
discharges is sometimes comparable to greater than the W 
impurity source induced via sputtering.

Finally, while this study focuses on the gross erosion 
rate of tungsten, prompt W redeposition is also an impor-
tant factor governing the overall W leakage from the divertor 
region. No measurements of WII emission were acquired in 
these experiments, so no spectroscopic estimates of prompt 
W redeposition [2] were available. However, prompt W 
re-deposition has been investigated extensively via post-
mortem analysis techniques in DIII-D L-mode experiments 
[13]. A prompt W redeposition fraction of 0.53 was meas-
ured at a divertor density of 1.6  ×  1013 cm−3, and this ratio 
increased to 0.74 for ne  =  4.5  ×  1013 cm−3. These results 
were in fair agreement with ERO [33] and WBC-REDEP 
[23] simulations, respectively, and are also qualitatively con-
sistent with a decrease in the W ionization mean free path at 
higher electron density leading to a higher prompt W rede-
position fraction.
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The main conclusion of this paper is that detailed measure-
ments of the inter-ELM tungsten erosion source and plasma 
conditions in tokamak divertors must be performed with high 
spatial resolution in order to be properly benchmarked against 
PMI models. A simple semi-analytic PMI model based on 
SDTrimSP calculations, while capturing the general trends 
associated with W erosion in the divertor, does not accu-
rately capture the spatial variation of the W erosion profile. 
A realistic 3D model of the complete PMI picture should be 
incorporated, including a full main ion and impurity plasma 
background from a 2D impurity transport code such as 
OEDGE and a 3D Monte Carlo, mixed-material PMI model 
such as ERO. Further code benchmarking should focus on 
reconstructing more gross erosion profiles on high-Z tokamak 
divertor surfaces. Net erosion profiles should also be inferred 
via line ratio spectroscopy or other methods; see [2] for 
some preliminary work on this topic. Most importantly, 3D 
PMI models of the intra-ELM high-Z erosion source should 
be developed to aid the understanding of high-Z erosion as a 
function of ELM frequency, amplitude, and ion flux distribu-
tion to the target.
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