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Abstract
Aim: This study analyses the tolerance and accuracy of 3D 
printed casts created by two printing techniques and cast ge-
ometry deformations after six months. MISC. 
Methodology. An A 28-year-old volunteer with full dentition 
was scanned using 3shape’s TRIOS3.3Shape’s Dental System 
converted the scan to STL. NextDent 5100 DLP and Forms Lab 
Form 2 SLA printers received the STL file. Each printer made 
10 casts. Every cast was scanned using a 3Shape E3 Scanner 
(E3 Scanner from 3Shape). A cloud comparison tool compared 
each scan to the volunteer’s original scan. The two printers’ 
accuracy was measured at the time of the scan and six months 
afterward using IBM’s SPSS 28 for a one-way ANOVA. Shapiro 
Wilk statistics were not significant P> 0.05, proving normality. 
ANOVA was used to compare printers’ accuracy. 
Results. Table 1 shows the means and SDs. Wilk’s Lambda of p. 
05 (F = 95.533 and partial eta squared = 0.841) reveals an ini-
tial and six-month accuracy difference. A P 0.05 within-subject’s 
tolerance effect was found. P=. 503 demonstrates printer type 
doesn’t affect participation. The study’s mean was. 995, with a 
standard error of. 066 and CI of. 856 to 1.134.
Conclusion. The accuracy measurement decreased sig-
nificantly between the initial and six-month measurements. 
There was no difference in accuracy between the two mea-
surements for either printer. There was a statistically signif-
icant difference between each cast and each printer ’s first 
STL file information. However, the distinction was within the 
accepted tolerance of -/+ 42 μm (Envision TEC reported an 
accepted tolerance level). 
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Introduction
Dentistry has undergone continual improvements 

over the years. The rise of digital dentistry has pro-
vided digital alternatives to conventional stone casts. 
Digital casts can be virtually fabricated by capturing 
three-dimensional (3D) impressions through intraoral 
scanners, eliminating the need for stone cast fabrica-
tion. [1-3]. The selection of an appropriate 3D printer 
is complicated. The first attribute to assess is the ac-
curacy of the 3D printer. Accuracy includes the terms 
precision and trueness used in the intraoral scanner 
world. Precision describes the reproducibility of the 
3D printer, the ability for the 3D printer to duplicate 
the same cast each time. The cast must also match the 
initial STL file made by the intraoral scanner. Trueness 
is how close the cast dimension is to the original STL 
file. [4] Tolerance is another attribute to consider. Tol-
erance measures the difference between the original 
STL file and the cast in microns. Envision TEC con-
siders the approved tolerance +/- 42 μm in the XY axis 
and it is consistent to what is reported in literature. [5] 

The surface finish considers how smooth the cast 
is established based on the thickness of layers in the 
z-axis. The XYZ axis determines Voxel size. [6] The 
printer manufactures the dimensions of the cast in the 
XY axis. At the same time, the operator uses the soft-
ware to manipulate the layer thickness while manufac-
turing the z-axis. The finish of this layer determines 
the surface coating. Literary works in orthodontics 
indicate no need to go less than 50 μm in the z-axis. 
There is no distinction in the accuracy between 100 
μm and 50 μm[7]; nonetheless, the 50 μm print has a 
better surface finish. [8] The smaller the thickness of 
the layer in the z-axis, the better the surface finishes. 
[8] This must be balanced against the potential loss of 
accuracy due to increasing layers when reducing layer 
thickness as reported by manufacturing companies 

The resolution of a 3D printer depends on the res-
olution of the light or laser source[6]. The light source 
determines how much light reaches the surface of the 
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resin tank. Resolution in DLP printers is determined 
by multiplying the number of pixels that define the 
x-axis by the number of pixels that define the y-axis. 
Bear in mind that the pixel proportion on the projector 
is not scaled 1: 1 with the cured cast. Numerous vari-
ables affect this proportion, for example, the distance 
between the projector and the material. The closer the 
projector to the material tank, the smaller the surface 
area covered by the light [9]. 

The difference between voxel and pixel should be 
understood to further comprehend resolution. Pixel is 
measured in two dimensions, while the voxel resem-
bles the pixel in 3 dimensions. [10] The term “pixel” is 
short for “picture element. ” Pixel is tiny little dots that 
make up the photos on computer displays, whether 
flat-screen (LCD) or tube (CRT) monitors. The screen 
is divided into a matrix of thousands of pixels. The 
medical meaning of a pixel is a picture element. A CT 
scan is composed of an array of squares (pixels), each 
colored with a uniform color of gray. The image area 
corresponding to the tissue piece is a volume element 
called a voxel. 11 A voxel is a unit of visual information 
that defines a point in three-dimensional space. Since 
a pixel (picture element) represents a point in two-di-
mensional space with its x and y coordinates, a third 
coordinate, z, is needed. In 3D space, each coordinate 
is defined in terms of its position, color, and density. 
Therefore, a pixel is square on a flat surface, and a vox-
el is cubic in 3 dimensions. 

A printer can produce digital master casts after 
capturing the three-dimensional impression. The usu-
al methods used are digital light processing (DLP) or 
stereolithography (SLA). [1, 11] The STL files are typically 
developed and transferred to computer-assisted design 
(CAD) software schemes for prostheses. The benefits of 
digital scanning include avoiding mistakes throughout 
the process, eliminating the need for impression mate-
rials or disinfection, the convenience of moving to the 
lab, and patient comfort. [12-14] The scans are distributed 
and stored online, improving efficiency. [15, 16] 

SLA and DLP printers use the same printing pro-
cedure but differ in how they transfer curing light to 
the resin. SLA is the earliest and most used technique 
for 3D printing. The SLA procedure entails convey-
ing a fast-moving ultraviolet (UV) laser beam of light 
into a tank filled with a light-sensitive fluid material. 
One thin layer is cured at a time. The cured layer is at-
tached to the building platform of the printer and not 
to the material tank. As quickly as each layer is com-

pleted, the building platform increases slightly, and a 
new fresh layer is shaped on top of the old one. This 
procedure continues until the item is entirely formed. 
The DLP printer does not scan each layer using a laser 
light beam. Instead, DLP scans a silhouette of a whole 
layer and cures it with curing light, which allows for 
faster printing. [16, 17] 

Digital dentistry is becoming a popular trend 
among prosthodontists. Digital dentistry aims to 
use modern technology to ease dental procedures 
for patients. However, there are too few tests and 
reviews on the accuracy of dental casts fabricated 
digitally using 3D impression scanners. This study 
aims to evaluate the master casts manufactured by 
two 3D printers, one SLA and the other DLP, to 
compare and assess the accuracy and tolerance of 
both techniques. 

Materials and Methods
This study aimed to compare the accuracy and 

tolerance of dental casts manufactured using the SLA 
and DLP 3D printers. Two measurements will be tak-
en, an initial measurement at the time of the intraoral 
scan and the other after six months, to compare the 
accuracy and tolerance between the two printers at 
two different points of time. The study required only 
one volunteer for the intraoral scan Trios 3 (3shape, 
Demark), two 3D printers (Forms Lab and Nexdent, 
United States), a dental designer software (3shape 
dental designer 2019), and a cloud compare program 
(by DotProduct, 2G Robotics, Riegl, Geoslam, Kaarta) 
for the comparisons. For standardization, all the sam-
ples and measurements were done by one examiner. 

The power analysis was done to determine the sam-
ple size, but to show a significant difference between 
the two groups, 4000 samples are needed, which is not 
realistic. A post hoc power analysis was done, too, as 
shown in tables 2, 3, and 4.This finding indicates that 
the means threat probability of the difference of the 
two groups to occur is slim. 

Printer Printing 
technology 

Resin Designer 
software 

Next dent 
5100

Digital light 
processing 

 Next dent 
Model resin 

3shape dental 
designer 2019 

Forms Lab 2 Stereoli-
thography 

Forms Lab 
model V2 resin 
(FLDMBE02) 

3shape dental 
designer 2019

Trios 3 (3shape, Demark) was conducted on a 
28-year-old volunteer with full dentition intraoral scan. 
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The scan was exported as STL to digital dental design 
software to be processed and trimmed. The STL file 
was transferred to preform (Forms Lab, USA) software, 
and the scan was multiplied ten times to print ten casts. 
The same STL file was imported to 3D sprint, and the 
STL files were again duplicated ten times. Preform and 
3D sprint both are slicing software. Slicing STL files for 
printings by adding the necessary base ensures the flow 
of resin to the printed layer throughout the printings. 
The sliced STL files were then transferred to a DLP 
printer and an SLA printer. Each printer printed ten 
casts. All models are cleaned in an alcohol bath. 

The casts were submerged in ultrasonic cleaner filled 
with 90 % alcohol for the next dent model material. The 
baths were done two times to ensure that the uncured 
resin was removed. All models were dried then trans-
ferred to a curing unit LC-3DPrint Box. (Nexdent, Unit-
ed states). All cast were cured for 10 minutes. All cast 

printed by Forms Lab SLA printer was then submerged 
in isopropyl alcohol (IPA) path in the form wash machine 
(Forms Lab, united states) for 15 minutes. All models 
were then cured in form (Forms Lab, united states) for 
13 minutes under 60 Celsius degree temperature. Every 
cast was scanned by using a desktop computer scanner 
E3 (3shape, Denmark). A cloud compare program (by 
DotProduct, 2G Robotics, Riegl, Geoslam, Kaarta, 2.6.3 
Windose 64 bites) was used to contrast each scan with 
the original intraoral scan taken from the volunteer. 

CloudCompare is used to compare meshes by using 
the cloud to mesh distance tool (C2M) tool. The C2M 
tool compares the two meshes in microns (Fig. 1, Fig. 2). 

First, the two meshes are imported to the Cloud-
Compare software. The software will align the two 
meshes by picking six equivalent points. The soft-
ware will measure the root mean square of distances 
between every two points. Then the Cloud Compare 

 
Figure 1. The C2M tool compares the two meshes in microns. 

 
Figure 2. The C2M tool compares the two meshes in microns. 
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will align the two meshes to the best possible fit. After 
alignment is done, the original intraoral scan is true 
every time the test meshes are compared. The C2M 
tool calculates the distance test mesh and the nearest 
points on its reference. A one-way ANOVA test was 
used to compare the measurements. The Shapiro Wilk 
statistics were not significant, P > 0.05, which met the 
assumption of normality. No assumption of sphericity 
was required due to a within-subjects factor of only 
two levels. The one-way ANOVA test was also used to 
assess the precision comparison between the printers. 

Results
The raw data of means and standards deviations 

are reported in Table 1.
A significant difference in accuracy between the 

initial and six-month measurements is shown with a 

Wilk’s Lambda of P <. 05 (F = 95.533 and partial eta 
squared = 0.841) (Table 2). 

The within-subjects effect of accuracy was signifi-
cant with P <. 05, reported in Table 3.

The effect of printer type between subjects was not 
significant, P =. 503 (Table 4). 

Table 2
Multivariate Tests. 

Effect Value Fb Hypothesis 
df

Error df Sig. Partial Eta 
Squared

Nocent. 
Parameter

Observed 
Powerc

Accuracy Pillai’s Trace .841 95.533 1.000 18.000 <.001 .841 95.533 1.000
Wilk’s Lambda .159 95.533 1.000 18.000 <.001 .841 95.533 1.000
Hotelling’s Trace 5.307 95.533 1.000 18.000 <.001 .841 95.533 1.000
Roy’s Largest Root 5.307 95.533 1.000 18.000 <.001 .841 95.533 1.000

Accuracy * 
Printer

Pillai’s Trace .013 .243 1.000 18.000 .628 .013 .243 .075
Wilk’s Lambda .987 .243 1.000 18.000 .628 .013 .243 .075
Hotelling’s Trace .013 .243 1.000 18.000 .628 .013 .243 .075
Roy’s Largest Root .013 .243 1.000 18.000 .628 .013 .243 .075

a Design: Intercept + Printer. Within subject’s design: Accuracy. b Exact statistic. c Computed using alpha =. 05.

Table 3
Tests of Within-Subjects Effects. 
Measure: Measure_1. a Computed using alpha =. 05.

Source Type III Sum 
of Squares

df Mean 
Square

F Sig. Partial Eta 
Squared

Noncent. 
Parameter

Observed 
Powera

Accuracy Spericity Assumed 21.946 1 21.946 95.533 <.001 .841 95.533 1.000
Greenhouse-Geisser 21.946 1.000 21.946 95.533 <.001 .841 95.533 1.000
Huynh-Feldt 21.946 1.000 21.946 95.533 <.001 .841 95.533 1.000
Lower-bound 21.946 1.000 21.946 95.533 <.001 .841 95.533 1.000

Accuracy * 
Printer

Spericity Assumed .056 1 .056 .243 .628 .013 .243 .075
Greenhouse-Geisser .056 1.000 .056 .243 .628 .013 .243 .075
Huynh-Feldt .056 1.000 .056 .243 .628 .013 .243 .075
Lower-bound .056 1.000 .056 .243 .628 .013 .243 .075

Error 
(Accuracy) 

Spericity Assumed 4.135 18 .230
Greenhouse-Geisser 4.135 18.000 .230
Huynh-Feldt 4.135 18.000 .230
Lower-bound 4.135 18.000 .230

Table 1
Means and Standards Descriptive Statistics. 

Printer Mean Std. Deviation N

Mean Dis-
tance 1

Forms Lab 1.8178 .52729 10

Next Dent 1.6530 .29168 10

Total 1.7359 .42317 20

Mean Dis-
tance 2

Forms Lab .2618 .50560 10

NextDent .2471 .43650 10

Total .2544 .45978 20
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The grand mean for the study was. 995 with a stan-
dard error of. 066 and a 95% CI of. 856 to 1.134.The 
estimated means, standard error, and 95% CI for each 
printer are shown in Table 5.

Table 5
Estimates. 

95% Confidence Interval
Printer Mean Std.Error Lower Bound Upper Bound

Forms Lab 1.040 .094 .843 1.236
NextDent .950 .094 .843 1.147

Figure 1. Estimated Marginal means of measure_1.

Discussion
There are many ways to compare meshes resulting 

from a 3D scanner. Researchers have used root mean 
square (RMS) and root mean square error (RMS error) 
methods. This research used a more straightforward 
tool called a cloud to mesh (C2M) comparison tool. 
RMS error is defined as the distance between mesh 
nodes and the desired working surface. [18] RMS means 
the square root of the average of the squared distances 
to the referenced surface. The RMS error method is 
the square root of the mean square (arithmetic mean 
of the squares of a group of values) between two areas. 
[19] C2M tools measure the distance between cloud and 
mesh or between two meshes. One of the meshes will 

be the reference surface to which the other mesh sur-
face will be compared. The result will be the same as 
the sum of the measured entities. 

The manufacturer of the desktop E3 Scanner, 
3Shape, lists the scanner’s accuracy as 7 μm. 3Shape 
emphasizes that the 7-micron accuracy statement 
means that the 3D image produced by the scanner 
has a tolerance of +/-7 μm. The C2M tool will also 
measure the differences in distance between the two 
meshes in microns. [20] IOS devices should have clin-
ically acceptable accuracy values, usually specified at 
100 μm. [21] 

All printed casts expanded or contracted within 
tolerances of 1.040 for the SLA and. 950 for the DLP 
printers. When the scanner’s 7-micron accuracy 
was added, the trueness increases to 8.04 μm for the 
SLA casts and 7.95 μm for the DLP cast. The accu-
racy of the cast produced by both printers exceeds 
the ADA specification No. 25 for dental gypsum 
models, which specifies that the expansion should 
be within 50 μm when reproducing fine details. [22] 

The ISO 6873: 2013 specification also states that the 
linear setting expansion should be 15% for type IV 
stones and 16%–30% for type V stones. Baldi et al. 24 
found the linear expansion of the dental gypsum cast 
to be 135.78 μm for marginal adaptation and 212.31 
μm for internal adaptation, both of which were sig-
nificantly greater than the printed casts. de Freitas et 
al. 25 found comparable results with the expansions 
between 242.0 and 257.0 μm. The SLA printer indi-
cated trueness with a tolerance of 1.040 +/-. 094, and 
DLP showed trueness with a tolerance of. 950 -/+. 
094 (Table 5). 

Casts produced with such trueness are accepted as 
casts to fabricate prosthodontic prostheses. The liter-
ature review found that DLP and SLA printed casts 
always deviate from the initially scanned cast. The de-
viation will always occur, and it should be within the 
accepted tolerance to be clinically acceptable. [23] 

Table 4
Tests of Between-Subjects Effects

Source Type III Sum 
of Squares

df Mean 
Square

F Sig. Partial Eta 
Squared

Noncent. 
Parameter

Observed 
Powera

Intercept 39.612 1 39.612 226.466 <.001 .926 226.466 1.000
Printer .080 1 .080 .456 .508 .025 .456 .098
Error 3.148 18 .175

Measure: Measure_1. Transformed Variable: Average. a Computed using alpha =. 05.
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Literature indicates that the acceptable tolerance 
for prosthodontic clinical use is 250 μm. [24] For fixed 
dental prostheses, the clinically acceptable discrepan-
cy ranges between 100 and 150 μm. The trueness of 
all printed working models was found to be less than 
100 μm in this study, which was considered clinically 
acceptable. [25, 26]. 

The measurement of accuracy decreased signifi-
cantly between the initial and the six months’ later 
measurements. This result is consistent with the lit-
erature, which indicated that accuracy significantly 
reduced after three weeks of aging. [27] Other research 
found that restoring the DLP models under a light 
source over time reduced the accuracy of the cast. [28] 

Therefore, the printed cast can be used to make a pros-
thesis within three weeks of its production. [27] 

Conclusion
This research made three conclusions. Firstly, the 

measurement of accuracy decreased significantly over 
six months from the initial measurement. Secondly, 
there was no difference in accuracy between the two 
measurements for either printer. Moreover, there was 
a statistically significant difference between each cast 
and each printer’s original STL file information. Nev-
ertheless, the distinction was within accepted toler-
ance which is -/+ 42 μm. 

Clinical Implications
3D printer processes using DLP and SLA technol-

ogy are able to produce prosthodontic casts within 
clinically acceptable accuracy and tolerance standards. 
These casts should be used to avoid deteriorating ac-
curacy within the first three weeks after manufacture. 
There is no difference in the accuracy produced by 
both printers. 
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