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ABSTRACT
Aim: The major goal of this study is to compare the effec-
tiveness of the Logistic Regression classifier with the Least 
Squares Support Vector Machine classifier in detecting plaque 
in the heart with high accuracy. Materials and Methods: In 
this work, the Logistic Regression and least squares Support 
Vector Machine methods are compared. There were a total 
of 20 samples in the Kaggle dataset on Heart Plaque disease. 
To calculate sample G power of 0.08 with 95% confidence in-
terval, Clincalc is utilized. There are two groups in the train-
ing dataset (n = 489 (70 percent)) and the test dataset (n = 
277 (30 percent)). Results: The accuracy of both the Logistic 
Regression and Least Squares Support Vector Machine algo-
rithms is evaluated. The Least Squares Support Vector Ma-
chine approach was only 67.3 % accurate, while the Logistic 
Regression method was 96 % accurate. Since p(2-tailed) < 
0.05, in SPSS statistical analysis, a significant difference ex-
ists between the two groups. Conclusion: The Logistic Re-
gression algorithm is significantly better than Least Squares 
Support Vector Machine algorithm in this study in detecting 
cardiac plaque disease in the dataset.
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INTRODUCTION
Cholesterol deposition is the sole cause of heart 

plaque, which, if left untreated, can lead to coronary 
artery disease. Early-stage heart plaque disease diag-
nosis and risk prediction are currently a substantial re-
al-world challenge. This study looks at the methods for 
detecting, diagnosing, and self-managing Heart Plaque 
Disease. The detection and identification of cardiac 
plaques, as well as the diagnosis and self-management 
alternatives for Coronary Disease, were all thoroughly 
investigated [1]. The study’s purpose is to create a ma-
chine learning-based prediction system and determine 
which classifier produces the best results when com-
pared to clinical outcomes. The proposed technique, 
which is based on predictive analysis, intends to find 
qualities that can aid in the early diagnosis of the for-
mation of cardiac plaque [2]. These methods produced 
a wide range of accuracy outcomes. As a result, scien-
tists are experimenting with novel classifiers or com-
bining many classifiers in order to improve the quality 
of the models. As a result of their remarkable outcomes 
in disease diagnosis and prediction, machine learning 
technologies are becoming more prominent in medical 
research applications [3].

A lot of study has been done on a number of Heart 
Plaque disease diagnostics using machine learning 
methodologies. Over a five-year period, 7 research 
articles for the diagnosis of heart plaque disease were 
published in scientific journals, whereas 547 publica-
tions were found in Google scholar. In a recent study, 
they projected an accuracy of 96 percent using the 
Logistic Regression [4] in a paper called Analysis of 
Heart Plaque for Early Prediction Using Logistic Re-
gression algorithm. The author [5] used the best attri-
butes from the Heart Plaque disease patient to detect 
the disease with an accuracy of 67 %. For the detec-
tion of Heart Plaque disease, the researchers [6] and 
[7] employed several algorithms such as CWT and 
huygens and achieved a 80 percent accuracy. Principal 
component analysis (PCA), minimum redundancy 
and maximum relevance (mRMR), and five cross val-
idation were proposed by the author [8] for analyzing 
the models for deducting dimensionalities accuracy 
was reached by 67 percent. Researchers [9] used logis-
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tic regression to diagnose Heart Plaque disease with 
a 96 percent accuracy.Our team has extensive knowl-
edge and research experience that has translate into 
high quality publications[10]–[21]

According to current studies, recognising Heart 
Plaque disease is difficult due to a lack of accuracy, 
sensitivity, and specificity. The purpose is to use a 
Logistic Regression algorithm method rather than 
the Least Squares Support Vector Machine algorithm 
strategy to improve the accuracy of Heart Plaque dis-
ease identification.

MATERIALS AND METHODS 
This study was conducted in the Image Process-

ing Lab, Department of Electronics and Communica-
tion Engineering at Saveetha School of Engineering, 
SIMATS, Chennai. The number of groups taken to col-
lect the samples for statistical analysis is 2. The Sample 
preparation of group 1 in Logistic Regression is one 
of the well-known methods that are used to predict 
the tumor cell from pneumonia images. The proposed 
technique exhibits improved accuracy outcomes, ac-
cording to the simulation findings. The specified sam-
ple analysis is completed using the G power statistical 
tool with a probability of 80 %. A display with a reso-
lution of 1920x1080 pixels (2nd gen, Ryzen 5 series, 
8GB RAM, 512 GB SSD) and a Matlab software with 
suitable library and tool capabilities are required [22]. 

In Group 1, sample preparation is completed by 
downloading a kaggle dataset. Import the data into 
Google Colab. Calculate the precision using various 
iterations. For each group, 20 samples are taken into 
account to calculate the accuracy score. The Sample 
preparation of group 1 is for classification and regres-
sion analysis, [23] the Logistic Regression and super-
vised learning technique are utilized. A Novel texture 
feature based Logistic Regression is a two-stage clas-
sification process with a learning phase and a predic-
tion step. The model is trained using the training data, 
and in the prediction stage, it is used to predict the 
response for the given testing data.

In Group 2, sample preparation is completed by 
downloading a kaggle dataset. Import the data into 
Google Colab. Calculate the precision using various 
iterations. For each group, 20 samples are taken into 
account to calculate the accuracy score. The sample 
preparation of Group 2 is Least-squares versions of 
support-vector machines (SVM) [24], which are a 
set of related supervised learning methods that ex-

amine data and recognise patterns and are used for 
classification and regression analysis, and are used 
in statistics and statistical modeling. Instead of ad-
dressing a convex quadratic programming problem, 
this version finds the solution by solving a set of lin-
ear equations.

Using kaggle, a data set for Heart Plaque disease is 
collected. The dataset is now ready to be trained and 
tested after it has been processed. Data should be nor-
malized and missing data should be deleted. Null val-
ues should be replaced with mean or median values. 
The K-Nearest Neighbor and Least Squares Support 
Vector Machine methods are used to the preprocessed 
dataset including images as input. To acquire the most 
accurate result and detection, 70% of the data from the 
full sample size is used for training, while 30% is used 
for testing.

For this Heart Plaque disease data collection, a to-
tal of 659 patient records were gathered from kaggle. 
There are 427 healthy persons samples and 232 pa-
tients with cardiac plaque disease samples. The data-
base contains 12 columns and 659 rows. They include 
pregnancies, family history, blood pressure, cholester-
ol, age, smoking, ECG, and blood sugar levels, as well 
as outcomes for 659 people.

Statistical Analysis
IBM SPSS version 21 was used for the analysis. It’s 

a type of statistical software that’s used to analyze data. 
For both proposed and current algorithms, 10 itera-
tions with a maximum of 20 samples were performed, 
with the expected accuracy documented for each it-
eration (O’connor 2000). Independent sample t-tests’ 
significant values are determined. Pregnancy, fami-
ly history, blood pressure, cholesterol, age, smoking, 
ECG, Blood Sugar, and outcome are all independent 
variables, whereas accuracy is the dependent variable. 
These values have been subjected to a thorough exam-
ination in order to predict cardiac disease.

RESULTS
Figure 1 compares Logistic Regression algorithm 

and the Least Squares Support Vector Machine tech-
nique in detecting Heart plaque. The two methods are 
compared using an independent t-test, and the mean 
accuracy value shows a statistically significant differ-
ence. The Novel texture feature based Logistic Re-
gression algorithm technique outperforms the Least 
Squares Support Vector Machine algorithm. 
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Fig. 2. Comparison of Logistic Regression algorithm algorithm 
and Least Squares Support Vector Machine algorithm in terms 
of mean accuracy. The mean accuracy of the Logistic Regres-
sion is better than the Least Squares Support Vector Machine 
algorithm and the standard deviation of the Logistic Regression 
algorithm is slightly better than the Least Squares Support Vec-
tor Machine. X-axis: (GROUPS) Logistic Regression algorithm 
Vs Least Squares Support Vector Machine Classifier and Y-axis: 
Mean accuracy of Prediction ±1 SD. 

For the comparison of two algorithms, an indepen-
dent t-test was utilized, and a statistically significant 
difference (p<0.05) was found. The Logistic Regres-
sion algorithm has a 96 % accuracy. As shown in Fig 
2 the Logistic Regression method surpasses the Least 
Squares Support Vector Machine technique, and the 
Logistic Regression is comparatively better than the 
Least Squares Support Vector Machine algorithm due 
to the Novel texture feature extraction.

Table 1 summarizes the results of the Logistic Re-
gression algorithm and the Least Squares Support Vec-
tor Machine for the Heart Plaque disease data set. The 
Logistic Regression algorithm has a detection accuracy 
of 96 percent, whereas the Least Squares Support Vec-
tor Machine approach has a detection accuracy of 67.3 
percent. Table 2. shows the accuracy statistics for the 
Logistic Regression algorithm and the Least Squares 
Support Vector Machine methods. Results of Group 
Statistics The average for the Least Squares Support 
Vector Machine algorithm is 67 percent, whereas the 
average for the Logistic Regression algorithm is 96 per-
cent. The standard deviation of the Logistic Regression 
algorithm is 0.1589, while the standard deviation of 
the Least Squares Support Vector Machine algorithm 
is 0.1529. The standard error mean for the Logistic Re-
gression algorithm is 0.035, while the standard error 
mean for the Least Squares Support Vector Machine is 
0.034. The Logistic Regression algorithm has a higher 
mean accuracy as Novel texture features are extracted 
and utilized. The Logistic Regression algorithm outper-
formed the LSSVM, according to the data. The results 

of an independent t-test with a significance threshold 
of 0.05 are shown in Table 3. The Values of Accura-
cy are classified into two categories in this table using 
Levene’s test: when equality of variance is assumed and 
when equality of variance is not assumed. Because the 
significance value is less than 0.05, our hypothesis holds 
true. Independent Sample t-Test for significance and 
standard error determination is shown in Table 4 and 
as p value is less than 0.05, there is significant difference 
between two groups.

Table 1
Samples, features and classes from the dataset. In the given 
data set 659 samples are taken. The data set contains 2 classes 
(with Heart Plaque disease and without Heart Plaque disease). 

Data set No of patients Features Classes
Heart Plaque 659 20 2

Table 2
Comparison of accuracy between Logistic Regression algorithm 
and Least Squares Support Vector Machine. The accuracy val-
ue obtained for Logistic Regression and Least Squares Support 
Vector Machine algorithm is 96 % and 67.3 % respectively.

Dataset Logistic Regression 
algorithm 

Least Squares Support 
Vector Machine algo-

rithm
Heart Plaque Accuracy 96 % Accuracy 67.3 %

Table 3
Statistical analysis of Logistic Regression algorithm and Least 
Squares Support Vector Machine algorithm. Mean accuracy 
value, Standard deviation and Standard Error Mean for Logistic 
Regression algorithm and Least Squares Support Vector Ma-
chine algorithm are obtained for 10 iterations.

Group N Mean Std De-
viation

Std Error 
Mean

Accuracy Logistic Regres-
sion algorithm

20 0.9602 0.1589 0.355

Discrete Wave-
let Transform

20 0.6732 0.1529 0.3419

DISCUSSION
The Logistic Regression technique utilizing Novel 

texture feature appears to be more accurate than the 
Least Squares Support Vector Machine strategy in de-
tecting Heart Plaque disease. The accuracy of the Lo-
gistic Regression algorithm (96 %) is higher than that 
of the Least Squares Support Vector Machine tech-
nique (67.3 %). In the collection are several attributes 
that define the disease condition, as well as normal and 
abnormal human circumstances. The Least Squares 
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Support Vector Machine approach is outperformed by 
the Logistic Regression algorithm.

The accuracy of the Least Squares Support Vector 
Machine algorithm and the Logistic Regression meth-
od [25]. It is possible to increase the accuracy of these 
two approaches, as well as the accuracy of other al-
gorithms. Logistic Regression algorithm and the Least 
Squares Support Vector Machine algorithm, both of 
which contained and did not include bagging, pro-
duced identical results. When new bagging approaches 
are utilized, it is clear that algorithms perform better. 
To compare algorithms for classification, the research-
er [26] used a variety of performance indicators, in-
cluding accuracy, sensitivity, recall, and specificity. 
The accuracy of the Logistic Regression algorithm is 
75% [27] [28]. The classifying algorithms [29] with the 
DenseNET and multiple machine learning methods, 
proved that multiple machine learning algorithms 
outperformed the algorithms by 92 percent.

As logistic regression has a linear decision surface, 
it cannot tackle nonlinear issues. As a result, non lin-
ear features must be transformed, which can be done 
by increasing the number of features such that the data 
can be separated linearly in higher dimensions. In fu-
ture the features of a dataset are linearly separated, to 
enhance the effectiveness of Logistic Regression.

CONCLUSION
The methods utilized in this work are Logistic Re-

gression and Least Squares Support Vector Machine 
technique. It is observed that Logistic Regression is 
significantly better than Least Squares Support Vector 
Machine technique with accuracy values of 96 % and 
67.3 % respectively.
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