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ABSTRACT
Aim: The main aim of this research is to detect heart plaque 
using the Decision Tree algorithm with improved accuracy and 
comparing it with Least Squares Support Vector Machine. Ma-
terials and Methods: Decision tree and Least squares Sup-
port Vector Machine algorithms are two groups compared in 
this study. Each group has 20 samples and calculations utilized 
pretest power of 0.08 with 95% confidence interval. The G 
power is estimated for samples using clincalc, which has two 
groups: alpha, power, and enrollment ratio. These samples are 
split into two groups: training dataset (n = 489 [70%]) and test 
dataset (n = 277 [30%]). Results: The accuracy obtained for 
Decision Tree was 68.13 % and 67.3 % for the Least Squares 
Support Vector Machine technique. Since p (2-tailed) < 0.05, in 
SPSS statistical analysis, a significant difference exists between 
the two groups. Conclusion: It is found that the Decision Tree 
algorithm is significantly better than the Least Squares Support 
Vector Machine algorithm in Heart plaque disease detection for 
the dataset considered.
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INTRODUCTION
Heart plaque is entirely created by cholesterol 

deposition, and if it begins to build up, it will result in 
coronary artery disease. The approaches for detecting, 
diagnosing, and self-managing Heart Plaque Disease 
are investigated in this study. Automatic heart plaque 
detection and diagnosis techniques were thoroughly 
examined, as well as detection and self-management 
options for Coronary Disease [1]; [2]. A machine learn-
ing-based prediction system finds the optimal classi-
fier to get the best results when compared to clinical 
outcomes. The suggested technique, which is based on 
predictive analysis, focuses on selecting variables that 
aid in the early detection of Heart Plaque deposition 
[3]. These techniques yielded a wide variety of accura-
cy rates. This has motivated academics to experiment 
with new classifiers or combining many classifiers to 
increase the quality of their models [4]. Because of its 
greater accuracy and precision, the suggested pipeline 
may be utilized to construct mobile applications that 
can assist medical practitioners in early heart diseas-
es [5]. As a result of its superior performance even in 
non-linear classification problems, it has been imple-
mented in a diverse spectrum of research fields, rang-
ing from text classification, face recognition, financial 
application, brain-computer interface, bio-medicine, 
human action recognition, horse race odds prediction 
and multiple instance learning [6].

Using machine learning techniques, a lot of re-
search has recently been done on a variety of Heart 
Plaque disease diagnosis. In a five-year period, 7000 
research articles were published in scientific publica-
tions and 547 articles were identified in Google schol-
ar for the diagnosis of heart plaque disease. In a re-
cent study, they predicted an accuracy of 57.7 % using 
the Support Vector Machine algorithm [7] in a paper 
called Analysis of Heart Plaque for Early Prediction 
Using K-Means Clustering. The attributes used [8] for 
heart Plaque disease patients results with an accuracy 
of 57.7%. For the detection of heart plaque disease, the 
researchers [9] and [10] employed several algorithms 
such as Support Vector Machine and k-nearest neigh-
bor achieved a 60 percent accuracy. Principal com-
ponent analysis (PCA), minimum redundancy and 
maximum relevance, and five cross validation [11] for 
deducting dimensionalities achieved an accuracy of 
54 percent. Researchers [12], [13][14] used ResNet al-
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gorithms to diagnose heart plaque disease with a 75.7 
percent accuracy.Our team has extensive knowledge 
and research experience that has translate into high 
quality publications[15]–[26]

The presence of outliers from the dataset is the 
main reason for the existing model’s poor results. The 
aim of this work is to detect plaque in the heart using 
the Decision Tree algorithm with improved accuracy 
and comparing it with Least Squares Support Vector 
Machine. 

MATERIALS AND METHODS 
This study was conducted in the Image Processing 

Lab, Department of Electronics and Communication 
Engineering at Saveetha School of Engineering, SI-
MATS, Chennai. The number of groups taken to col-
lect the samples for analysis is 2. Group 1 contains De-
cision Tree and group 2 was the Least Squares Support 
Vector Machine. The total sample size obtained is 20 
(i.e for each group 10). The specified sample analysis 
is completed using the G power statistical tool with a 
probability of 80 % [27]. A display with a resolution of 
1920x1080 pixels (2nd gen, Ryzen 5 series, 8 GB RAM, 
512 GB SSD) and a Matlab program with suitable li-
brary and tool capabilities are required to train these 
datasets. The simulation is done using MATLAB [28] 
software. 

In Group 1, sample preparation is completed by 
downloading a kaggle dataset. Import the data into 
Google Colab and calculate the precision using var-
ious iterations. For each group, 20 samples are tak-
en into account to calculate the accuracy score. The 
Sample preparation of group 1 is for classification and 
regression analysis, the decision tree and supervised 
learning technique are utilized. It’s a non-parametric 
test and worked well with [29] category and contin-
uous output variables. A decision tree is a two-stage 
classification process with a learning phase and a pre-
diction step [30]. In the learning stage, the model is 
trained using the provided training data, and in the 
prediction stage, it is used to anticipate the response 
for the given testing data.

In group 2, sample preparation is completed by 
downloading a kaggle dataset. Import the data into 
Google Colab. Calculate the precision using various 
iterations. For each group, 20 samples are taken into 
account to calculate the accuracy score. The sample 
preparation of Group 2 is Least-squares versions of 
support-vector machines, which are a set of related 

supervised learning methods that examine data and 
recognise patterns and are used for classification and 
regression analysis, and are used in statistics and sta-
tistical modeling. Instead of addressing a convex qua-
dratic programming problem, this version finds the 
solution by solving a set of linear equations. Suykens 
and Vandewalle proposed Least-squares versions of 
support-vector machines classifiers. Kernel-based 
learning methods such as Least-squares versions of 
support-vector machines are a subset of kernel-based 
learning methods.

The data set for Heart Plaque Disease was obtained 
via kaggle. After being processed, the dataset is now 
ready for training and testing. In data processing, miss-
ing data should be removed, null values should be re-
placed with mean or median values, and data should 
be standardized. The preprocessed dataset containing 
photos as input is provided with the Decision Tree and 
Least Squares Support Vector Machine algorithms. 70% 
of the data from the entire sample size is utilized for 
training, while the remaining 30% is used for testing in 
order to obtain the most accurate result and detection.

A total of 659 patient records were retrieved from 
kaggle for this Heart Plaque disease data collection. 
There are 427 samples of healthy people and 232 sam-
ples of patients with cardiac plaque disease. There are 
12 columns and 659 rows in the database. They con-
tain information on 659 people, including pregnan-
cies, family history, blood pressure, cholesterol, age, 
smoking, ECG, and blood sugar levels, as well as their 
outcomes.

Statistical Analysis
The analysis was done using IBM SPSS version 21. 

It is a statistical software tool used for data analysis. 
For both proposed and existing algorithms 10 itera-
tions were done with a maximum of 20 samples and 
for each iteration the predicted accuracy was noted for 
analyzing accuracy [31]. Independent sample t-tests’ 
significant values are determined. Pregnancy, fami-
ly history, blood pressure, cholesterol, age, smoking, 
ECG, Blood Sugar, and outcome are all independent 
variables, whereas accuracy is the dependent variable. 
A detailed analysis has been done on these values for 
predicting heart diseases.

RESULTS
Figure 1 shows the input image that has been used 

for analyzing the detection of heart plaque disease and 
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preprocessed using filters. Fig. 2 compares Decision 
Tree algorithm and Least Squares Support Vector Ma-
chine algorithm in terms of mean accuracy. The two 
methods are compared using an independent t-test, 
and the mean accuracy value shows a statistically sig-
nificant difference. The Decision Tree technique out-
performs the Least Squares Support Vector Machine 
algorithm. 

Input image Preprocessed image

Fig. 1. Input image and Preprocessed image. Preprocessing the 
input image to remove noise. 

Fig. 2. Comparison of Decision Tree algorithm and Least Squares 
Support Vector Machine algorithm in terms of mean accuracy. 
The mean accuracy of Decision Tree is better than Least Squares 
Support Vector Machine algorithm classifier. X-axis: (Groups) De-
cision Tree Vs Least Squares Support Vector Machine Classifier 
and Y-axis: Mean accuracy of Prediction ±1 SD. 

For the comparison of two algorithms, an indepen-
dent t-test was utilized, and a statistically significant 
difference (p < 0.05) was found. The accuracy of the 
Novel statistical feature based Decision Tree is 68.13 
%. As shown in Fig. 2 the Decision Tree algorithm out-
performs the Least Squares Support Vector Machine 
algorithm in terms of accuracy, and the standard devi-
ation of Decision Tree is better than the Least Squares 
Support Vector Machine algorithm.

The findings of the Decision Tree and the Least 
Squares Support Vector Machine for heart plaque dis-

ease are shown in Table 1. The detection accuracy for 
the Decision Tree algorithm is 68.13 %, whereas the 
detection accuracy for the Least Squares Support Vec-
tor Machine approach is 57.3 %. The accuracy statis-
tics for the Decision Tree and the Least Squares Sup-
port Vector Machine approaches are shown in Table 2. 
The Least Squares Support Vector Machine algorithm 
has a mean of 57.3 %, whereas the Decision Tree algo-
rithm has a mean of 68.13 %. The Decision Tree has 
a standard deviation of 0.18, while the Least Squares 
Support Vector Machine approach has a standard de-
viation of 0.16. The Novel statistical feature based De-
cision Tree has a standard error mean of 0.04, while the 
Least Squares Support Vector Machine approach has a 
standard error mean of 0.03. The Decision Tree has 
a greater mean accuracy when compared to the Least 
Squares Support Vector Machine (Table 3). According 
on the findings, the Novel statistical feature based De-
cision Tree approach outperformed the Least Squares 
Support Vector Machine. Table 4 displays the results of 
an independent t-test, with a significance level of 0.05. 
The values of accuracy are shown in this table using 

Table 1
Samples, features and classes from the dataset. In the given 
data set 659 samples are taken. The data set contains 2 classes 
(with Heart Plaque disease and without Heart Plaque disease). 

Data set No of patients Features Classes
Heart Plaque 659 20 2

Table 2
Comparison of accuracy between Decision Tree and Least 
Squares Support Vector Machine algorithm. The accuracy val-
ue obtained for the Decision Tree and Least Squares Support 
Vector Machine algorithm is 68.13 % and 67.3 % respectively.

Dataset Decision Tree Least Squares Support 
Vector Machine algorithm

Heart 
Plaque

Accuracy 68.13 % Accuracy 67.3%

Table 3
Statistical analysis of Decision Tree and Least Squares Support 
Vector Machine algorithm. Mean accuracy value, Standard de-
viation and Standard Error Mean for Decision Tree and Least 
Squares Support Vector Machine algorithm are obtained with 
10 iterations.

Group N Mean Std De-
viation

Std Error 
Mean

Accuracy Decision Tree 20 0.6813 0.0245 0.00549
Least Squares 
Support Vector 
Machine

20 0.6732 0.2750 0.00615
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Levene’s test, and they are divided into two categories: 
when equality of variance is assumed and when equal-
ity of variance is not assumed. The hypothesis holds 
true because the significance value is less than 0.05. 
Output values (dependent variables) alter in response 
to changes in input values (independent variables).

DISCUSSION
The Decision Tree achieved a higher accuracy in 

detecting Heart Plaque disease than the Least Squares 
Support Vector Machine method (p(2-tailed) = 0.000, 
Independent sample Test). The Decision Tree has a 
higher accuracy (mean accuracy= 68.13) than the 
Least Squares Support Vector Machine technique 
(mean accuracy = 67.3). The collection contains sev-
eral attributes that define the disease condition, as 
well as normal and abnormal human circumstances. 
The Novel statistical feature based Decision Tree algo-
rithm outperforms the Least Squares Support Vector 
Machine approach.

The researchers [32] discovered that the accuracy 
of algorithms may be improved by selection of fea-
tures. To compare classification algorithms, the re-
searcher [33] used a variety of performance indicators, 
including accuracy, sensitivity, recall, and specificity. 
The researchers [34] discovered that feature selection 
can improve the accuracy of the Decision Tree is 70% 
[2], which clearly show that the Novel statistical fea-
ture based Decision Tree technique is more efficient 
and performs better than the Least Squares Support 
Vector Machine approach. The author [35] evaluated 
the classifying algorithms with the Rsnet101 and mul-
tiple machine learning methods, finding that multiple 
machine learning algorithms outperformed the algo-
rithms by 86 percent [36]. With varying weights and 
individual impacts that we can’t perform in less cali-
brations to the model, the resulting model is difficult 
to grasp and analyze, making it challenging to include 

our business logic. This can be improved in the future 
by collecting more data.

When the target classes are overlapping, the trans-
form fails. When the dataset size is large, it takes a long 
time to train and the approach is not computationally 
efficient. The accuracy of the Decision Tree can be en-
hanced in the future by including additional data in 
the training sets, employing multiclass novel statistical 
features, and integrating it with other techniques. To 
improve accuracy, multidimensional data can also be 
transformed to binary data.

CONCLUSION
The Decision Tree Algorithm and Least Squares 

Support Vector Machine algorithm are two machine 
learning methods utilized in this work to detect heart 
plaque disease. In terms of accuracy, the Decision Tree 
(68.13 %) is significantly better than the Least Squares 
Support Vector Machine algorithm (67.3%).
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