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Abstract
The Wireless Sensor Network (WSN) is a multi-hop wireless net-
work that contains multiple sensor nodes agreed in a self-orga-
nized mode. The significant advancement in the healthcare, the 
security of the medical data became huge disputes for healthcare 
services. Intrusion Detection System increasingly demands auto-
matic and intelligent intrusion detection approaches to handle 
threats caused by a growing number of attackers in the WSN en-
vironment. Reinforcement Learning is a fundamental approach 
to improving routing efficiency. This approach introduces Adap-
tive Reinforcement learning with Dij-Huff Method (ARDM) for 
secure optimal route in WSN. Adaptive Reinforcement Learning 
(ARL) is a machine learning technique that selects the best for-
warder node. The node energy, node Received Signal Strength, 
and node delay parameters determine the forwarder nodes in 
the WSN. Furthermore, the Dij-Huff Procedure (DHP) is a mixture 
of Dijkstra’s algorithm and Huffman coding. Dijkstra’s algorithm 
is applied to discover the sensor nodes with the highest energy 
and the best possible distance route. Huffman coding computes 
the binary hop count to offer each hop security. The simulation 
results and their comparison with conventional protocol demon-
strate that the proposed scheme has a better detection ratio, a 
better throughput, and increased energy efficiency.
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Introduction:
A WSN working function is to observe, process, 

and forward the information in an indicated atmo-
sphere. WSN contains a number of nodes that gath-
er and forward the information to the Base Station 
(BS). WSN technology offers many advantages, for 
example, cost minimization, dependability, scalabil-
ity, tractability, correctness, and simple distribution 
[1]. WSNs characteristically comprise thousands of 
resource-constrained sensors to observe their envi-
ronments, gather information, and transmit it to the 
destination for further handling. Though WSN is de-
liberated, great encounters specified the distribution 
size, and the related quality disquiets, for example, re-
source management, reliability, and scalability [2]. 

RL makes up an uncomplicated non-linear facility that 
converts from lower layer to higher layer to reach a supe-
rior resolution. It is encouraged via transmission plan and 
information treatment in nerve preparations. The bene-
fit of this learning is eliminating great-level features from 
the information; also, it can be qualified to achieve many 
aims. It is applied in many fields such as social networks, 
business intelligence, handwriting recognition, Bioinfor-
matics, speech detection, and image processing. This kind 
of learning has many compact issues like routing, data 
quality evaluation, energy-saving, and attacker detection.

Energy Preserving Secure Measure against Worm-
hole Attack that preserves energy and it provides se-
curity by the network connectivity. This approach is 
worked by connectivity and information of neighbor-
hood. This approach is used to detect the wormhole 
attack [3]. Presently the combination of the sensor is 
precise and significant by allowing the features of so-
cial networks for enhancement [4]. 

Recently WSN and the emergence of secure data 
processing techniques have enabled a wide possibilities 
for human-centred applications. Figure 1 illustrates 
Sensor node based Healthcare application. Medical 
sensors and devices have determined the appearance 
for observing patient data, and forward these informa-
tion to the user. However, secure data transmission is 
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important factor. Thus this approach using ML algo-
rithm for detecting intrusion nodes and it forward the 
reliable data from patient to the user. 

Problem Statement:
Identify Selective Forwarding Attacks (ISFA) by 

the danger model for detecting the accuracy in WSN. 
The intrusion nodes launch the selective forwarding 
attack that drops the part packets. An artificial im-
mune system is recognized for the attacks. The sup-
port vector machine mechanism detects the intrusion 
nodes based on the sensor node’s energy utilization, 
rate of forwarding, duration, frequency of communi-
cation, and communication time. However, this ap-
proach can’t provide efficient security in the WSN [5].

To solve these issues, this paper Adaptive Rein-
forcement learning with Dij-Huff Method for secure 
optimal route in WSN is proposed. Here, Adaptive 
Reinforcement Learning (ARL) is a machine learn-
ing technique that selects the best forwarder node. 
the Dij-Huff procedure is a mixture of Dijkstra’s al-
gorithm and Huffman coding. Dijkstra’s algorithm is 
applied to discover the sensor nodes with the highest 
energy and the best possible distance route.

2.Related Works
An adaptive ensemble learning method can incor-

porate the benefits of detecting data and reach optimal 
outcomes by ensemble learning. The adaptive voting 

algorithm with Multi-tree methods enhances intru-
sion detection. The adaptive voting algorithm con-
tains a decision tree, random forest, and deep neural 
network mechanisms. [6]. The objective of this work 
is to enhance the training data quality. A network in-
trusion detection system is important for removing 
network attacks. ML mechanism contains balancing, 
sampling, and feature engineering. Systematic ML 
concentrates intrusion detection [7]. ML-based In-
trusion Detection System using detection threshold is 
selected to differentiate the benign and attacker nodes. 
The adaptive feature selection procedure at every re-
porting time enhances the function, differentiating 
benign and attacker nodes [8].

A malicious-node identification mechanism es-
tablished on correlation theory avoids fault data in-
jection. Initially, irregularity among the same types of 
sensor information is identified by time correlation. 
Next, detects the malicious nodes by applying the spa-
tial correlation. Finally, the event correlation method 
recognized the malicious nodes. However, this ap-
proach enhances the false-positive and false-negative 
ratios [9]. Reinforcement learning with a deep neural 
network method for detecting the intrusion. The deep 
Q-Learning method offers an auto-learning ability 
to distinguish intrusions by applying an automated 
trial-error approach. However, this approach’s accu-
racy is low, and it needs to improve its self-learning 
capabilities [10]. A passive attack represents that the 

Figure 1: Sensor based Healthcare application
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attacker nodes take the data by observing means; such 
an attack can be avoided through authentication and 
data encryption. Active attack indicates packet loss 
network communication and updating route informa-
tion to the attacker nodes. The ML method is used to 
detect the malicious nodes in the WSN [11].

A blockchain established secure routing in the 
WSN. The blockchain method is applied to register the 
nodes and accumulate the communicated data pack-
ets. The Proof of Authority consent method is applied 
to evade the additional overhead gained [12]. The Ge-
netic Algorithm-established Support Vector Machine 
and Genetic Algorithm-based Decision Tree mecha-
nisms are introduced for detecting malicious nodes in 
the network. Then, the optimal routing is used to find 
the optimal forwarder in the network [13]. A system 
for detecting malicious nodes by IPv6.This method is 
planned for the IPv6 environment. In the application 
layer, the malicious node detection system is imple-
mented. It applies cooperative algorithms and collec-
tive decision-making to detect malicious nodes [14]. 

A classification technique in that the decision for 
the class association is established on exact combina-
tions of attribute states here, and those mixtures are 
stimulated by reliability. Incorporate ML into the sim-
ulation-based consistency evaluation approach, and 
evaluate the system consistency in an experimental 
manner [15]. The core reliability evaluation system 
is a supervised learning method named perception, a 
state-space classification-based approach for system 
state evaluation. It detects the intrusion by the node’s 
signal strength. In this approach, energy maintenance 
also small handling load between the most serious 
problems. Particularly, classical approaches are uti-
lized for detecting and avoiding attacks [16]. This ap-
proach enhanced the rate of node packet delivery and 
recognized the fake identity with ML methods, for ex-
ample, Logistic Regression, Naïve Bayes, and Random 
Forest [17].

Any malevolent attacks lead to breaking off secu-
rity by performing as a node that dishonestly declares 
many fake individualities concurrently [18]. ML mod-
el to distinguish the attacks based on the SVM meth-
od. Three SVM kernel operations established classifi-
ers to differentiate the malevolent nodes from reliable 
ones through measuring the variance [19].Trust as-
sessment illustrates the diversity in disparate appli-
ances. Trust methods typically concern trust-related 
material to compute the trust. Although these meth-

ods can compute the trust, they moreover broadcast 
huge appropriate arithmetical requirements for eval-
uation. Sporadically, it is nonflexible for apprehension 
samples. The collection of trust-relevant features and 
the establishment of the rule significantly concern the 
precision of trust evaluation. It ignores intelligence 
and active sustain [20].

A number of trust strategies transmit linear aggre-
gation to gather dissimilar trust-impact properties via 
confidence evaluation in these application regions like 
multi-agent systems and service environments. Con-
currently employ linear aggregation to combine confi-
dence features such as recommendations, experience, 
knowledge, and so on to transmit trust materialize un-
even missing speculative and realistic maintain. Thus, 
trust evaluation accuracy could be doubtful [21].

3. Proposed Method
WSN contains number of medical sensor nodes 

and it capable to forward medical data in run time. 
Though, in WSN several security issues that demand a 
secure data communication and authentication in re-
source constrained environment. Adaptive Reinforce-
ment learning is a ML during the interface between 
a decision-making agent and its situation. Here the 
agent performs an action through mapping the envi-
ronmental input to state in discrete time steps. The sit-
uation demonstrates the new state and responds with 
positive or negative feedback, which is the reward that 
measures the efficiency of the executed action. The 
collection method of action is established on a factor, 
for example, the average reward with time. The agent 
next informs its related rule targeting the best future 
rewards. 

DHP represents the combination of Dijkstra’s with 
Huffman coding. Dijkstra’s algorithm is applied to dis-
cover the medical sensor nodes with the highest ener-
gy and best minimum distance route. Huffman coding 
is utilized to receive end-to-end security. To offer se-
curity at every hop is known as a Binary Hop Count 
(BHC).

DHP is using the following procedures
• To discover the nodes with the highest energy and 

the best route between end sensor nodes.
• To compute the binary hop count at every hop 

through handles the routing table to offer the se-
curity.

• End to end authentication is specified by applying 
a half-man Coding
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Figure 2 illustrates a sample network structure. The 
S represents the sender, and the R represents the re-
ceiver in this figure. The sender desires to forward the 
data to a receiver; we use the ARL method to select the 
best forwarder and BHC to isolate the intrusion sensor 
nodes in the WSN.
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Figure 2: Sample Network Structure

In WSN, each sensor node is homogeneous since 
each node has similar transmission energy. The RSS 
value is utilized to indicate the energy level in the re-
ceived signal. The RSS calculates the equation given 
below.

p t t
4

T G G H Hr rRSS
d


  

(1)

Where,
Tpà Transmission energy
Gtà Gain of Transmitter 

Gr à Gain of Receiver 
Htà Transmitter antenna height 
Hrà Receiver antenna height 
d à Distance between sender and receiver
In WSN, sensor node energy acts as a significant 

function in communication. A node with lesser ener-
gy dies in a minimum time interval, and it is not able 
to transmit the data packets. Therefore it is a signif-
icant factor to consider this parameter to intend an 
efficient route. The sensor energy can be computed as 

,

,n n

RP i j
N

S R

R D
E

D





  
(2)

Here, RRP- Rate of Received Packet
Di,j- Distance between nodes i and j
α - Constant
DSn,Rn – Distance between sender and receiver
The delay between the nodes i and j is computed as

,i j j iD OPT GPT    (3)

OPTj- Obtained RREQ packet time
GPTi- Getting RREP packet time
Markov Decision Process (MDP) offers a statistical 

framework for making a decision environment under 
different actions. It facilitates the forecast of the fol-
lowing state s,’ and the following reward r along with 
the present state s and action a. Figure.3 explains a 
block diagram of the ARDM method.

An MDP is four attributes (S, A, Ra, Pa) here: 

Adaptive Reinforcement 
Learning

Binary Hop Count

Normal Nodes

Alarm

Intrusion Nodes

Sensor Nodes

RewardAction 
Agent

State 

Energy

RSS

Delay
Decision

Figure.3 Block Diagram of ARDM approach
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S represents a limited set of states. A is a limited set 
of actions, and As indicates, the limited set of actions 
available from state s. 

(Pa(s, s’)=pr(st+1 = s’| st = s; at = a) is the transition 
probability function that action a in state s and time t 
will lead to state s0 at time t + 1.

Ra(s, s’) is the instantaneous reward that is obtained 
after alteration from state s to state s’ owing to action a.

Pa and Ra are the dynamics situation.
A limited MDP with a limited set of states and ac-

tions here, every action utilizes an identical duration, 
and the agent can examine the situation at all periods. 
ARL builds the table where the rows indicate the states 
and the columns indicate the actions. In each S, the 
agent obtains an action A, observes the reward for ac-
tion R and the following state S, and modifies the pre-
dictable Q value.

'( , ) (1 ) ( , )
( max ( ' , ' ))
t t t t

t t t

Q S A Q S A
R Q S A

 (4)

It maintains a Q-value in a table for every state-ac-
tion Q(s, a). Permit at and st submit to the action and 
state perform through an agent at time t and rt+1 indi-
cates the RL that the situation has created for acting 
in-state st. When the agent accepts the returned reward 
rt+1, it updates the table Q-value that communicates to 
st and at. Here, we determine the Rt value by node RSS, 
energy, delay, and Binary hop count for data transmis-
sion. The highest reward node is selected as the best 
rewards node. Here, the value rewards computation is 
given below.

( )BHCR RSS E D      (5) 

Here, λ indicates the learning rate that presents be-
tween 0 to 1 and γ indicates a constant for the rewards 
relative value that presents between 0 to 1 correspond-
ingly.

Forwarder Selection 
and Intrusion Isolation:

We measure the sensor node distance and energy, 
and RSS parameters then the node is verified BH secu-
rity. If it is equivalent to the predictable security, that 
sensor node is normal and can receive the data from 
the forwarder node. 

The security code of hop 1 is 01.
The security code of hop 2 is 10.
The security code of hop 3 is 11.
The security code of hop 4 is 100.

D=0.3

RSS=0.65

RSS=0.35

1
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RSS=0.85
E=0.9

E=0.65

E=0.5

D=0.15

D=0.2

Figure 4 ARDM based optimal Forwarder Selection (First Step)

In this approach, the sender S searches the forward-
er nodes among nodes 3, node 5, and node 1. S selects 
the forwarder node based on the node delay, energy, 
and RSS value. Here, the node 1, 5, and 3 nodes BHC 
value is 01. As a result, nodes 1,5,3 are normal nodes. 
From figure 4, the node 1 RSS value is 0.85 and that 
value is greater than the other two-node values. Simi-
larly, the node 1 energy value is 0.9. This energy value 
is greater than other values. In addition, the node 1 
delay is very low compared to the other node values. 
Hence, we select node 1 as a forwarder node.

From figure 5, node 1 selects the forwarder node 
based on the node energy, node delay, and node RSS 
values. Here, the chances of nodes 5, 7 and 8 BHC val-
ue is 10. But, the node 7 BHC value is 01. Hence, node 
7 is an intrusion sensor. But, node 8 is a forwarder 
node based on the node energy, delay, and RSS values. 
Similarly, these processes proceed till the receiver re-
ceives the information.
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Figure 5 ARDM based optimal Forwarder Selection (Second 
Step)

Simulation Analysis:
In this paper, we performed experiments to esti-

mate the function of the ISFA and ARDM approaches. 
In this work, we use the network simulator-2.35 tool 
to measure the network function of ISFA and ARDM 
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approaches. In this setting, sensor node’s transmission 
range is 250 metre and utilizes 100 sensor nodes. It de-
tects the performance of ISFA and ARDM approach-
es in terms of packet delivery ratio, delay, packet loss 
ratio, remaining energy, and intrusion detection ratio.

Throughput Ratio:
Throughput denotes the number of data packets 

transmitted to the receiver node per unit of time. It is 
measured as obtained throughput in bps unit, and it is 
computed through the equation as given below:

 0

1000
( )*512m

Throughput
PacketReceived m

   (6)

Here, m indicates the sensor node count
Figure 6 displays the throughput of ISFA and 

ARDM approaches based on Sensor node count. From 
this figure, the ARDM approach offers better through-
put than the ISFA approach. The binary hop count 
method improved the security, and the ARL method 
selects the best forwarder in the node. But, the ISFA 
approach can’t choose the optimal forwarder in the 
network. 
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Figure. 6 Throughput of ISFA and ARDM approaches based on 
sensor node count

Average Delay:
The delay is the time between the receiver node re-

ceiving the packets and the sender node forwarding 
the packet. It is measured by the equation given below. 

 
0
Time of Re

m

Delay

Packet ceived Time of Packet Sent
  (7)

Figure 7 displays the delay of ISFA and ARDM ap-
proaches based on sensor node count. From this fig-
ure, the sensor node raises, and the node delay also 
increases in the network. The ARDM approach selects 
the forwarder based on the minimum delay nodes. 
Hence, it minimized the network delay. But, the ISFA 
approach improves the network delay.
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Figure. 7 Delay of ISFA and ARDM approaches based on Sensor 
node count

Packet Loss Ratio:
Packet Loss Ratio is represented as the whole for-

warded packets not obtained at the recipient. It is com-
puted as the equation given below.

 

0
Re

m

Packet Loss Ratio

Forwarded Packets ceived Packets
  (8)

Figure 8 illustrates the packet loss ratio of ISFA 
and ARDM approaches based on sensor node count. 
Usually, packet losses are owing to the minimum RSS, 
inadequate energy, increases in the delay, etc. In the 
ARDM approach, the ARL method selects the for-
warder by the node RSS, the energy, and the delay. 
Hence, the ARDM approach minimized the packet 
loss ratio in the network. However, the ISFA approach 
raises the packet loss ratio in the network. 

0

1

2

3

4

5

6

7

8

9

10

0 20 40 60 80 100

ISFA

ARDM

Sensor  node count 

Figure. 8 Packet Loss ratio of ISFA and ARDM approaches based 
on sensor node count

Remaining Energy:
Figure 9 demonstrates the remaining energy of ISFA 

and ARDM approaches based on sensor node count. 
From this figure, our ARDM approach has the highest 
remaining energy than the ISFA approach. In the ARDM 
approach, the energy parameter is important for select-
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ing the forwarder node. As a result, the ARDM approach 
minimized the unwanted energy utilization in the net-
work. But, the ISFA approach raises energy utilization. 
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Figure. 9 Remaining Energy of ISFA and ARDM approaches 
based on sensor node count

Detection Ratio:
The detection Ratio is declared as the correlation 

between the count of properly-recognized intrusion 
sensors and the count of intrusion sensor. It is com-
puted by the formula given below.

 i
i
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n S o
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Figure 10 explains the DR of the ISFA and ARDM 
approaches based on sensor node count. From this 
figure, the DR of the ARDM approach is greater than 
the ISFA approach. Since ARDM approach by apply-
ing the BHC method to isolate the intrusion sensor 
efficiently. But, the ISFA approaches can’t detect the 
intrusion efficiently.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

20 40 60 80 100

ISFA

ARDM

Sensor node count

Figure. 10 Detection Ratio of ISFA and ARDM approaches based 
on sensor node count

False-negative ratio (FNR): 
It is mentioned as the ratio between the number of 

intrusion nodes that are incorrectly classified as nor-
mal sensor nodes and the entire number of normal 
sensor nodes. It is mentioned in equation.

 

FNR
Number of incorrectly recogonized as a normal

Number of Normal Nodes
 

 
 (10)

Figure 11 demonstrates the FNR of the ISFA and 
ARDM approaches based on sensor node count. Here, 
the FNR of ARDM is smaller than the ISFA; since 
ARDM, the intrusion nodes are isolated through an 
adaptive reinforcement learning.
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Figure 11: False Negative Ratio of ISFA and ARDM approaches 
based on sensor node count

False-positive ratio (FPR) versus sensor node:
It is mentioned as the association between the 

number of usual sensor nodes that are incorrectly 
categorized as an intrusion and the entire number of 
normal sensor nodes. It is mentioned in equation (11).

 

correctly
F

s

PR
Number of in categori t

Numb r
zed In

N
rusio

e of orm N
n

al ode  
 (11)

Figure 12 demonstrates the FPR of ISFA and ARDM 
approaches based on sensor node count. The FPR of 
the ARDM is smaller than ISFA because ARDM ap-
proach isolates an intrusion sensor nodes efficiently. 
Thus, the ARDM approach reduced the FPR.
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Figure 12: FPR of ISFA and ARDM approaches based on sensor 
node count
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Conclusion:
Secure health care system main objective should 

maximizes the health care quality and minimize the 
health care cost. WSN presents numerous issues and 
challenges caused by intrusion sensor, inadequate en-
ergy, and the absence of security. The sensor node en-
ergy is the significant parameter; this approach avoids 
the break down. This approach exists an Adaptive 
Reinforcement learning with Dij-Huff Method for Se-
cure Optimal Route in the WSN. The diji-Huff meth-
od is able to forward the information to the nodes with 
greater energy and offer secure transmission. Adap-
tive reinforcement learning initiated from the present 
state, the best rule can be a launch to raise the rewards’ 
predictable value. ARL method computes the rewards’ 
predictable value to select the forwarder by the node 
RSS, the energy, and the delay. The simulation out-
comes illustrate that the ISFA approach improved in-
trusion sensor detection and minimized packet delay. 
In addition, it improves the network throughput and 
diminishes the packet losses in the WSN. 
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