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ABSTRACT
Aim: The objective of this study is to use machine learning al-
gorithms to detect the presence of breast cancer tumors and 
compare accuracy, sensitivity, and precision between the Linear 
Discriminant Analysis (LDA) and Support vector machine algo-
rithm (SVM). Materials and Methods: The research uses two 
sets of data from the Wisconsin Breast Cancer dataset, which 
is obtained from the UCI Machine Learning Repository. Lin-
ear Discriminant Analysis (N=20) and Support vector machine 
(N=20) with sample size in accordance to total sample size cal-
culated using clincalc.com by keeping alpha error-threshold at 
0.05, confidence interval at 95%, enrollment ratio as 0:1, and 
power at 80%. The accuracy, sensitivity, and precision are cal-
culated using MATLAB software. Results: Comparison of accu-
racy (%), sensitivity (%), and precision (%) are done using SPSS 
software using independent sample t-test. Linear Discriminant 
Analysis algorithm results in an accuracy of 88.25% (p<0.001), 
the sensitivity of 94.68% (p<0.001), and precision of 84.35% 
(p<0.001). Support vector machine algorithm results in an ac-
curacy of 97.50%, sensitivity of 95.83%, and precision of 100%. 
Conclusion: Support vector machine algorithm performed 
significantly better than Linear Discriminant Analysis algorithm 
with improved accuracy of 97.50% for breast cancer prediction.
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INTRODUCTION
Breast cancer is the most common cancer among 

women. It is the second leading cause of death in 
women, after lung cancer (Ferlay et al. 2015). Many 
machine learning algorithms are used to predict breast 
cancer with improved diagnostic accuracy (Karabatak 
and Cevdet Ince 2009). The major purpose of this 
Innovative breast cancer prediction technique is to 
compare and analyze the accuracy, sensitivity, and 
precision of the LDA and SVM algorithm. Supervised 
machine learning algorithms are the most prominent 
of the present cancer detection methodologies. Breast 
cancer can be discovered early and treated more effec-
tively, potentially saving thousands of lives. In a range 
of medical applications, machine learning algorithms 
are being utilized to detect and categorize cancer (Mao 
et al. 2019) (Elmadhun and Finlayson 2009).

Approximately 286 ScienceDirect and 10 IEEE 
Xplore were found to be related to this work, which 
was completed in recent years and reported the devel-
oped algorithms and models. (Nematzadeh, Ibrahim, 
and Selamat 2015) performed a comparison study on 
a decision tree, NB, NN, and SVM with three differ-
ent kernel functions over the Wisconsin breast cancer 
dataset, results showed NN achieved the highest accu-
racy of 98.09%. The relevance vector machine (RVM) 
was compared to disinct machine learning methods 
for diagnosing breast cancer by (Gayathri and Sumathi 
2016) to decrease characteristics of the linear discrim-
inant analysis used to classify data. The simulation 
findings yielded sensitivity (98%), specificity (94%), 
and precision (96%). Performance comparison is done 
by (Asri et al. 2016) over different classifiers DT, SVM, 
KNN, and NB using WEKA data mining tools. The 
approach results showed that SVM has performed bet-
ter with an accuracy of 97.13%, and a precision of 98% 
with a low error rate. Research by (Bazazeh and Shu-
bair 2016) examined three of the most prominent ma-
chine learning (ML) algorithms for breast cancer de-
tection and diagnosis, namely SVM, RF, and Bayesian 
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Networks (BN). The Wisconsin breast cancer dataset 
was used as a training set to evaluate and compare the 
performance of the three machine learning classifiers 
in terms of key metrics like accuracy, recall, preci-
sion and area under the ROC curves. SVM had the 
best performance in terms of accuracy, specificity, and 
precision, according to the findings. RF, on the other 
hand, has the best chance of correctly identifying tu-
mors.Our team has extensive knowledge and research 
experience that has translate into high quality publica-
tions (Chellapa et al. 2020; Lavanya et al. 2021; Raj Ret 
al. 2020; Shilpa-Jain et al. 2021; S et al. 2021; Ramadoss 
et al. 2022; Wuet al. 2020; Kalidoss et al. 2021; Kaja et 
al. 2020; Antink et al. 2020; Paulet al. 2020; Malaikol-
undhan et al. 2020) 

The key difficulty that has inspired me to perform 
this research on enhancing the accuracy of machine 
learning and the prediction of breast cancer in early 
stages is inefficient early identification of breast cancer 
and human error in the detection of breast cancer by 
conventional approaches. The fundamental issue with 
current research is that the breast cancer prediction 
systems are inaccurate. The authors compared machine 
learning algorithms since they were expected in ma-
chine learning algorithms and deep learning technolo-
gy. The aim of this Innovative breast cancer prediction 
technique is to compare and study breast cancer detec-
tion strategies using machine learning algorithms such 
as LDA and SVM with improved accuracy.

MATERIALS AND METHODS
The research was conducted at the Saveetha School 

of Engineering, Saveetha Institute of Medical and 
Technical Sciences, Chennai, in the University sim-
ulation lab. The data used in this Innovative breast 
cancer technique is the Wisconsin breast cancer data 
set obtained from UCI Machine Learning Repository. 
This data set is used to classify the benign and malig-
nant cells in a data set by using columnar properties 
to describe the cells. Support comes in the form of 
visualization and analysis. The measurements for the 
digital images of fine-needle aspirate of a breast mass 
were contributed by research from the University of 
Wisconsin. The information is separated into two cat-
egories. The sample size was calculated based on the 
findings of prior studies (Li 2018) (Bharat, Pooja, and 
Anishka Reddy 2018) by clincalc.com by keeping al-
pha error-threshold value 0.05, confidence interval at 
95%, enrollment ratio as 0:1, and power at 80%. For 

the data acquired from the Wisconsin breast cancer 
data collection, sample preparation is done in this re-
search work of Innovative breast cancer prediction.

The total sample size is 40, and group 1 is the LDA 
with N value 20, and group 2 is the SVM with N value 
20. A sample dataset for both the LDA and the SVM is 
exported to a Microsoft Excel document and then im-
ported into Matlab as an input. For training the source 
dataset, the Matlab 2021 software must be installed on 
the PC. The imported data is trained using classifica-
tion learner tools in MATLAB. k-fold cross-valida-
tion is performed on the data to improve the machine 
learning model performance TP, TN, FP, and FN val-
ues are recorded in a confusion matrix. The confusion 
matrix is used to calculate the accuracy (%) sensitivity 
(%) and precision (%) values.

Statistical analysis
IBM SPSS V26.0 was utilized for statistical analy-

sis in this study. This software compares the accuracy, 
sensitivity, and precision of LDA with the SVM algo-
rithm. Because the variables are independent of one 
another, an independent sample T-test was used to 
compare the two group’s performance. Radius mean, 
texture mean, perimeter mean, area mean, smooth-
ness mean, concavity mean, concave points mean, 
symmetry mean are the characteristics used in the in-
novative breast cancer prediction (Maglogiannis, Zaf-
iropoulos, and Anagnostopoulos 2009). There are no 
dependent variables in this study.

RESULTS
The results of this Innovative breast cancer predic-

tion comparing the accuracy, sensitivity, and precision 
of the LDA and SVM algorithms for breast cancer 
prediction on the Wisconsin breast cancer dataset 
show that the SVM outperforms the LDA algorithm 
with improved accuracy. Table 1a and Table 1b show 
the accuracy, sensitivity, and precision values of LDA 
and SVM respectively. SVM has an accuracy (97.50%), 
sensitivity (95.83%), and precision (100%), whereas 
LDA results have an accuracy (88.25%), sensitivity 
(94.68%), and precision (84.35%). Table 2 demon-
strates that the SVM shows less error and no standard 
deviation with improved accuracy when compared 
to the LDA. Table 3 shows the results of the Indepen-
dent sample T-test which shows the difference in ac-
curacy (P<0.001), sensitivity (P<0.001), and precision 
(P<0.001) are statistically significant. 
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Table 1a
Breast cancer prediction using LDA Algorithm.

Sample Accuracy (%) Sensitivity (%) Precision (%) 
1 0.875 0.95 0.826087
2 0.875 0.95 0.826087
3 0.9 0.952381 0.869565
4 0.85 0.869565 0.869565
5 0.85 0.947368 0.782609
6 0.875 0.95 0.826087
7 0.9 0.952381 0.869565
8 0.875 0.95 0.869565
9 0.9 0.952381 0.826087
10 0.875 0.95 0.913043
11 0.875 0.954545 0.826087
12 0.975 0.95 0.826087
13 0.85 0.95 0.913043
14 0.875 0.954545 0.913043
15 0.9 0.954545 0.826087
16 0.875 0.95 0.869565
17 0.975 0.952381 0.826087
18 0.875 0.95 0.913043
19 0.875 0.95 0.826087
20 0.9 0.952381 0.869565

Table 1b
Breast cancer prediction using SVM Algorithm.

Sample Accuracy (%) Sensitivity (%) Precision (%) 
1 0.975 0.958333 1
2 0.975 0.958333 1
3 0.975 0.958333 1
4 0.975 0.958333 1
5 0.975 0.958333 1
6 0.975 0.958333 1
7 0.975 0.958333 1
8 0.975 0.958333 1
9 0.975 0.958333 1
10 0.975 0.958333 1
11 0.975 0.958333 1
12 0.975 0.958333 1
13 0.975 0.958333 1
14 0.975 0.958333 1
15 0.975 0.958333 1
16 0.975 0.958333 1
17 0.975 0.958333 1
18 0.975 0.958333 1
19 0.975 0.958333 1
20 0.975 0.958333 1

Table 2
Comparison of mean accuracy, mean sensitivity and mean pre-
cision of LDA and SVM.
Param-
eters

Group  N Mean Std. De-
viation

Std. Error 
Mean 

Accu-
racy

Linear Discrim-
inant Analysis 

20 88.25 .0.2161 .00483

Support Vector 
Machine

20 97.50 .00000 .0000

Sensi-
tivity

Linear Discrim-
inant Analysis

20 94.68 .01827 .00409

Support Vector 
Machine

20 95.83 .00000 .00000

Preci-
sion

Linear Discrim-
inant Analysis

20 84.35 .03569 .00798

Support Vector 
Machine

20 100 .00000 .00000

Figure 1 illustrates the bar chart comparing the 
LDA and SVM algorithms accuracy, specificity, and 
precision. With the accuracy ranging from (88.25-
97.50%), sensitivity ranging from (94.68-95.83%) and 
precision ranging from (84.35-100%) both procedures 
appear to give the same variable results. 

Figures 2a and 2b represent the confusion matrix 
of the LDA and SVM respectively, where TP, FP, TN, 
and FN values are utilized to calculate accuracy, sensi-
tivity, and precision.

DISCUSSION
In this study of Innovative breast cancer predic-

tion techniques, the SVM algorithm have the higher 
accuracy (97.50%), sensitivity (95.83%), and precision 
(100%) when compared to LDA accuracy (88.25%), 
sensitivity (94.68%) and precision (84.35%) as shown 
in Table 2. In terms of accuracy, sensitivity and preci-
sion there appears to be a statistically significant dif-
ference.

SVM provides high accuracy and consistent diag-
nosis in predicting breast cancer using the Wisconsin 
breast cancer dataset (Oyewola et al. 2017) performed 
research on five machine learning algorithms in which 
LDA has less accuracy of 93.5% when compared to 
SVM accuracy of 95.8% in predicting breast cancer. 
Many researchers developed algorithms and models 
using machine learning to predict breast cancer dis-
ease (Pawar, Sharma, and Sapate 2021). Some of the 
works include integrating the machine learning tech-
niques with feature selection and feature extraction 
to identify better models (Omondiagbe, Veeramani, 
and Sidhu 2019) on the Wisconsin diagnostic breast 
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Table 3
Independent sample T-test in predicting the accuracy, sensitivity, and precision of breast cancer prediction using LDA and SVM. 
There appears to be a statistically significant difference (p<0.001) in both methods.
Param-

eter
Equal Vari-

ances
Levene’s Test for 

Equality of Variances
 T-test for Equality of Means 

F Sig t df Significance 
(one-Sided 

p) 

Mean Dif-
ference 

Std.Error 
Difference

95% Confi-
dence interval 

(Upper) 
Accu-
racy

Assumed 38.67 <.001 -19.14 38 <.001 -.09250 .00483 -.08272
Not assumed -19.14 19.00 <.001 -.09250 .00483 -.08238

Sensi-
tivity

Assumed 4.396 .043 -2.831 38 .004 -.01157 .00409 -.00330
Not assumed -2.831 19.00 .005 -.01157 .00409 -.00302

Preci-
sion

Assumed 49.46 <.001 -19.61 38 <.001 -.15652 .00798 -.14037
Not assumed -19.61 19.00 <.001 -.15652 .00798 -.13982

Fig. 1. Bar chart representing the comparison of mean accuracy, mean sensitivity, and mean precision of breast cancer prediction 
with LDA and SVM algorithms. Both techniques appear to produce the same variable results with accuracy ranging from (88.25-
97.50%), sensitivity ranging from (94.68-95.83%) and precision ranging from (84.35-100%). X-axis: LDA vs SVM, Y-axis: Mean 
accuracy, mean sensitivity, and mean precision of detection ± 1 SD.

 

Fig. 2a. Confusion matrix of LDA for k= 10.TP accounts for 19, FP 
accounts for 4, FN accounts for 1 and TN accounts for 16. The 
total accuracy was found to be 88.25%.

 

Fig. 2b. Confusion matrix of SVM for k =10. TP accounts for 23, 
FP accounts for 0, FN accounts for 1 and TN accounts for 16. 
The total accuracy was found to be 97.25%.
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cancer dataset, proposed hybrid model was developed 
by lowering the high dimensionality features of the 
dataset using LDA and SVM, yielding an accuracy of 
98.82%, a sensitivity of 98.41% and specificity 99.07%. 
Another model proposed by (Rajaguru and Prabhakar 
2017) obtained an average classification accuracy of 
83.45% when a Bayesian Linear discriminant classifi-
er is used. Experimental results showed that the LDA 
has achieved maximum sensitivity of 96% when com-
pared to SVM sensitivity of 85% (Fusco et al. 2016).

The accuracy of the machine learning methods LDA 
and SVM is limited in this study due to the short sample 
size. Further increase in the sample may yield better ac-
curacy of the algorithms in predicting breast cancer. The 
factors affecting the study are unhealthy lifestyle, fami-
ly hereditary, and gene mutations. Combining the large 
dataset of real-time applications with other machine 
learning and deep learning methods could lead to en-
hanced performance in the future. The most up-to-date 
deep learning approaches can be integrated to produce a 
model capable of more accurately detecting and diagnos-
ing breast cancer. Furthermore, Innovative breast cancer 
prediction techniques can be used to identify various 
stages of breast cancer in the near future.

CONCLUSION
When compared to LDA the SVM algorithm that runs 

in MATLAB proved to offer high results with improved 
accuracy of 97.50% in predicting breast cancer tumors. 
Furthermore, unlike other methods, the algorithm’s per-
formance improved as the amount of data rose.This mod-
el is highly efficient and has a lot of potential in terms of 
improving the diagnostic efficiency of breast cancer, thus 
it can be used in hospitals and testing facilities.
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