
178 | Cardiometry | Issue 25. December 2022

ORIGINAL RESEARCH Submitted: 12.10.2022; Accepted: 8.11.2022; Published online: 25.12.2022

Gene Data Analysis for Disease 
Detection Using Data Mining 
Algorithms

Ramakrishnan Raman1*

1Symbiosis Institute of Business Management, Symbiosis Inter-
national (Deemed University), Pune, Maharashtra, India
Email: director@sibmpune.edu.in*

Abstract
As a result of these promising results, researchers believe that 
gene expression tests are more important in creating more 
accurate and efficient diagnostic and classification tools for 
cancer. In the deoxyribonucleic acid (DNA) system, a gene is 
transcribed over ribonucleic acid (RNA) during transcription, 
which is a process known as gene expression (RNA). The study 
of gene expression data for cancer categorization has recent-
ly emerged as an active research subject. This research uses 
genetic algorithms (GA) to pick a subset of cancer microarray 
data that contains a meaningful set of genes. Then, standard 
classifiers like One-R, Bayesian Network, logistic regression, and 
Support Vector Machine (SVM) are developed based on these 
specific genes. Gene expression data sets are used to test the 
performance of these classifiers. According to the results of ex-
periments, combining the confluence of GA and SVM is the 
most effective approach. In addition, the GA selection process 
is repeatable.

Keywords
Gene Data, Data Mining, RNA, DNA, Classification, Genetic Al-
gorithm.

Imprint
Ramakrishnan Raman. Gene Data Analysis for Disease Detec-
tion Using Data Mining Algorithms. Cardiometry; Special issue 
No. 25; December 2022; p. 178-181; DOI: 10.18137/cardiome-
try.2022.25.178181; Available from: http://www.cardiometry.net/
issues/no25-december-2022/gene-data-analysis

1. Introduction
Gene expression is the process of converting the 

deoxyribonucleic acid (DNA) sequence of a gene into 
the ribonucleic acid (RNA) sequence of the same gene. 
When a gene’s expression level is high, it means that 
the RNA of that gene is generated in large quantities in 

a cell, and this is linked to the amount of protein pro-
duced by that gene. The advent of DNA microarray 
technology, which can simultaneously measure thou-
sands of genome-wide expression values, has made it 
feasible to control gene sequencewithrecordcondition 
[1]. On this microarray, a glass slide is coated with a 
layer of single-stranded DNA molecules. 

At least a few hundred thousand dots can be seen 
on an array, each representing a different gene. When 
it comes to using microarray technology, data analysis 
and management is becoming a serious challenge [2]. 
To compare the levels of messenger RNA (mRNA) in 
two samples, a microarray experiment is commonly 
utilised (e.g., treatment vs. control). Two separate flu-
orescent labels are used to label the RNA taken from 
the treatment and control cells. For example, the treat-
ment cell RNA is labelled with red dye and the control 
cell RNA with green dye. Both extracts are applied on 
the microarray and allowed to dry [3]. 

The spots contain a corresponding sequence to the 
gene sequences in the extracts [4]. A laser is used to 
activate the array in order to determine the relative 
abundance of the hybridised RNA. It will be red if 
the treatment population’s RNA is plentiful; it will be 
green if the control population’s RNA is abundant. If 
both medication as well asregulatorpredicament even-
ly, the point would glow differently, however uncer-
taintywithbind, this would look black [5]. 

As a result, the relative increased expression of the 
proteins in the control and treatment populations may 
be calculated from the fluorescence intensities and co-
lours for each site [6]. A general gene expression anal-
ysis by data mining is depicted in Figure 1.

2. Existing Work
The advent of DNA microarray technology, 

which can simultaneously measure thousands of ge-
nome-wide expression values, has made it feasible to 
visualize genetic factor countenance with record con-
dition [7]. On this microarray, a glass slide is coated 
with a layer of single-stranded DNA molecules. At 
least a few hundred thousand dots can be seen on 
an array, each representing a different gene. When it 
comes to using microarray technology, data analysis 
and management is becoming a serious challenge. 
Biochemical conditions are taken into consideration 
when gene expression data is analysed [8]. A diagnosis 
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of cancer is a good illustration of this concept since the 
levels of expression of certain genes have been shown 
to change when cancer is present [9]. According to 
current research on tissue categorization at the mo-
lecular level, gene expression tests would play a vital 
role in the creation of efficient cancer diagnostic and 
classification platforms. The linear exclusionary study, 
proportional elective of data genetic factor, AI tech-
niques, k-NN, clustering algorithms, and classifiers 
are only a few of the many suggested cancer classifica-
tion methods [10]. 

The speed of calculation is also looked into, the ac-
curacy of the categorization, and the capacity to un-
cover physiologically relevant gene information when 
evaluating the techniques multiclass classifiers for tis-
sue categorization using gene expression [11]. When 
it came to multiclass gene expression data sets, several 
feature selection approaches and state-of-the art clas-
sification algorithms were tested. In comparison to the 
binary classification problem, the research shows this 
kind problem is substantially furtherhard to solve [12]. 

This included an examination of various important 
algorithms for multicategory classification, as well as 
gene selection approaches, numerous ensemble clas-
sification strategies, and two cross-validation designs 
on 11 datasets. Using gene expression data, for making 
accurate cancer diagnoses Multi-class SVMs are the 
greatest reliable ones was discovered [13]. Due to the 
large number of genes compared to training samples, 
this task is quite difficult. As a result, in order to cope 
up with colossal number of genes that aren’t important 
this has to cope up with. In addition, the existence of 
distortions with dataset creates it is more difficult to 
accurately classify data when the sample size is insuf-
ficient [14]. 

3. Proposed System
Chromosome programming and fitness evaluation, 

selection, crossover, and mutation are major GA pro-
cesses for gene selection using gene expression data. 

An initial vector representation is used to write the ge-
nome [15-16]. In order for a chromosome to survive 
and create kids, it must have the best suited chromo-
somes in the population [16]. Chromosome quality is 
improved, resulting in more accurate solutions to the 
optimization issue. A biased roulette wheel is used to 
choose parents from the population, and individually 
gene in the group comprises opening that is enlarged 
based on to its suitability. The proposed system archi-
tecture is shown in Figure 2. 

Figure 2. Proposed System Architecture

The crossover process is used to exchange infor-
mation between two chromosomes that have been 
carefully selected. The two-point gene exchange is 
employed in this study. The points of intersection are 
determined at random. It is then completed by swap-
ping genes with each other based on the crossover 
point in order to produce new children from those 
genes. Mutation happens following a crossover pro-
cedure. This is to avoid a local optimum of all solved 
issues being reached by all solutions in the popula-
tion. Random genetic changes are made to new chil-
dren in this study. Using a set of criteria, OneR con-
structs a single-level decision tree for testing a single 
gene. 
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Figure 1. Data Mining Process for Gene Data Analysis
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A single gene is tested, and the results are com-
pared to the rest of the population. The gene’s value is 
represented as a branch, with each branch represent-
ing a distinct value. Using the training data, it is ideal 
to classify each branch according to the class that ap-
pears the most frequently. It’s thus simple to establish 
how many instances of the rules are not containing-
commongroup. A new class of guidelines is generated 
for each gene’s cost, with one rule for each value. Select 
the gene whose rule set has the lowest mistake rate. 

The root node of a decision tree is the highest one 
in the hierarchy. These tests are linked to a criterion 
for separating data sets into subgroups with improved 
class separability, which reduces the chance of mis-
classification. Heuristically pruning the tree to avoid 
overfitting, which might introduce performance of 
the classifier on the test data, is done after the tree has 
been formed from the training data.

4. Results and Discussion
While constructing the tree, this function is used 

to determine which gene should be divided, as well as 
which splitting criteria should be used for that gene. 
Using the purity entropy function, this is done by eval-
uating each unused gene at all of its possible split sites 
and picking the one that yields the best result. Six pub-
licly accessible genomic data sets were taken from the 
literature to examine the effectiveness of the cascade 
of GA and various classifiers. Classifier based accura-
cy analysis is listed in Table 1.

Table 1
Classifier based Accuracy Analysis

Classifier Accuracy
SVM 0.8457
GA 0.8540
Naïve Bayes 0.79568
One R 0.79654

All of them were normalised using the min–max 
method first. Then, a set of important genes was nar-
rowed down using GA. Classifiers based on these 
genes were then built upon. Tenfold cross-validation 
involved hiding single fold of data while using samples 
from the other folds to create a decoder which might 
anticipate the hidden sample’s classification. The accu-
racy and pace of change can be measured.

The entire study was conducted on a personal 
computer (PC) equipped with Microsoft Windows 8, 

an Intel Pentium 4 processor running at 2.0 GHz, and 
one gigabyte of random access memory (RAM). The 
J2SDK 1.6.0 development environment was utilised 
for the Java programming. The University of Waika-
to in New Zealand created the Week-3–4 data mining 
programme. SVM and DT were practically indistin-
guishable in terms of performance. In the case of a 
limited number of genes, DT performed better than 
SVM. In Figure 3, the bar chart for accuracy analysis 
has been depicted.

Figure. 3 Accuracy Analysis
In other words, SVM’s performance was supe-

rior to that of DT’s. GA and SVM have an accuracy 
of 88.84 percent (0.03), GA and Bayesian Network 
72.11% (1.04), GA and OneR78.15% (1.02), and DT, 
GA have an accuracy of 88.80% (1.03). Regardless of 
the value of d, the patterns of gene selection are the 
same. Because of this, the GA selection pattern is sta-
ble. Only gene expression levels and Z-scores for the 
Colon information can be found here for the sake of 
brevity and page restriction. Number of genes-based 
accuracy analysis is shown in Figure 4.

Figure 4. Number of Genes-based Accuracy Analysis

Whenever the number of genes picked was few-
er than 20, SVM had a poor performance. In spite of 
SVM’s inability to perform well with a small number 
of genes picked, the overall accuracy of SVM outper-
formed that of other methods. In Table 2, based on the 
number of genes, the accuracy values are listed.
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Table 2
Accuracy based on Number of Genes
Number of 

Genes
SVM GA Naïve 

Bayes
One R

10 70.325 79.635 74.083125 83.625875
20 72.35 78.356 76.15875 82.3149
30 71.568 72 75.3572 75.8
40 74.258 73.65 78.11445 77.49125
50 76.35 71.53 80.25875 75.31825

5. Conclusion
One of the leading causes of mortality has been can-

cer for a long time now.There is presently no reliable pre-
ventative medicine available. The authors of this research 
use GA to narrow down a large set of cancer microarray 
data to a manageable set of important genes. Those genes 
are then used to build popular classifiers. Gene expres-
sion data sets are used to test the performance of these 
classifiers. Experiments show that the combination of 
GA with SVM is the most effective strategy for analysing 
data. When there are more than 30 genes involved, the 
accuracy of this method remains consistent. GA’s gene 
selection process is repeatable, since few genes remain-
reliably preferred withevery dataset with different values. 
In the realm of clinical science, the gene expression data 
set of lung malignant development is particularly rele-
vant. Characterization and determination procedures 
are critical in accurately identifying a condition, making 
the analytical process and right diagnosis easier. As the 
number of highlights or features was reduced, the char-
acterisation approaches showed modest improvement.
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