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ABSTRACT
Aim: To achieve accuracy, sensitivity, and precision in AI (Ar-
tificial Intelligence) calculations for the prediction of diabetes 
among pregnant women, a Support Vector Machine and Ran-
dom Forest algorithms were utilized. Materials and Meth-
ods: Research looked at diabetes in pregnant women using 
accessible data sets such as the Pima Indian dataset from the 
UCI website to assess the technique’s usefulness. Support Vec-
tor Machine (N=40) and Random Forest (N=40) are the two 
groups in this study, each having a sample size of 40. A pretest 
power of 80%, a threshold of 0.05, and a confidence interval 
of 95% were used to compute the sample size. Results: The 
accuracy, sensitivity, and precision of an algorithm are used to 
evaluate its performance. The Support Vector Machine has a 
75% accuracy rate, whereas the Random Forest has a 74% ac-
curacy rate. The sensitivity rate of the Support Vector Machine 
is 65%, whereas the sensitivity rate of the Random Forest is 
68%. The Support Vector Machine has a precision rate of 80%, 
whereas the Random Forest has a precision rate of 76%. The 
accuracy rate is significantly different with p=0.466,p>0.05. 
Conclusion: When compared to the innovative Support Vec-
tor Machine Algorithm, the Random Forest approach predicts 
superior classifications in identifying the accuracy, sensitivity, 
and precision for accessing the rate for diabetes prediction 
among pregnant women.
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INTRODUCTION
Diabetes mellitus (DM) is one of the world’s dead-

liest noncommunicable illnesses. Diabetes prognosis 
and prevention have become a serious problem, ac-
cording to previous medical records. The medicines 
are still insufficient to control the condition as the 
number of individuals diagnosed rises (Rout and Kaur 
2020). As a result, greater forecast analysis is necessary 
to treat diabetes at a beginning phase, by which it can 
assist address less difficulties and allow the patient to 
be treated with fewer drugs and at a lower cost (Rodri-
guez-Romero et al. 2019). Hyperglycemia caused by 
defects in insulin production, insulin action, or both 
comes within the group of metabolic disorders known 
as diabetes (Hasan and Al Mehedi Hasan 2020). Dia-
betes is linked to persistent hyperglycemia as a result 
of long-term organ damage, malfunction, and failure, 
in the eyes, kidneys, nerves, heart, and blood arteries. 
The spread of diabetes is caused by a number of patho-
genic mechanisms. These reach from immune system 
obliteration to the pancreatic b-cells and subsequent 
insulin inadequacy to anomalies leading to insulin 
resistance (Xie et al. 2019). Glucose levels in the hu-
man body typically vary from 70 to 99 mg per deci-
liter. Diabetes is diagnosed when the blood glucose 
level exceeds 126 mg/dl. If a person’s blood glucose 
level is between 100 and 125 mg/d, they have predia-
betes (Khanam and Foo 2021). Diabetes does not have 
a permanent cure. The most frequent consequences 
of long-term diabetes are macrovascular and micro-
vascular diseases (Costea, Moisi, and Popescu 2021). 
Application of prediction of Breast cancer in study the 
authors compared machine learning algorithms since 
they are specialists in machine learning algorithms 
and deep learning technologies (Theerthagiri, Usha, 
and Vidya, n.d.).Our team has extensive knowledge 
and research experience that has translate into high 
quality publications (Chellapa et al. 2020; Lavanya, 
Kannan, and Arivalagan 2021; Raj R, D, and S 2020; 
Shilpa-Jain et al. 2021; S, R, and P 2021; Ramadoss, 
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Padmanaban, and Subramanian 2022; Wu et al. 2020; 
Kalidoss, Umapathy, and Rani Thirunavukkarasu 
2021; Kaja et al. 2020; Antink et al. 2020; Paul et al. 
2020; Malaikolundhan et al. 2020) 

Several machine learning approaches for diabe-
tes prediction have been developed in recent years. 
On Google Scholar, there were 1040 hits, and on Sci-
enceDirect, there were 18 research papers. Predictive 
analysis is a method for extracting information from 
current and verifiable informational indexes and de-
termining future events that consolidates different 
information mining strategies, AI calculations, and 
insights (Pasha 2020). Prescient Analysis is a philos-
ophy that consolidates a scope of AI calculations, in-
formation mining strategies, and factual ways to deal 
with reveal data and estimate future events utilizing 
current and verifiable information (Costea, Moisi, and 
Popescu 2021). Regression techniques may be used to 
do predictive analytics. Predictive analytics attempts 
to improve clinical outcomes by increasing illness 
diagnosis accuracy, patient care, resource optimiza-
tion, and resource optimization (R et al. 2020). Ma-
chine learning is one of the most significant artificial 
intelligence aspects since it enables the construction 
of computer systems that can learn from previous ex-
periences without the need for programming in every 
situation (R et al. 2020; Kumar, Suresh Kumar, and 
Pranavi 2017). This study focuses on developing a di-
abetes prediction model utilizing machine learning 
algorithms and data mining approaches.

Inefficient early diabetes diagnosis and human 
mistakes in existing diabetes detection techniques led 
me to undertake this research on increasing the ac-
curacy of machine learning and diabetes prediction 
in pregnant women in the early stages. The current 
study’s primary issue is that diabetes prediction al-
gorithms are frequently inaccurate. The major goal is 
to use cutting-edge machine learning algorithms like 
(SVM) Support Vector Machine and Random Forest 
algorithms to test and evaluate diabetes deduction 
strategies. 

MATERIALS AND METHODS
The study was carried out at the University simu-

lation lab, Saveetha School of Engineering, Saveetha 
Institute of Medical and Technical Sciences, Chennai. 
In this study, using clinical.com, the sample size was 
estimated using prior study findings (An et al. 2020) 
with an alpha error-threshold of 0.05, enrollment ratio 

of 0:1, 95 percent confidence interval with statistical-
ly significant p<0.05, and power of 80 percent (Rout 
and Kaur 2020). Group 1 consisted of a Support Vec-
tor Machine algorithm (N=20) and Random Forest 
(N=20). A total of 40 samples were included in this 
study. 

The data samples used in this study are collected 
from the Kaggle website. The data set undergoes data 
reduction techniques to obtain the absolute data re-
quired. The data should be given as input to MatLab 
2021a to perform classification learning techniques. 
Input data should be imported to classification learn-
ing tools to perform training. The imported data 
is trained separately for each algorithm i.e, once for 
the Support Vector Machine varying with validations 
from 5 to 24 and similarly for the Random forest with 
validations from 5 to 24. After validation of data for an 
algorithm, the confusion matrix should be obtained 
for each validation, which involves the TP, TN, FP, FN 
expressed as true positive,true negative,false positive 
and false negative respectively. Precision, Sensitivity, 
and Accuracy are calculated with the help of these val-
ues. sed as. 

The data under review is the Pima Indian Diabetes 
Dataset, which contains information from almost 760 
medical records, 268 of which were positive and the 
rest were negative, all of which came from a commu-
nity in Phoenix, Arizona, USA. The patient is diabetic 
if the result is positive, and the patient is not diabet-
ic if the result is negative. There are eight properties 
in each instance, all of which are numeric data types. 
These values include personal medical information as 
well as information gleaned from medical examina-
tion results. Number of times pregnant (preg), plasma 
glucose focus at 2h in an oral glucose resilience test 
(in addition to), Diastolic pulse (pres), Triceps skin-
fold thickness (skin), 2-h serum insulin (Insu), Body 
mass record (BMI), Diabetes family work (Pedi), Age 
(Age), and Class variable are the finished subtleties of 
the qualities utilized in the dataset (Class). 

Because the model’s predictions are heavily reliant 
on data quality, preprocessing is a critical activity that 
should not be overlooked. Many filters in MATLAB of-
fer preprocessing, and the most appropriate approach-
es are chosen for the optimization of the original data-
set. The medical implications of each characteristic are 
first assessed in respect to diabetes mellitus (DM). The 
attribute “number of pregnancies” was found to have a 
model influence on the DM, thus it was converted to 
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a nominal value by allocating 0 for nonpregnant and 
1 for pregnant. As a consequence, the data complexity 
was reduced to a minimum.

The erroneous and some missing values in the 
dataset, which are the major source of many non-cor-
rect outcomes in most trials, are detected and deleted. 
For example, the value for diastolic blood pressure and 
body mass index cannot be 0, and if it is in dataset 95, 
it implies that the true value is missing.

STATISTICAL ANALYSIS
The statistical software program utilized in this 

investigation was IBN SPSS 26.0.1. The independent 
sample T-Test was used to determine the mean, stan-
dard deviation, and standard error mean statistical 
significance between the groups, and a comparison 
of the two groups using SPSS software yielded accu-
rate values for the two different algorithms that will 
be used with the highest level of accuracy 83.78 per-
cent, mean value 0.8378, and standard deviation value 
0.04104. While picture size is an independent variable, 
image accuracy is a dependent variable, image size is 
an independent variable (An et al. 2020).

RESULTS
Table 2 illustrates how to use Support Vector Ma-

chine algorithms (SVM) and Random Forest to pre-
dict diabetes among pregnant women. When com-
paring the performance of the SVM with the Random 
Forest algorithm exhibits better values in Accuracy, 
Sensitivity, and Precision. The accuracy rate of the 
SVM and Random Forest algorithms are shown in 
Table 2. When compared to Support Vector Machine, 
the accuracy, sensitivity, and precision rate of a Ran-
dom Forest are greater as shown in Table 1a and Ta-
ble 1b. Random Forest results have a 79.02% accura-
cy, 78.25% sensitivity, and precision of 83.78%, while 
Support Vector Machine (SVM) results have a 77.67% 
accuracy, 76.67% sensitivity, and 83.54% precision 
rate. Table 2 shows that Principal Component analysis 
has a lower error rate than in Support Vector machine.

Table 3 indicates that using the independent sample 
T-test, there appears to be a statistically insignificant 
difference P=0.445 (p>0.05) for accuracy, P=0.041 
(p<0.05), for sensitivity, P=0.616 (p>0.05) for preci-
sion, P=0.048. In both techniques P=0.445 (p>0.05) 
and for accuracy, for sensitivity P=0.616 (p>0.05) with 
insignificant value.But both methods are getting Sta-
tistically significant value P=0.041 (p<0.05), for sen-

Table 1a
Diabetes prediction samples using Support Vector Machine

Samples Accuracy Sensitivity Precision
1 0.71 0.73 0.79
2 0.76 0.76 0.81
3 0.81 0.77 0.91
4 0.78 0.78 0.83
5 0.8 0.78 0.85
6 0.77 0.76 0.83
7 0.74 0.75 0.77
8 0.75 0.75 0.8
9 0.76 0.76 0.8
10 0.76 0.76 0.8
11 0.78 0.77 0.85
12 0.77 0.76 0.83
13 0.78 0.77 0.85
14 0.77 0.76 0/83
15 0.8 0.77 0.8
16 0.8 0.77 0.8
17 0.77 0.76 0.83
18 0.76 0.76 0.8
19 0.77 0.77 0.83
20 0.78 0.77 0.85
21 0.78 0.78 0.81
22 0.79 0.76 0.83

Table 1b
Diabetes prediction samples using Random Forest Algorithm

Samples Accuracy Sensitivity Precision
1 0.81 0.80 0.85
2 0.82 0.80 0.8
3 0.77 0.7 0.8
4 0.77 0.76 0.83
5 0.78 0.77 0.85
6 0.81 0.81 0.83
7 0.77 0.76 0.83
8 0.78 0.78 0.83
9 0.75 0.7 0.8
10 0.78 0.78 0.83
11 0.8 0.8 0.83
12 0.82 0.80 0.8
13 0.8 0.77 0.8
14 0.82 0.80 0.8
15 0.75 0.77 0.77
16 0.71 0.71 0.71
17 0.77 0.76 0.83
18 0.82 0.79 0.89
19 0.78 0.78 0.83
20 0.8 0.8 0.8
21 0.82 0.81 0.84
22 0.83 0.79 0.82
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sitivity. These findings indicated that the Random 
Forest method outperforms the Support Vector Ma-
chine in predicting Diabetes illness. Figure 1 shows a 
bar chart depicting the comparison of Support Vector 
Machine and Random Forest mean accuracy, sensitiv-
ity, and precision values.

Figures 2a and 2b represent the true positive, true 
negative, false positive, and false negative values are 
utilized to derive the accuracy, sensitivity, and preci-
sion values from the confusion matrix of the Support 
Vector Machine and Random Forest.

DISCUSSION
When compared to SVM accuracy (77.67%), sensi-

tivity (76.67%), and precision (83.54%), Random For-
est performed better with accuracy (79.02%), sensitiv-
ity (78.25%), and precision (83.78%) in this research 
for predicting diabetes among pregnant women. The 
substantial difference appears to have somewhat 

Table 2
Comparison of mean accuracy, sensitivity, and precision using 
Principal Component Analysis and Support Vector Machine al-
gorithms.

 GROUP STATISTICS

PARAM-
ETERS

GROUP N MEAN STD.
DEVIA-
TION

STD. 
ERROR 
MEAN

ACCU-
RACY

RANDOM FOR-
EST

20 0.7767 0.02248 0.00503

SUPPORT VEC-
TOR MACHINE

20 0.7902 0.02720 0.00608

SENSI-
TIVITY

RANDOM FOR-
EST

20 0.7667 0.01721 0.00385

SUPPORT VEC-
TOR MACHINE

20 0.7825 0.02559 0.00572

PRECI-
SION

RANDOM FOR-
EST

20 0.8354 0.03235 0.00723

SUPPORT VEC-
TOR MACHINE

20 0.8378 0.04104 0.00918

Table 3
Independent sample T-test in predicting the accuracy, sensitivity, and precision of diabetes using the Support Vector Machine and 
Logistic Regression. There appears to be a statistically significant difference (p<0.05) for sensitivity and insignificant difference in 
both the methods for Accuracy and precision with p>0.05

Parameter Equal Vari-
ances

Levene’s Test for 
Equality of Variances

 T-test for Equality of Means 

F Sig t df Significance 
(one-Sided 

p) 

Mean Dif-
ference 

95% Confi-
dence interval 

(Lower) 

95% Confi-
dence interval 

(Upper) 
Accuracy Assumed 0.595 0.44 -1.71 38 0.048 -.01349 -.02946 .00248

Not assumed -1.71 36.70 0.048 -.01349 -.02946 .00250
Sensitivity Assumed 4.461 0.04 -2.28 38 0.014 -.01572 -.02968 -.00176

Not assumed -2.28 33.26 0.015 -.01572 -.02975 -.00169
Precision Assumed 0.255 0.61 -0.20 38 0.420 -.00238 -.02604 .02127

Not assumed -0.20 36.03 0.420 -.00238 -.02608 .02132

Fig. 1. Graph representing the comparison between mean accuracy, sensitivity, and precision of Diabetes prediction with the Sup-
port Vector Machine algorithm and the Random Forest algorithm. Both the techniques appear to create the same variable results 
with accuracy ranging from 76% to 84%. X-axis: Support Vector Machine vs Random Forest. Y-axis: mean accuracy, sensitivity, and 
precision detection ± 1 SD.
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grown, despite the fact that it is not statistically signif-
icant (Table 3). Early diagnosis of diabetes relies heav-
ily on machine learning techniques.

Many researchers have suggested a model based 
on ensemble approaches utilizing machine learn-
ing algorithms, with the main goal of evaluating the 
model in terms of accuracy, precision, and sensitiv-
ity. The researchers used SVM and Random forest 
algorithms to predict diabetes with the SVM model 
having 79% (Shafi and Ansari, n.d.). (Mujumdar and 
Vaidehi 2019) did other research, and developed a 
computer-assisted identification approach based on 
Random Forest and Support vector machine classifi-
ers (Pobi 2006). (Sohail et al. 2019) According to the 
findings, the Random forest model had the best ac-
curacy (79.2?%), sensitivity (79.49%), and specificity 
(81.4%) of three algorithms (Ayyadevara and Kishore 
Ayyadevara 2018). (Lyngdoh, Choudhury, and Moulik 
2021) machine-learning techniques SVM and Gradi-
ent Boosted Decision Tree were used to build this en-
semble model, which has an accuracy of 83.3 percent.

This study is hampered by a lack of data. Higher 
accuracy, sensitivity, and precision may be achieved by 
increasing the sample size. Cleaning and preparing the 
data for prediction takes additional time. Soon, an ef-
fective classification method will be created that com-
bines the efficiency of the best-performing algorithms 
to improve diabetes prediction accuracy in pregnant 
women. Better performance may be achieved by com-
bining a large data set of real-time applications with 
various machine learning and deep learning approach-
es. Overall, the outcomes of the study are extremely 
promising for the future. The proposed approach, in 

conjunction with the recommended Machine learning 
classification algorithms, may be useful in the predic-
tion or diagnosis of novel disorders in the near future. 
The study work, as well as a few other Machine learning 
techniques, might be updated and enhanced for diabe-
tes prediction analysis. In future research, metaheuris-
tic algorithms will be used to entirely learn the miss-
ing data. The algorithms have been improved to learn 
how to anticipate missing data in the future. Learning 
algorithms like Grey Wolf Optimizer (GWO) and oth-
er nature-inspired computer algorithms can help re-
search with unique swarm-based meta-heuristic fea-
tures. Furthermore, by gathering data from a variety of 
locations throughout the world and developing a more 
precise and common discriminating framework, the 
study may be expanded to predict diabetes. The work 
might be changed and enhanced to make the diabetes 
analysis more automated.

CONCLUSION
The Matlab-based Random Forest (79.02) outper-

formed the Support Vector Machine in this diabetes 
prediction study (77.67). Furthermore, unlike pre-
vious approaches, the algorithm’s performance im-
proved as the amount of data increased. This model is 
quite efficient and shows a lot of potential in terms of 
predicting and assessing diabetes, so it may be utilized 
in hospitals and testing facilities.
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