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ABSTRACT
Aim: The primary goal of this research is to increase the ac-
curacy of COVID-19 prediction and its analysis. Materials and 
Method: This study relied on data collected from Kaggle’s web-
site and samples are divided into two groups, GROUP 1 (N=20) 
for the Decision tree and GROUP 2 (N=20) for the Support 
Vector Machine (SVM) in accordance with the total sample size 
calculated using clinical.com by keeping alpha error-threshold 
value 0.05, 95% confidence interval, enrolment ratio as 0:1, and 
G power at 80%. It involves the software implementation pro-
gram in MatLab 2021a validating with 20 validations. Results: 
The accuracy, sensitivity, and precision rates are compared us-
ing Statistical Package for the Social Sciences (SPSS) software 
and an Independent sample T-Test. In comparison to the two, 
the Decision tree 93.91% accuracy, 94.33% sensitivity, 92% pre-
cision with P=0.001 ((p<0.05) produces a superior outcome to 
the Support Vector Machine 91.25% accuracy, 93.93% sensitiv-
ity, 86.11% precision (P<0.001)). Conclusion: The decision tree 
algorithm produces better results compared to the Support 
Vector Machine.
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INTRODUCTION
COVID-19 stands for a coronavirus that has yet to 

be thoroughly identified in humans. This condition 
is known to affect people of all ages, especially those 
with bodily diseases, high blood pressure, diabetes, 
heart difficulties, or compromised immune systems 
(Zagrouba et al. 2021). This paper presents a predic-
tive framework combining Support Vector Machine 
in forecasting COVID-19 (Albahri et al. 2020). This 
study looked at state-of-the-art COVID prediction 
systems based on data mining and machine learning. 
A supervised machine learning model was construct-
ed with the purpose of predicting the presence of 
COVID-19 in a person (Villavicencio et al. 2021). By 
efficiently identifying at-risk COVID-19 patients ear-
ly, the suggested methodology can aid decision-mak-
ers and healthcare professionals (Aljameel et al. 2021) 
(Hunt, Cock, and Symonds 2021). 

About 7 IEEE Explore and 74 ScienceDirect arti-
cles were found to be related to this work, which was 
completed in recent years and reported the developed 
algorithm and models using ML algorithms such as 
decision tree, SVM, logistic regression, and neural net-
work to predict and analyze performance with regard 
to accuracy, sensitivity and precision in innovative 
COVID-19 projection (Kwekha-Rashid, Abduljabbar, 
and Alhayani 2021) where the purpose of this study 
was to figure out how machine learning applications 
and algorithms fit into the COVID-19 examination, 
among other things, with 92.9% testing accuracy Su-
pervised learning outperformed rival Unsupervised 
learning methods. The main goal of this study was to 
develop and test machine learning models that could 
estimate the outcome of COVID-19 patients using de-
mographic data, virus routines, and health conditions, 
the LASSO, and linear SVM gave better accuracy rates 
than the other algorithms (Gambhir et al. 2020). With 
COVID-19 and Pneumonia cases on lungs X-ray im-
ages, this study offers a machine learning-based classi-
fication of the extracted deep feature using ResNet152 
(Diallo, Diallo, and Ju 2020) (Alballa and Al-Turaiki 
2021) the model has an RF accuracy of 0.973 and an 
XGBoost predictive classifier accuracy of 0.977. This 
article presents an eight-question ML model for pre-
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dicting a true SARS-Cov-2 virus through RT-PCR 
tests (Zoabi, Deri-Rozov, and Shomron 2021). Our 
team has extensive knowledge and research experi-
ence that has translate into high quality publications 
(Chellapa et al. 2020; Lavanya et al. 2021; Raj Ret al. 
2020; Shilpa-Jain et al. 2021; S et al. 2021; Ramadoss et 
al. 2022; Wuet al. 2020; Kalidoss et al. 2021; Kaja et al. 
2020; Antink et al. 2020; Paulet al. 2020; Malaikolund-
han et al. 2020) 

The lack of effective early diagnosis of COVID-19 
that removes the human error rates is the driving force 
for this research to anticipate COVID-19 in a prelim-
inary phase. The authors were experts in machine 
learning algorithms and they were able to perform bi-
ological research comparing the COVID-19 data with 
the Decision tree algorithm and Support Vector Ma-
chine. The major goal is to detect COVID-19 with the 
maximum degree of accuracy.

MATERIALS AND METHODS
The research was carried out at the University sim-

ulation lab, Saveetha School of Engineering, Chen-
nai. The sample size was estimated using clinical.
com and earlier study data (An et al. 2020) with an 
alpha error-threshold of 0.05, enrolment ratio of 0:1, 
95 percent confidence interval, and power of 80 per-
cent. Group 1 consisted of a Decision tree algorithm 
(N=20) and SVM (N=20). This research comprised a 
total of 40 samples.

Data samples used in this study are collected from 
the Kaggle website. The data set undergoes data reduc-
tion techniques to obtain the absolute data required. 
The data should be given as input to MatLab 2021a to 
perform classification learning techniques. Input data 
should be imported to classification learning tools to 
perform training. The imported data was trained sepa-
rately for each algorithm i.e, once for the Decision tree 
varying with cross-validations from 5 to 24 and sim-
ilarly for the Support Vector Machine with cross-val-
idations from 5 to 24. After validation of data for an 
algorithm, the confusion matrix should be obtained 
for each validation (Hunt, Cock, and Symonds 2021), 
which involves the TP (true positive), TN (true nega-
tive), FP (false positive), FN (false negative). Accuracy, 
Sensitivity, and Precision are calculated with the help of 
these values given in Equation (1), (2), and (3).

 
TP TNAccuracy

TP TN FP FN
  (1) 

  
TPSensitivity

TP FN
  (2) 

 
TPPrecision

TP FP
  (3) 

Statistical Analysis
The accuracy of the Decision Tree algorithm and 

the Support Vector Machine algorithm were examined 
using IBM SPSS 27.0.1. The variables like COVID 
samples are independent and parameters like Asthma, 
Headache, Diabetes, Chronic Lung disease are depen-
dent variables. The sample T-Test was applied to find 
the mean accuracy, mean sensitivity, mean precision 
between the two groups, and performance compari-
son between the two groups is performed.

RESULTS
Both the algorithms appear to provide the same 

COVID-19, with an accuracy rate ranging from 91.25 
percent to 93.93 percent. The mean accuracy of the Deci-
sion Tree (DT) method is greater than that of the SVM ap-
proach, as shown in Table 2. The DT algorithm achieved 
the best accuracy, sensitivity, and precision when com-
pared to the Support Vector Machine algorithm as shown 
in Table 1a and Table 1b. According to the statistical anal-
ysis of Table 2, the Decision tree has a lower error rate 
than the SVM. Table 3 shows that using an independent 
sample T-test, there appears to be a statistically negligible 
difference (P=0.038 for accuracy, P=0.20 with (p>0.05) for 
sensitivity and P=0.32 for precision, p>0.05, in both ap-
proaches. These findings revealed that the Decision tree 
algorithm can predict COVID-19 disease more quickly 
than the Support Vector Machine. The mean accuracy, 
sensitivity, and precision of the new COVID-19 prediction 
with the Decision tree method and the Support vector ma-
chine technique are shown in Fig. 1. The confusion matrix 
of DT and SVM algorithms, shown in Fig. 2a. and Fig. 2b., 
offers TP, TN, FP, FN values, which can be used to calcu-
late accuracy, sensitivity, and precision.

DISCUSSION
In this study of innovative COVID-19 prediction, 

the Decision tree algorithm showed the best accura-
cy (93.31%), sensitivity (94.33%), precision (92%) as 
shown in Table 2. The significant difference appears 
to have increased slightly, although it is not statistical-
ly significant as shown in Table 3. Decision tree algo-
rithm is the simplest and most cost-effective approach 
to predict COVID-19. 
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Table 1a
Covid-19 samples using Decision tree

Sample Accuracy Sensitivity Precision
1 0.95 0.94 0.94
2 0.97 0.94 1
3 0.95 0.94 0.94
4 0.95 0.94 0.94
5 0.92 0.91 0.88
6 0.95 0.93 0.94
7 0.9 0.92 0.83
8 0.92 0.94 0.88
9 0.95 0.94 0.94
10 0.92 0.93 0.88
11 0.9 0.92 0.83
12 0.95 0.94 0.94
13 0.92 0.93 0.88
14 0.97 0.92 0.83
15 0.92 0.93 0.94
16 0.95 0.92 0.94
17 0.92 0.93 0.88
18 0.95 0.94 1
19 0.92 0.94 0.88
20 0.95 0.9 0.94

Table 1b
Covid-19 samples using Support Vector Machine

Sample Accuracy Sensitivity Precision
1 0.9 0.93 0.83
2 0.92 0.94 0.88
3 0.9 0.94 0.83
4 0.92 0.94 0.88
5 0.9 0.91 0.83
6 0.92 0.93 0.88
7 0.9 0.92 0.83
8 0.92 0.94 0.88
9 0.9 0.94 0.83
10 0.92 0.93 0.88
11 0.9 0.92 0.83
12 0.92 0.94 0.88
13 0.9 0.93 0.83
14 0.92 0.92 0.88
15 0.9 0.93 0.83
16 0.92 0.93 0.88
17 0.9 0.94 0.83
18 0.92 0.94 0.88
19 0.9 0.94 0.83
20 0.92 0.9 0.88

Table 2
Comparison of mean accuracy, sensitivity, and precision using 
Decision tree and SVM algorithms.

 GROUP STATISTICS

Param-
eters

Group N Mean Std. De-
viation

Std. Er-
rorMean

Accu-
racy

DecisionTree 20 0.9391 0.02072 0.00463

Support Vec-
torMachine

20 0.9125 0.01282 0.00287

Sensi-
tivity

DecisionTree 20 0.9433 0.00316 0.00071

Support Vec-
torMachine

20 0.9393 0.00189 0.00042

Preci-
sion

DecisionTree 20 0.92 0.04622 0.1033

Support Vec-
torMachine

20 0.8611 0.02850 0.00637

The researchers worked on SVM and Decision tree 
algorithms for innovative prediction of COVID-19 
which results in 91% sensitivity of the SVM model (Al-
balla and Al-Turaiki 2021). In this study, the authors 
used a CR meta classifier and Decision tree for ana-
lyzing the early diagnosis of COVID which resulted in 
82% to 86% of accuracy for the Decision tree (Arpa-
ci et al. 2021). This study shows that among the three 
algorithms SVM model gave the highest accuracy of 
95.2 percent, 87.8% sensitivity, 97% specificity (Tamal 
et al. 2021). Related work on SVM, Gradient Boosted 
Decision Tree are among the machine learning ap-
proaches used to create this ensemble model which 
produces an accuracy of 96.21% (Gao et al. 2020) (Li 
et al. 2021). Clinical prediction models are evaluated 
with the use of ML and laboratory data, and accuracy, 
F1-score, precision, and recall are 86.66 %, 91.89 %, 
86.75 %, and 99.42 percent, respectively (Alakus and 
Turkoglu 2020).

The factors which influence the study are the at-
tributes like age, gender, whether the patient is having 
an illness or disease like diabetes, pneumonia, asthma, 
obesity, heart problems, etc. As the data will not be 
in time series it will be the major issue faced. The fu-
ture work is based on how COVID-19 detection tech-
nology is being used in the healthcare industry and 
how it may help with a more accurate diagnosis. As a 
consequence, this initiative has a promising future, as 
manual forecasting may be readily converted to com-
puterized output at a cheap cost. A larger dataset of 
real-time applications combined with additional ma-
chine learning algorithms might yield superior results. 
The limitations of this research work are to increase 
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Table 3
Independent sample T-test in predicting the accuracy, sensitivity, and precision of COVID-19 using the Decision tree and SVM 
algorithm. There appears to be an insignificant difference in both methods for Accuracy and precision with p>0.05

Parameter Equal Vari-
ances

Levene’s Test for 
Equality of Variances

 T-test for Equality of Means 

F Sig t df Significance 
(one-Sided 

p) 

Mean Dif-
ference 

Std.Error 
Difference

95% Confidence 
interval (Upper) 

Accuracy Assumed 4.647 0.38 4.87 38 <.001 .02659 .00545 .03762
Not assumed 4.87 31.69 <.001 .02659 .00545 .03769

Sensitivity Assumed 5.879 0.02 4.86 38 <.001 .00400 .00082 .00566
Not assumed 4.86 31.02 <.001 .00400 .00082 .00568

Precision Assumed 4.930 0.03 4.85 38 <.001 .05892 .01214 .08350
Not assumed 4.85 31.62 <.001 .05892 .01214 .08366

Fig. 1. Bar graph representing the comparison of mean accuracy, sensitivity, and precision of COVID-19 prediction with Decision 
tree algorithm and the Support vector machine algorithm. Both the techniques appear to produce the same variable results with 
accuracy ranging from 93% to 91%. X-axis: Decision tree vs SVM. Y-axis: mean accuracy, sensitivity, and precision detection ± 1 SD.

Fig. 2a. Confusion matrix for Decision tree algorithm K=5. True 
Positive is found to be 17% and false positive is found to be 1%, 
true negative is found to be 21% and false negative is found to 
be 1%.

 
Fig. 2b. Confusion matrix for Support Vector Machine algorithm 
for K= 5. True Positive is found to be 17% and false positive is 
found to be 1%, true negative is found to be 21% and false 
negative is found to be 1%.
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more sample size by capitulating significant accuracy 
than the existing algorithm in the Innovative detec-
tion model and the future scope of this research is to 
ensemble the simple genetic algorithm in predicting 
all variants of COVID and classifying the Adaboost 
for feature extraction.

CONCLUSION
When compared to SVM the Decision tree algorithm 

(93.91%) that runs in the MatLab proved to offer high-
er results in this research of innovative COVID-19 pre-
diction for Support vector machine (91.25%). In addi-
tion, the performance of the algorithm improved as the 
amount of the data grew, which is not seen in other meth-
ods. This model is highly efficient and has a lot of prom-
ise in terms of predicting and analyzing COVID-19, thus 
it may be used in hospitals and testing facilities.
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