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Abstract
In the present article the relevance of using DSS under the cur-
rent conditions for image recognition and, as a more specific 
application, for the purpose of additional assistance rendered to 
medical experts (radiologists) in their decision-making and pre-
paring findings upon assessment of X-ray images is considered.
The paper analyzes the requirements for some expert DSS and 
their main characteristics that they should have; considered and 
selected is the necessary software for making rapid diagno-
ses of diseases of the thorax. All these modern requirements 
and characteristics are met by the Deep Learning Studio (DLS) 
software, which allows using deep convolutional neural network 
Inception V3 to teach this network and further obtain optimal 
results in the recognition and diagnosis of diseases of the tho-
rax by assessing X-ray images.
As a result of this study, a ready-made DSS intended for use by 
medical institutions for additional assistance to radiologists to 
prepare findings according to X-ray images has been obtained. 
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At present, information technologies have been 
rapidly introducing into the broadest areas of human 
activity, and in this sense the impact made by digitaliza-

tion in the spheres of society related to natural science, 
education, medical care, etc. is especially noticeable. 
We all have witnessed a huge push towards the growth 
of digitalization, “a global process that is subjugating 
the planet and even the space beyond its borders more 
and more every day” [1] during the global Covid-19 
pandemic. The worldwide pandemic of coronavirus 
infection has revealed some deep-seated problems in 
society that have already been experienced by the so-
ciety, but have been not so acute. For example, it is a 
well-known fact that there is a problem of providing 
primary care by qualified medical experts. Similar dif-
ficulties in finding narrow-field experts also affect the 
secondary link of municipal medical institutions (ad-
visory centers, hospitals, etc.). The scarce specialties 
include, in particular, radiology.

The basic function of the lungs is to saturate the 
blood with oxygen, and during illness this function 
is significantly weakened. Therefore, the heart has to 
work in an extremely abnormal mode. Operating in 
this mode leads to rapid fatigue of the heart muscle.

The SARS-CoV-2 virus increases coagulation, 
resulting in the formation of blood clots. Damage 
to the walls of blood vessels can also provoke their 
inflammation and detachment of blood thrombi, 
which can lead to a heart attack, stroke or pulmonary 
embolism. Viral myocarditis (inflammation of the 
heart muscle fibers of an infectious nature) is also 
a very dangerous complication after the Covid-19 
disease. The diagnosis of myocarditis is based on 
patient complaints and instrumental examinations, 
the most informative of which are CT and MRI of 
the heart, which are capable of showing pathological 
structural changes and the presence of an inflamma-
tory process.

Recently, medical consultation systems based on 
the “second opinion” principle have found a wide-
spread application: they allow properly assessing im-
ages and interpret the results [2].

An important task is to design medical decision 
support systems (DSS), which are information sys-
tems functioning autonomously or as a part of medi-
cal information systems (MIS). To reduce the severity 
of the problem, it is necessary to apply an approach 
to the development and implementation of the above 
information systems and DSS from the standpoint 
of the system analysis, one of the stages of which is 
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mathematical modeling, including a construction and 
an analysis of deterministic models [3]. The decision 
support system allows you to use the data obtained, on 
the basis of which it helps the doctor in decision-mak-
ing and also provides information support for the de-
cision being made [4-7].

Radiography is the most common tool for review 
and further analysis of images, necessary for screen-
ing, diagnostics, and treatment of diseases, including 
pneumonia. However, it is estimated that two thirds 
of the world’s population do not have access to radio-
logical diagnostics. With the use of automated radiog-
raphy systems at the expert level, this technology can 
also improve rendering of the medical care service and 
increase access to high-quality medical imaging exper-
tise in those parts of the world where access to qualified 
radiologists is limited.

However, in order to implement full automation of 
the X-ray imaging in medicine, it is required to solve a 
set of complex tasks.

For example, it will be necessary to standardize the 
format and quality of the output of images produced 
by various X-ray equipment types. The absence of a 
standard regulating the parameters and quality of im-
ages will not guarantee the stability of the model and 
the reliability of the results upon data transfer from 
one device to another.

Next, you will need to add regular quality check 
of the model by submitting a reference test sample 
verified by doctors. At the same time, the quality of 
the model will be constantly tested. And finally, con-
fidence thresholds should be built into the model, 
and, if exceeded, the images are to be submitted to the 
doctor for classification. Based on the current state of 
our primary and secondary health care, we are not yet 
ready to fully automate the process.

By DSS, we will understand an interactive auto-
mated system that helps the user (the decision mak-
er (DM)) using data and models to identify and solve 
problems and make decisions. The DSS should be 
capable to work with interactive queries with a query 
language that is easy enough to learn.

According to D. Power [8, 9], the DSS has the fol-
lowing four main features:

1) DSS uses both data and models;
2) DSS is designed to help DM in decision-making 

for poorly structured and unstructured tasks;
3) DSS supports, but does not replace, deci-

sion-making by experts;

4) the purpose of using the DSS is to increase the 
efficiency in decision-making.

The typical features of an intelligent decision sup-
port system are the following:

 – a clearly defined limitation of the subject area;
 – availability of a knowledge base;
 – separation of declarative and procedural knowl-

edge (facts and decision-making mechanisms);
 – capability to make decisions in unique problem sit-

uations for which the algorithm is not known in 
advance and is formed from the source data in the 
form of chains of decision-making rules from the 
knowledge base;

 – capability to solve the problem under conditions 
of incompleteness, unreliability, ambiguity of the 
initial data and the lack of quantitative estimates 
of alternatives;

 – capability to deduce decision rules well in time and 
answer specific user questions;

 – using the interface that is most acceptable for the 
user of the given specialty [10].
There are some interesting features which an intel-

ligent system may have and which are related to knowl-
edge bases (KB), and one of them is such a property of 
machine learning as a modification of its own KB in 
the process of an intelligent system performance, an 
adaptation to a problem area. It is similar to a human 
ability to “gain experience”.

Machine Learning is an extensive subsection of ar-
tificial intelligence that studies methods for construct-
ing algorithms capable of learning. There are two 
types of teaching: 1. Case-based learning, or inductive 
learning, is based on identifying patterns in empirical 
data. 2. Deductive learning involves the formalization 
of experts’ knowledge and their transfer to a computer 
in the form of a knowledge base. Deductive learning is 
usually attributed to the field of expert systems, so the 
terms machine learning and case-based learning can 
be considered synonymous [11, 12].

There is one area of AI that has achieved the great-
est success in recent years, namely the field of image 
recognition and convolutional neural networks. In 
some tests, AI algorithms outperform humans in im-
age recognition. Here are two examples: Large Scale 
Visual Recognition Challenge and German Traffic 
Sign Recognition Benchmark.

Therefore, our idea is to apply AI to the field of 
image recognition in the processes, where doctors are 
engaged, namely, to the analysis of X-ray images.



52 | Cardiometry | Issue 21. February 2022

In the differential diagnosis of respiratory diseases, 
it is extremely important to identify the key radiologi-
cal syndrome that allows the doctor to outline the po-
tential list of diseases and apply additional examina-
tion methods [13–15].

The most informative method of the X-ray exam-
ination in respiratory diseases and diagnosis of viral 
pneumonia (including Covid-19) is a computed to-
mography (CT). This method is the most relevant un-
der the current conditions [13–15].

To teach our neural network model, a pre-marked 
data set will be needed and, most importantly, the pres-
ence of a validation sample will also be a good advan-
tage, however if it is not available, it will be possible to 
take a small part of the marked training sample, remove 
it from the set before teaching our model, and after 
training, use it as a validation one.

There are a lot of datasets containing X-ray im-
ages of the lungs, both of a healthy and pathological 
nature. After studying several examples of suitable 
datasets, our preference was given to a dataset free-
ly hosted on Kaggle Chest X-Ray Images (Pneumo-
nia), since it fits several parameters such as given 
below:

1) the dataset is already marked up;
2) large training sample size (5216 images);
3) availability of a validation sample;
4) it’s an authoritative source.
All these parameters allow us evaluating this data-

set as the most convenient to use.
The initial data for verification were taken from the 

Russian official website of State Budgetary Institution 
“Scientific Clinical Center for Diagnostics and Tele-
medical Technologies of the Department of Health-
care”, (https://tele-med.ai/), Moscow, and the Society 
of Radiologists, Moscow. 

For our analysis of radiographs, all lung images 
were checked for image quality, and images of poor 
quality or poorly digitized were removed.

When trying to teach our model, we face three se-
rious problems:

1) Insufficient data: as we have already said, it is 
difficult to find eligible datasets for each task, and it 
was a great luck for us to find them.

2) Lack of capacity: a system capacity is a big 
problem, it is almost impossible to teach a serious 
model at home; renting computers with powerful 
GPUs or virtual machine in the cloud is not always 
possible; the platforms with free access often have 

low capacities, and the huge disadvantage of rent-
ing a computer is the lack of knowledge necessary 
to configure this machine, when an extra worker is 
needed for this purpose.

3) Lack of time: much time is needed to teach the 
model.

Thus, we use the transfer training, which helps us 
retrain the final layer of the already trained Inception 
V3 model to new categories from scratch.

The main problem in training a neural network is 
a computing capacity, but in addition to that, besides 
the theoretical knowledge in the field of artificial intel-
ligence, programming skills at a sufficiently high lev-
el may be required. Deep Learning Studio (DLS), on 
the other hand, simplifies the creating of architecture, 
training and retraining of the model, followed by the 
subsequent analysis of training outcomes as much as 
possible.

Since it was decided to use the Deep Learning Stu-
dio software in our research, it was also necessary to 
convert the data in the dataset into the form that the 
program could process [16]. For that aim the special 
Python3 program was developed, the task of which 
was to quickly and conveniently make a table, in 
which each image would contain a record to classify it. 
The program successfully produced such tables, and, 
after that, the archive with the tables and images was 
uploaded to DLS.

After uploading the data, the network training pro-
cess was carried out several times, until it was possible 
to achieve a verification accuracy approximately of 
74 percent (see Figure 1 herein).

With an increase in the number of the training 
epochs, the accuracy of the DSS will be significantly 
higher.

And the already trained network was considered as 
a DSS. We managed to process the X-ray images from 
the hospital, and the findings were obtained as indi-
cated herein (see Figure 2).

Our DLS has a convenient interface, which allows 
you to upload images for processing via a tab in the 
browser, and, in our opinion, it greatly simplifies the 
work by a doctor in making a diagnosis. It makes the 
system user-friendly for applications by a medical in-
stitution, since every expert who has an access thereto 
can use one and the same trained network, and there 
is no need for deep knowledge in the field of AI, so 
that all this allows the doctor to better concentrate on 
making a diagnosis.
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