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Radio astronomical imaging arrays comprising large numbers of antennas, O(102–103), have posed a

signal processing challenge because of the required O(N2) cross correlation of signals from each antenna
and requisite signal routing. This motivated the implementation of a Packetized Correlator architecture
that applies Field Programmable Gate Arrays (FPGAs) to the O(N) “F-stage” transforming time

domain to frequency domain data, and Graphics Processing Units (GPUs) to the O(N2) “X-stage”
performing an outer product among spectra for each antenna. The design is readily scalable to at least
O(103) antennas. Fringes, visibility amplitudes and sky image results obtained during field testing are
presented.

Keywords: Techniques: interferometric, instrumentation: interferometers, instrumentation: miscella-
neous.

1. Introduction

Cross-correlation of time-series signals from anten-
nas in radio astronomical arrays scales quadrat-
ically with the number of antennas or phased
elements and linearly with bandwidth. A new gener-
ation of full cross-correlation low-frequency arrays,

††Corresponding author.

motivated in part by the science of 21 cm cosmology
(Furlanetto, Oh & Briggs, 2006), is notable for the
numbers of antennas employed, which may number
in the hundreds. Examples include the Long Wave-
length Array (LWA; Taylor et al., 2012) and the
Precision Array for Probing the Epoch of Reion-
ization (PAPER; Parsons et al., 2010).

1450002-1

J.
 A

st
ro

n.
 I

ns
tr

um
. 2

01
4.

03
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 4

3.
21

8.
19

6.
50

 o
n 

08
/1

8/
23

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.

http://dx.doi.org/10.1142/S2251171714500020


March 31, 2014 14:50 1450002

J. Kocz et al.

Correlator designs that rely on Application
Specific Integrated Circuits (ASICs) and Field
Programmable Gate Arrays (FPGAs) are common
(Perley et al., 2009). Systems have also been imple-
mented in software, running on general purpose
CPUs (Deller et al., 2007). Though ASIC and
FPGA-based designs are efficient in terms of com-
putation and signal transport, development efforts
may have long lead times and require specialized
digital engineering, and upgrades in capability
without extensive re-engineering may be imprac-
tical. Moreover, in both cases implementations do
not depend on off-the-shelf mass manufactured
hardware, use of which may reduce cost. In contrast,
CPU-based correlation depends on general purpose
languages, libraries, and hardware. It leverages
investment by computer and computational science
communities in algorithms and optimizations, as
well as the economies of scale in manufacturing of
hardware. The approach is inherently flexible, but
the computing density of general purpose CPUs
limits application to small arrays.

Graphics Processing Units (GPUs) are mas-
sively parallel computation engines that are well
matched to the cross multiplication operation of the
“FX” correlation algorithm (Thompson, Moran &
Swenson, 2001) and the high-speed movement of
data that is required for large arrays, i.e. for a large
number of correlator signal inputs. The operation
may be phrased as an outer product of two vectors
that contain data for each antenna for a given time
and frequency. The problem is readily parallelized
and on GPUs achieves high arithmetic intensity
(number of operations per byte moved). Although
use of floating point arithmetic is intrinsically less
efficient than the fixed point arithmetic typically
executed by ASICs and FPGAs, high computing
density, parallel architecture, high-speed memory
transfer, and code reduction afforded by a compiler
make GPUs strongly competitive for large arrays
(e.g. Clark, La Plante & Greenhill, 2012).

The limitations of current correlator systems
motivated the development of a new “hybrid”(a)

design where the F and X stages of correlation are
implemented using FPGAs and GPUs respectively.
The design leverages the modular architecture

aOriginally the term “hybrid” described correlators that use
analog filtering and digital frequency analysis. Such systems
are now rare, and the term is repurposed here to refer to an
all-digital design that mixes platforms, harnessing fixed and
floating point arithmetic.

introduced by Parsons et al. (2008), but GPU
servers are substituted for FPGA platforms and
applied to the cross multiplication stage. For large
N correlator systems, adoption of GPUs for exe-
cution of cross multiplication can provide an initial
cost advantage (e.g. Filiba, 2013), as well as pro-
viding the flexibility and rapid development time
advantages of a software correlator. Achieving high
compute utilization in high-speed stream Fourier
processing of data is comparatively more difficult
than in cross multiplication, due to the lower arith-
metic intensity of the calculation. As a result of this
FPGA platforms continue to be used to execute
the synchronous digital sampling of time-series data
at the correlator input and the Fourier transform
to frequency space that is intrinsic to the F stage.
However, use of GPUs throughout the processing
path may also be practical for some applications
in which other systems provide synchronous digital
sampling.

Section 2 describes the three main corre-
lator computing layers (FPGA, CPU, and GPU).
Section 3 discusses the scalability of the design.
Section 4 introduces the results of an August 2012
field deployment, and discussion of further devel-
opment options appears in Sec. 5.

2. Correlator Architecture

2.1. Hardware

The hybrid architecture can be divided into four
sections (Fig. 1). First, the F stage implemented on
FPGA hardware accepts synchronous input from
digital baseband samplers, transforms time to fre-
quency domain data at the Nyquist rate, and
formats data into Ethernet packets. A platform such
as the Reconfigurable Open Architecture Computer
Hardware (ROACH) or its successor, ROACH2,(b)

which consists principally of an FPGA chip and the
facility to connect the requisite analog to digital
converter (ADC) outputs and multiple Ethernet
interfaces, can be used. Second, the network layer
initiates a corner turn or transpose operation while
conducting data from the F to the X stage (see
Sec. 2.4). This can be realized with an off-the-shelf
Layer-2 switch. Third, at entry to the X stage,
packetized data capture and ordering (completing
the corner turn in preparation for cross multipli-
cation) are executed in a CPU layer. This can

bhttp://casper.berkeley.edu/wiki/hardware.

1450002-2

J.
 A

st
ro

n.
 I

ns
tr

um
. 2

01
4.

03
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 4

3.
21

8.
19

6.
50

 o
n 

08
/1

8/
23

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



March 31, 2014 14:50 1450002

A Scalable Hybrid FPGA/GPU FX Correlator

Fig. 1. Correlator data path. Signals are sampled by ADCs that are directly connected to the FPGA platform. Digitized time
domain data are transformed to the frequency domain. A selected sub-band is formatted into ethernet packets for transmission
via a network switch to a GPU server. The data are captured to RAM, unpacked from 4 to 8-bits (complex), and copied to
the GPUs for cross multiplication. The data are averaged, transferred back to server RAM and written to disk. Direct transfer
to disk of spectra is enabled when sampling at the Nyquist rate is needed (dotted line).

use a general purpose high-throughput server and
network interface. Fourth, cross multiplication and
integration of products for each frequency channel
and time sample is implemented in the GPU layer.
Averaging of time samples in the GPU layer reduces
the volume of data that must be transferred back
to the CPU layer following the O(N2) cross multi-
plication. The selection of GPU is chiefly governed
by floating point computing capacity (Flop s−1).
Device memory capacity is a secondary consider-
ation, effectively reduced to O(N) needed to store
data prior to correlation, due to savings afforded by
the time averaging of the data afterward. F-stage
processing is parallelized by antenna input. X-stage
processing is parallelized by frequency. Each GPU
processes a sub-band extracted from the output to
the F stage. (The number of sub-bands and thus the
number of frequency channels per GPU depends on
computational capacity–completion of the O(N2)
calculations in a sufficiently short time for real-time
processing.)

In contrast to an ASIC or FPGA correlator
architecture, the hybrid architecture combines syn-
chronous and asynchronous elements, which is
effective provided there is adequate buffering and
the time order of data can be maintained. Each
of the “F” stages are synchronized by a Pulse
Per Second (PPS), enforcing a specific start time
for any observation. The timestamp for any given

portion of the dataset can be calculated relative to
this starting time. Accordingly, no other synchro-
nization or timing devices are required.

2.2. Software packages

2.2.1. FPGA

The FPGA firmware was developed using
Matlab/Simulink and Xilinx System Generator,(c)

coupled with libraries developed by the Collabo-
ration for Astronomy Signal Processing and Elec-
tronics Research (CASPER).(d) These configured
the signal routing and FPGA logic for capture
of samples from the ADCs, polyphase filter bank
(PFB) operation, Fast Fourier Transform (FFT)
processing, and packetizing for ethernet trans-
mission off the ROACH.

2.2.2. CPU

The data transmitted from the ROACH hardware
are received using the Pulsar Distributed Acqui-
sition and Data Analysis PSRDADA(e) software
package. The core functionality of the package is the
capture and subsequent streaming of data between

chttp://www.xilinx.com/tools/sysgen.htm.
dhttps://casper.berkeley.edu/wiki/Libraries.
ehttp://psrdada.sourceforge.net.
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ringbuffers. Data are acquired from a network
interface or other direction connection and stored
in a buffer. Each buffer is broken up into a header
block, containing information identifying the origin
of the data and several sub-blocks. As data are
received they are written to the sub-blocks sequen-
tially. When a sub-block is full, a flag is raised sig-
naling that the data in the sub-block can now be
read. Read and write clients manage this process,
such that data can be read from one buffer, manipu-
lated, and written to another. This forms a modular
processing chain into which additional steps can
be inserted without modifying other aspects of the
system.

2.2.3. GPU

The open xGPU package first developed by Clark,
La Plante & Greenhill (2012) — a.k.a. the
Harvard X-engine — is an optimized scalable cross-
multiplication code. The required performance of
the CPU and GPU layers in combination is mea-
sured via the rate of single precision (SP) floating
point operations, R, and capture rate, D (including
all stages of the PSRDADA pipeline and GPU calcu-
lations). Both depend on the number of correlator
inputs (Ni: twice the number of antennas or ele-
ments for two polarizations), number of frequency
channels Nc, and the Nyquist sample interval for
the F-engine spectra (τ):

R = 4Ni(Ni + 1)Ncτ
−1; (1)

D = 8NiNcτ
−1. (2)

On GPUs, there are four floating point operations
per fused complex multiply and add operation.
Thus, dividing Eq. (1) by four enables crude com-
parison with the operation count for correlation
using fixed-point arithmetic.

2.3. Frequency domain transformation

The correlator F stage comprises four operations:
a PFB, equalization and requantization, channel
selection, and packet assembly (Fig. 2). Each
sampled data stream is channelized in frequency
using a PFB. The number of bits required to rep-
resent the data typically increases during this stage
(e.g. from 8-bit (real) samples at the ADC to 36-bit
(complex) samples after the PFB). Since the signal
in each frequency channel of each Nyquist sample
is noise-like, each channel is requantized to 4 bits
for each component, real and imaginary (Backer,

Fig. 2. FPGA processing pipeline. Digitized inputs are sent
from the ADC to a PFB. Post PFB the signals are scaled to
have 4 bits for the real, and 4 bits for the imaginary com-
ponents. A selection of frequency channels are then buffered
and transmitted via ethernet ports connected to the FPGA.
Here, Nt is the number of time samples per packet, Na the
number of ADC inputs and Chs and Chf the starting and
finishing frequency channels for the current packet.

2007; Parsons et al., 2008). This reduces the F-stage
output data rate, and network load. Frequency
channel selection further reduces the network load
by restricting later processing to frequency sub-
bands that are free of persistent terrestrial inter-
ference.

The final stage before transmission of the
data is the buffering of multiple spectra. As the
number of inputs increases, the number of frequency
channels that can be processed per GPU decreases,
and frequency channels must be distributed among
a larger number of servers. Buffering enables mul-
tiple Nyquist sampled spectra to be sent in a packet,
keeping the packet size large when few frequency
channels are sent per packet. This reduces the
network overhead, and enables higher data rates
than can be achieved with small packets. A 16-
byte header is added to each packet for identi-
fication purposes. This header contains a packet
sequence number (incremented with each packet)
and an F-engine identification number. These two
numbers allow the packets to be placed in the
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Fig. 3. Packet format. The 64-bit sequence number com-
bined with the F-engine identifier creates a unique identifier
for each packet received by the server. The combination of
these two numbers also indicate where in memory the packet
should be placed. The packet size is dictated by the number
of frequency channels each GPU can process. Where multiple
Nyquist sampled spectra are sent in a single packet, each new
time sample, formatted as per the data portion of the packet,
is added to the end.

correct memory location when received, regardless
of the order in which they arrive. These identi-
fication numbers take up only a fraction of the
header space, allowing for additional information
(e.g. information regarding RFI) to be encoded with
the packet in the future (see Fig. 3).

2.4. Corner turn and cross
multiplication

Data received from the F stage are processed
through a series of ringbuffers (Fig. 4). The first

Fig. 4. Processing stages and buffers for a dual GPU
receiving system. Each “Buffer” block in the diagram repre-
sents a ringbuffer with four sub-blocks. As each sub-block is
filled, the next stage in the pipeline takes control. Separate
threads manage data capture, unpacking from 4 to 8 bits and
reordering, and GPU communication.

stages in the pipeline, data capture and unpacking,
complete the corner turn initiated in the network
layer, and prepare the data for input to the GPUs
for cross multiplication.

In the context of a correlator, the corner turn
operation is the process of assembling frequency
channels from multiple inputs, for example, fre-
quency channel zero from every input antenna
polarization. When all inputs are handled by a
single device, this process is the same as a matrix
transpose (e.g. transposing all the parallel inputs
so they are ordered by frequency channel rather
than input). When the inputs originate from mul-
tiple devices, there must be an interconnect to allow
the frequency channels from different F-engines to
be merged. In a similar manner to that described
in Parsons et al. (2008), a switch is used to sim-
plify implementation of the corner turn operation in
this design. Instantiation of the corner turn in the
network and CPU layers simplifies and streamlines
the operation, playing a critical role in enabling
scalability to at least O(103) inputs without design
alteration (see Sec. 3).

Once captured over an ethernet interface,
packets are placed into RAM buffers based on the
identification number of the packet and the origi-
nating F-engine, listed in the header (Fig. 3). If a
buffer boundary is reached before all the data for
the buffer has been received due to out of order
packets, packets for the next buffer can be stored
in stack memory temporarily. Once the number of
packets in the stack reaches a pre-defined threshold,
the remaining missing packets are recorded lost, and
the buffer marked as full. The total data rate to be
captured by each server, DI , is given by

DI = [8NrNa(Highch − Lowch)]/[Nservτ ], (3)

where Nr is the number of FPGA nodes, Na is
the number of inputs per FPGA node, Lowch

and Highch are the starting and finishing channel
numbers of the selected frequency band respec-
tively, and Nserv is the number of servers.

The capture of data and placement in RAM
buffers completes the first part of the corner
turn: the data packetized on the FPGA are trans-
mitted to the appropriate GPU, coalescing the fre-
quency channels for each subset of bandwidth. After
capture, a separate process pads the data from
four to eight bits. While frequency channels from
each FPGA node will be grouped together (e.g.
channel zero from each ADC input), the channels
from different nodes will not be contiguous in
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Fig. 5. (Color online) Data flow during unpacking. The
unpacker in the CPU layer completes the corner turn by
reordering the frequency channels received from each FPGA
to be adjacent. The blue and red blocks indicate frequency
channels from different F-engines and antenna inputs.

memory. Therefore, in addition to bit promotion,
the “unpacking” step in the dataflow includes
an implicit reordering within the defined range
assigned to a GPU node and thereby completes the
corner turn (Fig. 5). Once the data are 8-bit, they
can be passed through the GPU texture memory.
The texture memory converts the input from 8 to 32
bits in hardware, effectively making the 32-bit pro-
motion “free” in terms of CPU/GPU cycles (Clark,
La Plante & Greenhill, 2012). The data are then
cross-multiplied in the GPU as in Clark, La Plante
& Greenhill (2012). The data size of the cross-
correlation matrix to be output from each GPU,
Dcc , is calculated by:

Dcc = Nc(Ni/4 + 1)(Ni/2)N2
pol, (4)

where Npol is the number of polarizations. In order
to make the output data rate manageable, this
matrix is averaged on the GPU before transferring
back to host memory, and can then be further
averaged on the CPU before writing to disk.

3. Scalability

While the requirements for scalability of a signal
processing system are superficially rudimentary
(e.g. increase processing power and memory size),
in practice, it cannot be taken as given that any
particular architecture can be scaled to larger N
when details of implementation are considered. The
modular nature of the hybrid correlator, choice
of packet format and corner turn implementation,
enable scaling as a function of inputs and band-
width as described by Eqs. (1)–(3). As a limit is

reached in the number of inputs, GPU processing
capacity or data capture rate, additional F-engine
nodes may be added to enable new signal paths,
and X-engine nodes to expand cross-multiplication
capacity. Note that in order for the corner turn to
scale, the requisite number of switch ports increases
concomitantly and a full cross-bar network configu-
ration is needed when the number of required ports
exceeds the capacity that can be accommodated by
a single switch.(f )

In addition to scaling the number of inputs,
the F stage can similarly be scaled in bandwidth
using standard techniques such as using multiple
oscillators to split the input baseband between plat-
forms, or constructing a compound F-engine (e.g.
a course PFB followed by a fine PFB). Scaling of
the F-engine may be limited by packet buffering.
As the number of antennas grows, increasing
numbers of Nyquist sampled spectra need to be
buffered on the FPGA before transmission. This can
be accomplished using the FPGA buffer random
access memory (BRAM), or if required, additionally
attached memory such as quad data rate (QDR)
or dynamic random access memory (DRAM). The
packet size can be calculated by NtNaNc, where
Nt is the number of time samples per packet.
The number of packets that can be buffered is
then Msize/NtNaNc, where Msize is the amount
of buffer memory available. Taking the ROACH2
platform as an example, there is 36 MB of QDR
memory. This allows for buffering of order 4400,
8 kB packets, through to 35,000, 1 kB packets, where
the minimum packet size will be limited by the
required data capture speed for each GPU server.

There are two points at which GPUs may
limit scalability. The first occurs when the pro-
cessing requirements of the system are such that
a GPU cannot process a single frequency channel
in real time. The second case is a hardware limit,
where the number of inputs increases to where the
data for a single frequency channel will not fit on
the device. The first can be overcome within the
current architecture by assigning multiple GPUs
to the same frequency channel, and multiplexing
in time. For example, GPU zero processing fre-
quency channel zero at time step one, and time step
three, while GPU one processes time steps two and
four. An alternative option involves partitioning

fThis could also be accomplished using multiple smaller para-
llel networks.
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Table 1. Data rate and processing requirements for a varying number of
inputs.

Inputs 32 64 512 5600 19,000

FPGA processing

(Top s−1 required) 0.01 0.02 1.81 1.98 6.72

GPU processing

(TFlop s−1 required) 0.42 1.66 105 12539 144324

GPUs (3TFlop s−1) 1 1 36 4180 48109

GPUs (24TFlop s−1) 1 1 5 523 602

Data (Gbps)/GPU (3TFlop s−1) 25.58 51.17 11.37 1.07 0.316

Data (Gbps)/GPU (24TFlop s−1) 25.58 51.17 81.88 8.56 2.53

the visibility matrix so that each GPU computes
and stores only a subset of the matrix. This can
be thought of as an additional level of memory
tiling for the GPU. This partitioning solves both
limitations simultaneously. Using current gener-
ation hardware, the maximum scaling is to ∼5600
antennas without time multiplexing or partitioning
assuming a sustained processing rate of 3TFlop s−1

per GPU. Assuming a ∼6GB memory limit, the
maximum number without partitioning is ∼19,000.

Table 1 shows capture rates(g) and TFlop s−1

per GPU for a 32, 64, 512, 5600 and 19,000-input
system, as well as Top s−1 for the F-engine. For
the lower-input systems, it is data rate that is the
dominating factor. For larger numbers of antennas
the data rates into each GPU can become negli-
gible. The 19,000-input system assumes that mul-
tiple GPUs are assigned to each channel.

An “ideal” system for hardware utilization
maximizes both throughput and computation.
Figure 6 illustrates the continuum of the Table 1
estimates, visualizing the potential trade offs that
can be made. For a GPU with 3 TFlop s−1 sus-
tained processing capacity for example, correlating
2.6 MHz of bandwidth, an optimal system has ∼500
inputs. For a 24 TFlop s−1 capable GPU, the ideal
number of inputs increases to ∼1500. For fewer
inputs, the GPUs are not computationally bounded.
In this case GPUs with a lower peak performance
can be used to reduce costs. For greater numbers of
inputs the GPUs are not capable of processing the
requested bandwidth in real time.

The scalability aspects discussed here are
focused solely on the correlator. While this may
be sufficient for some applications, in the general
case other elements in the data path pose unsolved

gPrior to unpacking.

Fig. 6. (Color online) Computational optimization as a
function of input count. Solid curves represent the trade off
between the number of inputs and bandwidth that can be
processed, for GPU single precision floating point capacities
of 3, 6, 12, and 24 TFlop s−1 (actual). The red dotted line
specifies the data rate for the specific example of a 2.6 MHz
bandwidth. Above the line processing is bandwidth bounded.
At the intersection of the lines, the system becomes compu-
tationally bounded. Below the line the data are unable to be
processed in real time.

problems of scale owing to dependence on at least
N2. The computation challenges associated with
gridding irregularly spaced visibilities in prepa-
ration for FFT imaging (Romein, 2012), and sub-
traction of sky models from correlator output in
the visibility domain (Mitchell et al., 2008), for
example, will also need to be addressed.

4. Specific Implementations and
Field Demonstration

Operation of the hybrid correlator configured for 32
inputs was initially demonstrated using a subset of
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Fig. 7. LWA1 stands layout. The stands used for the 32-
input demonstration are represented by squares.

antennas at the LWA1 site in New Mexico (Taylor
et al., 2012; Ellingson et al., 2013). The subset
comprised 16 dual polarization dipoles at spacings
from ∼5 to 98 m (Fig. 7).

Four ROACH boards, housing dual, quad
input, ADCs were used to digitize the input
signals.(h) The ADCs were clocked at 200 MHz,
to achieve a 100 MHz bandwidth. A PFB (2-tap,
8192 pt resulting in 24.4 kHz channel spacing),
transformed the data to the frequency domain
(Fig. 2). The data were quantized to 4-bits real and
4-bits imaginary for each frequency channel, and
a contiguous frequency sub-band of ∼40 MHz was
selected from the output (1628 channels).

Frequencies above 88 MHz are dominated by
FM radio broadcasting. Below 30 MHz at the
LWA1 site, the time and frequency occupancy of
interference increases toward the low end of the
band, principally due to long range propagation
conditions created by the ionosphere.(i) Above
54 MHz, television broadcasting may be anticipated
in general, but the LWA1 site is primarily clear
of persistent local sources due to the transition to
digital TV that moved most of the broadcasting to
frequencies above 100 MHz.

Each sub-band was formatted into 10 GbE and
transmitted via a switch to a GPU server.(j) The

hhttps://casper.berkeley.edu/wiki/ADC4x250-8.
iSee http://www.fcc.gov/oet/spectrum/table/fcctable.pdf for
the spectrum allocation.
jDual E5645 CPU, dual Tesla C2050 GPUs, dual 10GbE
ports.

32-input design required that data be captured
into RAM at an input rate of ∼10Gbps. The data
were unpacked and cross-multiplied in GPUs, per
Fig. 4. For this implementation, one CPU thread
was used to capture on each 10 GbE port (the
input data were split between two ports running
at approximately 5Gbps each), two threads were
used for each unpacker and reorder step, one thread
to call the GPU kernel, and one thread to average
and write the data output to disk.(k) Each GPU
pre-averaged 1024 cross-spectra, and the CPU a
further 119, resulting in output time averaging of
∼4.99 s.

A selection of fringes obtained following the
32-input installation can be seen in Fig. 8, and
Fig. 9 compares the progression in time of the fringe
amplitudes at 52 MHz to a two source model for dif-
ferent baselines. Finally, an image of Cygnus A and

Fig. 8. (Color online) Fringes for a 91 m baseline, in two
orthogonal polarizations. The vertical axis shows 5 second
time steps. The horizontal axis frequency steps 24 kHz
channels. The phase is coded by color (red-blue is one turn).
The two LWA1 stands used for the figure formed a baseline
29.7◦ west of north.

kTests have shown with current generation hardware the
software used is capable of capturing and processing data at
9.9 Gbps for each 10 GbE link, or alternatively up to 16 Gbps
for each CPU thread when using a 40 GbE link, and that the
unpacker code can process approximately 15 Gbps per CPU
thread. Data capture and processing using multiple threads
has shown the pipeline capable of capturing 39.6 Gbps and
processing 30Gbps of input data. The GPU performance is
analyzed in Clark, La Plante & Greenhill (2012).
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Fig. 9. Data from observations dominated by Cygnus A and
Cassiopeia A for two different baselines. Visibility amplitude
as a function of time for a 91 m baseline at a position angle
of 29.7◦ (top panel) and 98 m at 18.7◦ (bottom panel) west
of north. These baselines substantially resolve out diffused
galactic emission. The visibility amplitude expected for a sky
model of two point sources, representing CasA and CygA
(solid line) is scaled to match the amplitude of the observed
data (dots). The data are shown for one polarization, and
the amplitude is an average over three 24.4 kHz frequency
channels at 52 MHz. The fringe patterns show “beating”
between the two sources.

Cassiopeia A based on 5 min of data with 20 MHz
bandwidth is given in Fig. 10.

For the GPUs used in the 32-input test system,
the xGPU algorithm can achieve up to 79% of
the GPU peak performance (Clark, La Plante &
Greenhill, 2012). For the test system, the number
of inputs was trivially small, needing less than
10% of the available resources to compute the
cross multiplication (0.06 Top s−1). The F-engine
was divided over four FPGAs, each processing eight
inputs. The total computation for the F stage was
correspondingly small (0.1 Top s−1), requiring each
FPGA to process 0.025 Top s−1.(l) Larger 64 and
512-input systems that more fully utilize the corre-
sponding hardware (e.g. as in Clark, La Plante &
Greenhill (2012)) have been employed. Each system
processes ∼60 MHz of bandwidth. The 64-input
system replaced the original 32-input at LWA1, and
the 512-input correlator was installed at the LWA
station at Owens Valley Radio Observatory (LWA-
OVRO).

lApproximately 7% of the total theoretical computation
available on a Virtex 5 SX95T chip assuming the maximum
clock rate of 550 MHz could be achieved and all DSP48E
slices were used. Approximately 20% when the actual clock
rate of 200 MHz is used.

Fig. 10. (Color online) Cygnus A and Cassiopeia A in
an instantaneous 90-degree field of view. CygA is used as
the Stokes I calibrator, adopting flux densities of 17,000 Jy
at 74MHz (Cohen et al., 2007) and 22,000 Jy at 38 MHz
(Kellermann & Pauliny-Toth, 1966). The flux and position of
Cassiopeia A are within 4% and 0.7% of those in the liter-
ature respectively (Kellermann & Pauliny-Toth, 1966). Data
analysis was carried out as in Bernardi et al. (2013). After
bandpass calibration and fit for the dipole complex gains as
a function of time (as described in Mitchell et al. (2008)),
the visibilities were Fourier transformed to snapshot images
that were mosaiced together (Ord et al., 2010). CygA and
CasA were deconvolved using the forward modeling technique
described in Bernardi et al. (2011).

5. Summary and Future Work

The “hybrid” correlator is a scalable large-N cor-
relator implemented in both hardware (FPGA)
and software (CPU/GPU). The design architecture
described has been successfully implemented at
LWA1 as a 32 and 64-input system, and at LWA-
OVRO with 512 inputs. Without modification,
the design should be scalable to past the O(103)
antenna regime. Planned developments for the
correlator pipeline include baseline dependent inte-
gration (BDI), pulsar gating and partitioning of
the visibility matrix. Shorter baselines will have
slower fringe rotation, and can be integrated longer
without decorrelation. BDI will enable the inte-
gration length for different baselines to be specified,
decreasing the output data rate. Pulsar gating
will allow placing the “on” and “off” pulse time
samples for pulsars over the full field of view
into separate data streams, enabling generalization
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of the calibration scheme discussed in Pen et al.
(2009). Partitioning of the visibility matrix will also
be implemented to overcome potential limitations
in the GPU hardware when dealing with O(104)
antennas.

Acknowledgments

Research presented here was supported by National
Science Foundation Grants PHY-083057, AST-
1106045, AST-1105949, AST-1106059 and AST-
1106054. The authors acknowledge contribution
from the Long Wavelength Array facility in New
Mexico, which is supported by the University
Radio Observatories Program under Grant AST-
1139974, and National Science Foundation Grant
AST-1139963.

Facilities: LWA

References
Backer, D., 2007, EoR experiment — Memo quantization

with four bits, March 20, 2007, https://casper.berkeley.
edu/memos/p011.quant.pdf.

Bernardi, G. et al., 2011, MNRAS, 413(1), 411–422.
Bernardi, G. et al., 2013, ApJ, 771, 105.
Clark, M. A., La Plante, P. C. & Greenhill, L. J., 2012,

IJHPCA, doi:10.1177/1094342012444794.

Cohen, A. S. et al., 2007, AJ, 134, 1245.
Deller, A. T., Tingay, S. J., Bailes, M. & West, C., 2007,

PASP, 119, 318–336.
Ellingson, S. W., Craig, J., Dowell, J., Taylor, G. B. & Helm-

boldt, J., 2013, in IEEE Symp. on Phased Array Systems
& Technology, in press.

Filiba, T., 2013, PhD Thesis, University of California,
Berkeley.

Furlanetto, S. R., Oh, S. P. & Briggs, F. H., 2006, Phys.
Reports, 433, 181.

Greenhill, L. J. & Bernardi, G., 2012, In 11th Asian-Pacific
Regional IAU Meeting 2011, Komonjinda, S., Kovalev, Y.
& Ruffolo, D., eds., NARIT Conference Seriess, Vol. 1.
Bangkok: NARIT.

Kellermann, K. I. & Pauliny-Toth, I., 1966, ApJ, 157, 1.
Mitchell, et al., 2008, ISTSP, 2(5), 707–717.
Ord et al., 2010, PASP, 122(897), 1353–1366.
Parsons, A. et al., 2008, PASP, 120, 1207–1221.
Parsons, A. R. et al., 2010, AJ, 139, 1468–1480.
Pen, U. L., Chang, T. C., Hirata, C. M. et al., 2009, MNRAS,

399, 184–194.
Perley, R. et al., 2009, Proc. IEEE, 97, 1448–1462.
Romein, J. W., 2012, in ACM International Conference

on Supercomputer (ICS’12 ), 321–330, Venice, Italy, June
2012.

Taylor, G. B. et al., 2012, JAI, 1, doi:10.1142/S22511717
12500043.

Thompson, A. R., Moran, J. M. & Swenson, G. W., Jr., 2001,
Interferometry and Synthesis in Radio Astronomy, Wiley-
Interscience, New York.

1450002-10

J.
 A

st
ro

n.
 I

ns
tr

um
. 2

01
4.

03
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 4

3.
21

8.
19

6.
50

 o
n 

08
/1

8/
23

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.


