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Background
Proteins make up a significant portion of the human body. This includes macroscopic 
structures like the musculoskeletal system, and microscopic processes such as cell to cell 
signaling. Due to its extensive role in human anatomy and physiology, it is no surprise 
that proteins contribute to a variety of pathologic conditions. For example, abnormalities 
of protein physiology result in multiorgan-involving diseases such as alpha-1 antitrypsin 
deficiency, cystic fibrosis and hereditary hemochromatosis. Even common conditions 
such as diabetes mellitus, with its established disorder in insulin, revolves around pro-
teins. Hence, it is no surprise that elucidating protein structure and function is a key 
interest of the biomedical industry.

Abstract 

Background:  Adaptor proteins play a key role in intercellular signal transduction, and 
dysfunctional adaptor proteins result in diseases. Understanding its structure is the 
first step to tackling the associated conditions, spurring ongoing interest in research 
into adaptor proteins with bioinformatics and computational biology. Our study aims 
to introduce a small, new, and superior model for protein classification, pushing the 
boundaries with new machine learning algorithms.

Results:  We propose a novel transformer based model which includes convolutional 
block and fully connected layer. We input protein sequences from a database, extract 
PSSM features, then process it via our deep learning model. The proposed model is 
efficient and highly compact, achieving state-of-the-art performance in terms of area 
under the receiver operating characteristic curve, Matthew’s Correlation Coefficient 
and Receiver Operating Characteristics curve. Despite merely 20 hidden nodes trans-
lating to approximately 1% of the complexity of previous best known methods, the 
proposed model is still superior in results and computational efficiency.

Conclusions:  The proposed model is the first transformer model used for recognizing 
adaptor protein, and outperforms all existing methods, having PSSM profiles as inputs 
that comprises convolutional blocks, transformer and fully connected layers for the use 
of classifying adaptor proteins.
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While communication is key in the first world setting, cells communicate at a micro-
scopic level to maintain homeostasis by signal transduction. For accurate transmission 
of information, the signal must be conveyed reliably into the individual cells. Proteins 
play a key role in this process. Adaptor proteins are proteins with specific three-dimen-
sional (3D) structural conformity that serve this purpose. Examples include MYD88 and 
SHC1. These adaptor proteins contain protein-binding molecules linking protein-bind-
ing partners together, facilitating the signal transduction cascade.

Due to its microscopic complexity, the study of protein structure has been limited 
until recent time. Proteins are synthesized via trinucleotide ribonucleic acid (RNA) 
codons, namely Adenosine, Uracil, Guanine and Cytosine. The triplet RNA codons, each 
of which could either be Adenosine, Uracil, Guanine or Cytosine, give rise to 64 distinct 
triple codons. The triplet codons each code for an amino acid. The RNAs are then tran-
scribed into amino acids, the building blocks of proteins. Each amino acid is structur-
ally different, and thus each protein will have a specific 3D structure to serve its unique 
function. Specifically in this context, adaptor proteins have structures to facilitate sig-
nal transduction. Due to coding overlaps, for example both CUU and CUC coding for 
amino acid leucine, the 64 permutations only code for 20 different amino acids.

Protein function prediction is an emerging field in bioinformatics [1], due to the avail-
ability of aforementioned databases and recent development in machine learning. Exten-
sive research into protein structure and function resulted in the advent of databases such 
as UniProt [2] and Gene Ontology [3], kickstarting the drive into further protein struc-
ture research. Establishing the correct sequence for protein is vital in ensuring its 3D 
structure is intact. This explains the drive for protein function prediction research and 
the importance of minimizing losses or errors of amino acid sequences.

Since a minor discrepancy in amino acids could result in a distinct pathology, the 
accuracy of predictive methods is key. Satisfactory results have been achieved by prior 
studies such as position specific scoring matrix (PSSM) [4], biochemical properties 
(AAindex) [5], Pseudo Amino Acid Composition [6], and innovative methods using 
RNN and PSSM [7]. However, existing work still left much to be desired.

In the field of bioinformatics, application of deep learning algorithms such as CNN 
and RNN had been explored. In [7], RNN was used to model the sequence of PSSM. 
However, existing research had its limitations. The RNN has a set number of hidden 
state but the PSSM has a widely variable length. In contrast, transformer is a novel deep 
learning model that adopts the mechanism of attention [8]. It outperforms CNN and 
RNN in most cases, and can been used in genomics [9].

This paper aims to provide a new standard for distinguishing adaptor proteins. We 
hereby propose an ultra lightweight deep learning framework based on transformer and 
PSSM profiles to identify adaptor proteins. Transformer is a novel deep learning model 
for sequence analysis of adaptor proteins and the proposed model size in its optimum is 
only 1.6% of the state-of-the-art methods while in the sub-optimum the model size is less 
than 1% of the state-of-the-art, wherein both optimum and sub-optimum have better 
performance than previous best. It takes PSSM profile from the database as the input of 
the model, uses CNN and transformer for dimensionality reduction and sequence mod-
eling, and outputs the probability of whether the protein under evaluation is an adaptor 
protein. We then considered usage of layer normalization and Gradient accumulation 
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algorithm to solve the problem of single sample training caused by the variable length of 
proteins sequence. The experiment results on the independent dataset proved that our 
proposed model can effectively distinguish adaptor proteins from general proteins and 
exhibit superior performance compared to state-of-the-art algorithm.

Results and discussion
Dataset

We conducted our experiments on the dataset created in [7]. The dataset includes 1224 
adaptor proteins and 11,078 non-adaptor proteins. We used all the protein sequences 
imported from two well-known databases, namely UniProt and Gene Ontology. Only 
protein sequences which have been published in papers (termed reviewed sequences) 
were selected. To prevent over-fitting, redundant sequences with sequence identity level 
of more than 30% were removed with the Basic Local Alignment Search Tool (BLAST) 
method [10].

We used one-fifths of both the adaptor proteins and the non-adaptor proteins as the 
test set to evaluate model performance. The rest of the valid sequences were used as 
a training dataset for model training. The detailed numbers of proteins are shown in 
Table 1.

Settings

The Proposed model was implemented on NVIDIA GeForce 3090 GPU with PyTorch-
lightning library. For all experiments, we trained the models for 50 epoches with Adam 
optimizer. The learning rate was initialized to 5× 10−4 , and halved if the Area Under the 
Curve (AUC) of validation set was not improved after 6 consecutive epochs. Early stop-
ping was applied if the AUC was not improved after 20 consecutive epochs.

The batch size had to be set to 1 because of the problem of sequence length. Due to 
the batch size being set to 1, the gradient of model optimization would have been too 
random, making the model training unstable and difficult. Hence, to mitigate this issue, 
we used gradient accumulation. With gradient accumulation, the model variables would 
not be updated in every step until the gradients of a set number of batches were accu-
mulated. In this article, the size of accumulate gradient batch is set to 24.

To evaluate the performance, we utilized fivefold cross-validation technique on the 
training dataset. We selected the model with the best performance on the validation set 
for each fold. Finally, the independent dataset was used to evaluate the model.

Evaluation metrics

For simplicity of calculation and presentation, protein and non-adaptor protein are 
defined as positive data and negative data respectively. Common but effective evalua-
tion metrics that were used to measure the classification performance of the proposed 

Table 1  Dataset

Train Test Total

Adaptor 1069 155 1224

Non-adaptor 9695 1383 11,078
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model, include accuracy, specificity, sensitivity and MCC (Matthew’s correlation coef-
ficient), which can all be derived from the confusion matrix. In the confusion matrix, 
there are four categories, namely true positives, false positives, true negatives, false neg-
atives, denoted as TP, FP, TN, FN respectively. Then the evaluation metrics are defined 
as follows:

In a binary classification, accuracy, specificity and sensitivity cannot reflect the real 
performance of the method, especially when the data is imbalanced. However, MCC is 
essentially a correlation coefficient between the observed and predicted binary classifi-
cations. Hence it is more used as a means to provide correlation information rather than 
accuracy of the classification, because it takes into account the balance ratios of the four 
confusion matrix categories.

Receiver Operating Characteristic (ROC) curve is also a common and reliable per-
formance measurement for a classification problem at various thresholds settings. The 
AUC measures the entire two-dimensional (2D) area under the ROC curve. This score 
can reflect the performance of the classifier. The AUC value falls within a range from 0 
to 1, where a higher value indicates a superior model. Besides, area under the precision-
recall curve (AUPRC) is a useful performance metric for imbalanced data as well. In this 
paper, we focus on AUC and MCC.

Comparison methods

Earlier, there were articles that utilize summation of amino acids to form 400-dimen-
sional vector for the input of the neural networks [5, 11]. In addition, k-NN, Random 
Forest, Support Vector Machine (SVM), 2D Convolutional Neural Network and Recur-
rent Neural Networks (RNN) were also used to distinguish adaptor proteins [7]. RNN 
was being considered as state-of-the-art since it has the best performance as reported 
in [7] and achieved cross validation accuracy and MCC of 80.4% and 44.5% respectively. 
Specifically, the RNN model utilized PSSM profiles as inputs and obtained their features 
by two one-dimensional (1D) convolutional layers and 1D average pooling layers. In the 
model, the kernel size of convolution and pooling was 3, and the channel number of 
each distinct convolutional layer was 256. The features were then fed forward to Gated 
Recurrent Units (GRU) with 256 hidden cells. Lastly, the model processed the GRU out-
put through a fully connected layer with 512 nodes, and then passed through a sigmoid 
layer to produce a prediction probability value.

(1)Accuracy =
TP+ TN

TP+ TN+ FP+ FN

(2)Specificity =
TN

TP+ FP

(3)Sensitivity =
TP

TP+ FN

(4)MCC =
TP× TN− FP× FN

√
(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
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Beside the RNN model, SVM and CNN [11] were also used to classify the adaptor pro-
teins in [7]. CNN and RNN currently represent the state-of-the-art for protein classifica-
tion problem. In the SVM, g was set to 0.5 and margin parameter c was set to 8. In CNN 
method, the filter number of convolution was 128 with kernel of 3× 3 . In this article, we 
designed a transformer based system and compared against the CNN and RNN that cur-
rently represent the state-of-the-art for protein classification problem.

Results

The proposed model utilized the newly introduced transformer blocks in combination 
with convolutional blocks and fully connected layers. In the simulation, the proposed 
model was compared with SVM method, CNN [11] and RNN [7], and the results in 
terms of sensitivity, specificity, accuracy, AUC and MCC were tabulated in Table 2 for 
both cross validation and independent tests. In addition, the model size is also shown as 
another metric of comparison. We observe that the proposed model achieved a higher 
AUC and MCC than all other existing methods. This proves that the sequential infor-
mation of PSSM has more potential in classification of adaptor proteins, and the trans-
former based model can effectively extract and utilize it.

The sensitivity of the model reflects the effectiveness of a classifier in identifying true 
positives. The higher the sensitivity is, the more adapter proteins can be discovered from 
a sample of all proteins. From the result, we concluded that the sensitivity of the pro-
posed method was significantly higher than SVM and CNN. In contrast, the model was 
only slightly better than RNN, because both the proposed method and RNN have the 
ability of sequence modeling. This shows that the sequence information plays an impor-
tant role in identification of adaptor proteins.

Comparing RNN and our model, it was clear that our model is superior. As shown 
in Table 3, the model size of the proposed model is about 12.1k, which is only 1.6% of 
that of RNN. The FLOPs of the proposed method is about 216k, which is 2.5% of that 
of RNN. Despite being ultra lightweight, the model still achieved superior sensitivity, 
demonstrating that transformer is significantly more effective and efficient than CNN 
and RNN, as it allowed discovery of adaptor proteins more rapidly. In addition, the sig-
nificantly reduced model size opens possibilities as it naturally makes embedding it into 
other platforms easier.

Next, we consider the ROC curve as a comparison of efficacy. The ROC curve reflects 
the performance at all different decision threshold levels. The ROC curves of RNN and 
the tranformer based model are shown in Fig. 1. Evidently, the transformer model being 
tested outperforms RNN at most decision threshold levels. Moreover, the proposed 
method attains an AUC of 0.903 which shows that the model can still perform well 
despite the complication provided by varying sequence length in the dataset. Thus, this 
model is well suited to be used as adaptor proteins predictor.

To verify the effectiveness of transformer in the proposed method, we conducted abla-
tion experiment by disabling the Transformer Encoder block. The result is shown in 
Table 4. From the Table, we can find that transformer can significantly improve the per-
formance on all the metrics. Because transformer is utilized to explore sequence infor-
mation, this ablation experiments demonstrate that the sequence information plays a 
significant role in identification of adaptor proteins again.
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Besides the self-attention, the Feed Forward Network (FFN) is also an important com-
ponent in transformer as it can increase the complexity and improve performance. For 
comparison, we also performed experiments using different numbers of hidden nodes 
in transformer. The results are shown in Table 5. We observe that the system had the 
best performance when the FNN had 128 hidden nodes. As shown in Table 5, the lowest 
complexity with just 20 hidden nodes corresponds to a model size of 7.7k. This trans-
lates to less than 1% compared to the size of RNN based method, yet retaining its perfor-
mance ability in terms of AUC and MCC.

Conclusions
A new model to classify adaptor proteins is proposed in this article. The new model con-
siders sequence information using transformer and PSSM profile. With this model, the 
PSSM feature was first obtained with Position-Specific Iterated BLAST (PSI-BLAST) 
method, then fed into a transformer based model for classification. It is the first time 
that transformer is utilized in the field of adaptor protein recognition, with clearly 

Table 3  Comparison of model size and complexity

Bold indicates the best value per metric

Methods Model size FLOPs

CNN 160k 1629k

RNN [7] 729k 8549k

Proposed 12.1k 216k

Fig. 1  The receiver operating characteristic curve

Table 4  Ablation studies on proposed method

Methods AUC​ MCC AUPRC

Proposed (default) 0.903 0.487 0.509

w/o Transformer 0.889 0.441 0.459



Page 8 of 14Rahardja et al. BMC Bioinformatics  2022, 23(1):461

unparalleled results. The experimental results proved that the proposed method can 
achieve AUC of 0.903 and MCC of 0.487 on independent testing dataset, which tri-
umphs the state-of-the-art methods. Despite a remarkably small size with just 1.6% of 
the previous leading model, this model demonstrated that transformers can model the 
sequence information of protein more effectively and efficiently than RNN based model.

With its multitude of functions, we hope our work in adaptor protein brings sig-
nificant contribution to the field. This article shows that transformer based model can 
effectively model the sequence information, and we believe it can be further applied 
for detection, classification and analytics of other proteins functions, or even other 
challenges in bioinformatics and computational biology.

Methods
Proposed methods

The objective of this study is to accurately identify adaptor proteins from an unclassified 
and unknown sequence. The flowchart is shown in Fig. 2. We first obtain the adaptor 
proteins and non-adaptor proteins from the database. Then, the processing contains two 
parts: the PSSM features were first extracted from proteins squence, then fed into a deep 
learning model to output a prediction. In the following, we introduce each step in detail.

Table 5  Performance of adaptor protein prediction on independent testing set using different 
numbers of hidden nodes in transformer. The model has three convolutional blocks with 20 
convolution kernel

Bold indicates the best value per metric

Hidden nodes AUC​ MCC Model size

20 0.8941 0.4668 7.7k

32 0.9042 0.4696 8.2k

64 0.8978 0.456 9.5k

80 0.8998 0.4646 10.1k

128 0.9031 0.4872 12.1k

200 0.8999 0.4639 15.0k

256 0.8978 0.4633 17.3k

Fig. 2  The flowchart of the proposed method
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Feature extraction

As PSSM had shown promising results in bioinformatics research [4] in the past, it has 
since been a common and effective feature to describe protein secondary structure. A 
PSSM profile is a matrix which can be used to assimilate amino acid peptide sequences. 
The matrix is created by generating two sequences with different peptide sequences, but 
comparable with 3 dimensional conformation. Given that there are 20 distinct amino 
acids, we simply use a N × 20 matrix, where N denotes the sequence of interest. The 
individual components of the PSSM profile can be denoted as Pij , where i represents 
the amino acid in the j-th position of the sequence. A high output value is optimal, as 
it means the peptide sequence is conserved, while a negative value is suboptimal and 
represents a compromised value. In this study, we utilized protein sequences for dataset 
in FASTA format. Then, PSI-BLAST was used to change FASTA sequences into PSSM 
profiles.

A significant challenge posed by data of proteins sequence is a wide range of sequence 
length. For example, in this work, the shortest sequence of PSSM profile has only 18 
points, but the longest sequence of PSSM has more than 20,000 points. The variation in 
length brought about challenges in establishing a reliable model, as most models require 
input sequences of similar length. Although some deep learning models can process vec-
tors with variable length, the input sequences should ideally have equal length during the 
training stage to build a reliable model. To tackle this issue, some authors consider the 
following solution [12]: We could sum all the amino acids in PSSM profile, and PSSM 
profiles with N × 20 is converted into a 20× 20 . While the input length was a constant, 
this came at a cost of loss of sequence information as the ordering of the PSSM profile is 
compromised.

Protein sequences are distinct from other sequence analysis problems. By nature, pro-
tein sequences are distinct from other topics such as speech and text. In most appli-
cations such as audio processing, there were common methods proposed to solve this 
problem such as padding, sliding windows and etc. The methods which are effective 
for speech and text are unable to achieve similar results for protein sequences. Padding 
makes short sequences meaningless when standard deviation of sequence length is large, 
and sliding window will break the protein sequences leading to artificial and meaning-
less sequences. Similar to [7], we had to treat each entire protein sequence as a whole 
and input the sequence into the model. This led to the batch size preset of the input 
model to 1.

Models

As shown in Fig.  2, the model consists of three modules: three convolutional block, 
transformer and fully connected layers.

The model took PSSM profiles as inputs and extracted their features by three con-
volutional blocks, namely 1D convolutional layers and 1D average pooling layer, where 
the 1D convolution operates on the sequence dimension. Then, the extracted features 
were fed into the transformer, where the spatial context within the entire PSSM pro-
file was explored and modeled. Subsequently, global pooling was used to summarize the 
sequence and achieve a 1D vector. The advantage of global pooling was the ability to 
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map the sequence with different length into a vector with the same length. Hence, we 
used global average pooling.

In the final stage, two fully-connected (FC) layer and a sigmoid function were used to 
classify the vector. The RNN model output is a scalar having [0, 1] which indicates the 
probability of the testing PSSM profile belonging to the adaptor or non-adaptor protein 
categories. Finally, to avoid overfitting, dropout of 0.5 was applied after the first FC layer.

Convolutional block

CNN is a powerful and effective method for feature transformation. Comparing to tra-
ditional and manually designed features, the learnable feature extracted by CNN is more 
compact and effective. Therefore, we used CNN to further extract more effective fea-
tures from PSSM before sequence modeling.

In CNN, the features are converted into a higher dimension feature map with a set of 
convolution kernels. To obtain good feature representation, some incorporate more con-
volution kernals as high as 256 [7]. Because transformer has a strong ability of sequence 
modeling, the requirement of convolution kernels for good feature representation can be 
reduced.

In addition, a large feature map will increase memory consumption of transformers. 
Therefore, we propose the usage of three convolution layers with only 20 convolution 
kernels of 3× 3 , followed by a normalization layer. Then, the 1D average pooling layer 
with kernel of 2 was applied which was essentially aimed to lessen the feature maps 
dimension and at the same time enlarge the receptive field of the CNN network.

Batch normalization is a common method in CNN. It applies scalar scale and bias for 
all batches. It can make the convergence of CNN model more stable and rapid during 
the training, and reduce the undesired effect of model over-fitting. However, batch nor-
malization was not applicable in this work because the batch size had to be 1. To address 
this issue, layer normalization was used. Unlike batch normalization, layer normaliza-
tion applies per-element scale and bias along the channel dimension [13]. Given the fea-
ture map x, the layer normalization can be expressed as

where E and Var denote expectation and variance respectively, and γ and β are learnable 
affine transform parameters.

Transformer

Transformer is a novel neural network for natural language processing, first proposed by 
Google [8]. Transformer has advantages of both sequence modeling like RNN and par-
allel processing like CNN. With its self-attention mechanism, transformer can explore 
longer contextual information than RNN. Therefore, it has been rapidly applied in vari-
ous fields such as machine translation [14], speech [15], image [16] and genome [17].

The transformer architecture is essentially an encoder-decoder model [18]. While the 
encoder has encoding layers that process input systemically, the decoder has decoding 
layers with similar function based on the encoding layer output. Both share structurally 

(5)y =
x − E[x]
√
Var[x]

∗ γ + β
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similar model. However, the decoder is dependent on encoding output. Specifically, we 
focused on the transformer encoders in this article. It consists of three core modules: 
Scale dot-product attention, multi-head attention and position-wise FFN.

The most basic element in a transformer is the scaled dot-product attention, which is 
essentially a self-attention mechanism that aims to efficiently combine different positions 
of input sequences so as to generate inputs representations, as shown in Fig.  3. Each 
individual output has a significance value which is attained from the attention function 
derived from query of the respective keys and adding the weighted sum to these outputs 
would produce the outcome of the transformer module. As shown in Fig. 4, multi-head 
attention comprises multiple scaled dot-product attention modules. In the first stage, 
the module linearly calculated the inputs h times with varying and learnable linear pro-
jections to acquire parallel queries, keys and values respectively. In the subsequent stage, 
dot-product attention was then applied to these queries, keys and values together.

Fig. 3  Scaled dot-product attention. This figure is copied from [8]

Fig. 4  Multi-head attention. This figure is copied from [8]
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Position-wise FFN is a completely integrated feed-forward networking. It consists of 
two linear transformations with a ReLU activation in the middle. Besides these three 
core modules, transformers incorporate multiple residual and normalization layers, with 
layer normalization employed [19]. The overall architecture of the transformer can be 
mapped as:

Here, Z ∈ Rl×d is the input with length l and dimension d, and Qi,Ki,Vi ∈ Rl×d/h are the 
mapped queries, keys and values respectively. WQ

i ,WK
i ,WV

i ∈ Rd×d/h and WO ∈ Rd×d 
are parameter matrices. FFN denotes the output of the position-wise FFN, in which 
W1 ∈ Rd×dff ,W2 ∈ Rdff ×d , b1 ∈ Rdff , b2 ∈ Rd . In this work, d was set to 20, h was set to 
5, and dff  was set to 128.

Loss

Based on the provided dataset, there were obvious discrepancies in the available adaptor 
proteins versus non adaptor protein, where the latter significantly outnumbered the for-
mer. Hence, we utilized weighted binary cross-entropy loss in the training. Let x denote 
the input sequence, y denote label , w denote the weight, L denote the loss, we have the 
following equation

where weight w is set to the inverse class frequency. In this work, it is set to [10.07, 1.11].

Abbreviations
AUC​	� Area under the ROC curve
CNN	� Convolutional neural network
FFN	� Feed forward network
MCC	� Matthew’s correlation coefficient
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(6)Qi = ZW
Q
i ,Ki = ZWK

i ,Vi = ZWV
i , i ∈ [1, h]

(7)headi = Attention(Qi,Ki,Vi)

(8)= softmax(
QiK

T
i√
d

)Vi

(9)MultiHead = Concat(head1, . . . , headh)W
O

(10)Mid = LayerNorm(Z +MultiHead)

(11)FFN = ReLU(MidW1 + b1)W2 + b2

(12)Output = LayerNorm(Mid+ FFN)

(13)L = w ∗ y ∗ log x + (1− y) ∗ log(1− x),
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