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5.5.3 3-point amplitudes ĵ[∆1∆2;∆3] 55
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1 Introduction

Witten diagrams have become an indispensable tool in analyzing CFTs at strong coupling.
Yet explicit closed formulae in momentum space are rare. This is even more the case when
the correlators require renormalization. It is the purpose of this paper to show how to
obtain such formulae for tree-level holographic 4-point functions of operators of dimension
∆, with ∆ such that the combinations β = ∆ − d/2 are half-integral, where d is the
spacetime dimension.
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The simplest cases, which are still of considerable interest, are those of 4-point functions
of scalar operators of dimension ∆ = 2, 3 in three-dimensional CFTs. For these cases, we
discuss and present explicit formulae for all holographic CFT 4-point functions in momentum
space that can be constructed from tree-level contact and exchange Witten diagrams, with
exchanged scalar operators of dimension ∆ = 2, 3. The methodology we discuss extends
to other operators and spacetime dimensions (provided the β are half-integral) and the
Mathematica file we supply may be adapted to such cases.

Our focus on 4-point functions of scalar operators with dimensions ∆ = 2, 3 in three
spacetime dimensions is motivated in part by recent works on the cosmological bootstrap [1–
11], in which late-time correlators in four-dimensional de Sitter spacetime are constructed by
solving three-dimensional conformal Ward identities. These operators are dual to conformally
coupled and massless bulk scalars, with the latter modelling the inflaton. The same approach
was also explored at the level of the 3-point function in the earlier holographic cosmology
literature [12–16]. The correlation functions of these operators require renormalization and
a key question is whether the divergences affecting the corresponding 4-point correlators in
anti-de Sitter spacetime, as studied here, also play a role in de Sitter. This question will be
addressed in a follow-up paper [17] using the results for renormalized AdS/CFT correlators
developed here.

Witten diagrams [18] were historically computed in position space, see [19–23] for a
sample of computations from the early days of AdS/CFT. However, the correlators we
discuss here contain divergences as tabulated in table 1, and one of the central aims of
this work is to provide a complete, yet readable, account of their renormalization. The
extraction of divergences is best performed in momentum space [24–26], and as such we
work throughout in momentum space. The momentum-space results are also of current
interest for many applications including inflationary cosmology. As the Fourier transform is
well-defined after renormalization, our results can in principle also be transformed back to
position space.

The framework we use for CFT in momentum space was introduced in [27]. The general
structure of 4-point functions in momentum space was given in [28, 29] and a number of
special cases were discussed in [2, 30–36].1 Our hope is that this handbook of renormalized
holographic 4-point functions, which we believe is the most comprehensive of its kind, will be
of use to a wide range of researchers. To this end, we provide full documentation including a
set of accompanying Mathematica notebooks. Researchers interested in the renormalization
of CFT correlators will find a complete discussion of tree-level 4-point functions, while those
seeking specific results need only consult the relevant listings or notebooks.

Aside from their applications, an additional reason for focusing on correlators with
∆ = 2, 3 in d = 3 is the relative simplicity of their construction: the corresponding Witten
diagrams feature propagators involving Bessel functions with half-integer indices. The latter
reduce to elementary functions enabling all diagrams to be easily evaluated in terms of
dilogarithms. It is desirable to preserve this simplicity in the regulated theory, and we show
this is possible by regulating the spacetime and operator dimensions as

d 7−→ d̂ = d+ 2ε, ∆j 7−→ ∆̂j = ∆j + ε, (1.1)
1For a sample of other recent developments in momentum-space CFT, see [37–45].
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External operator Contact s-channel exchange s-channel exchange
dimensions diagram with ∆x = 2 with ∆x = 3

[22, 22] 0 0 0

[32, 22] 1 2 1

[33, 22] 1 1 2

[32, 32] 1 2 1

[32, 33] 1 2 2

[33, 33] 1 1 2

Table 1. Degree of divergence n for Witten diagrams dimensionally regulated according to the
scheme (1.1). Each diagram diverges as ε−n for ε→ 0, and is labelled by the dimensions [∆1∆2,∆3∆4]
of the external operators and that of the exchanged operator ∆x where present.

where j runs over all external and exchanged (‘x’) operators j = 1, 2, 3, 4, x and ε is the
regulator. This ‘half-integer’ scheme preserves the indices on all Bessel functions, which are
given by ∆j − d/2 = ∆̂j − d̂/2, and is sufficient to regulate all the divergences we encounter
here. Renormalization can then be achieved by constructing suitable counterterms directly
within the boundary CFT.

For completeness, we also explain how to change to a fully general dimensional regular-
ization scheme

d 7−→ d̂ = d+ 2uε, ∆j 7−→ ∆̂j = ∆j + (u+ vj)ε, (1.2)

where u and vj , for j = 1, 2, 3, 4, x, are real constants parametrizing the scheme. This can
be achieved by expanding the Bessel functions in their indices, for which several results are
available. An alternative to both the above approaches would be to employ holographic
renormalization [46], however in practice the resulting cut-off radial integrals are less
convenient to evaluate than those encountered in dimensional regularization.

Usually in quantum field theory individual Feynman diagrams are not physically
meaningful and they do not satisfy Ward identities on their own. Instead, one must sum
all relevant diagrams to construct observable quantities, such as correlators, that satisfy
the relevant Ward identities. However, an interesting general feature of tree-level Witten
diagrams associated with correlators of scalar operators is that they individually satisfy the
conformal Ward identities.2 This follows from that the fact that there is a choice of bulk
AdS Lagrangian such that any given Witten diagram is the only diagram contributing to a
corresponding correlator. We illustrate this in the cases we analyze, and we expect this to
be a general feature. The existence of a bulk Lagrangian implies that the diagram must
satisfy the conformal Ward identities, as these follow from the bulk isometries, and also
that we should be able to renormalize at the level of individual Witten diagrams. This does

2We emphasize that this property does not hold for Witten diagrams associated with correlators of
non-abelian symmetry currents and/or the energy-momentum tensor. In such cases the corresponding bulk
action involves a (bulk) gauge symmetry and summing over all Witten diagrams is necessary in order to get
a physically meaningful answer for the correlator.

– 3 –



J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

not necessarily mean however that there exists an actual CFT with the chosen spectrum
and interaction. Where such a CFT does not exist (for example, via bootstrap arguments)
then the corresponding bulk AdS Lagrangian would be in the swampland.

An interesting approach to the construction of correlators is to use weight-shifting
operators. These operators were introduced in position space in [47] (see also [48]), and
by construction, map CFT correlators of operators of given conformal dimensions to those
of operators with different (shifted) conformal dimensions. One may thus start from
‘seed’ correlators and obtain others using weight-shifting operators. These were applied in
momentum space in [2, 3] and we further develop and analyze this approach here. There
are however a number of subtleties that need to be taken into account when using this
method. First, the application of weight-shifting operators to exchange diagrams generally
produces a linear combination of shifted exchange and contact diagrams, rather than
a pure exchange diagram. So if one wants to obtain exchange diagrams using weight-
shifting operators one needs to know first all the contact diagrams. Second, care is needed
when renormalization is required: renormalized correlators obey inhomogeneous conformal
Ward identities containing anomalies and beta functions, whereas these operators only
connect solutions of the homogeneous conformal Ward identities. In particular, one cannot
construct a renormalized correlator, which depends on the RG scale µ, by acting with
a (µ-independent) weight-shifting operator on a finite correlator, since the latter has no
µ-dependence. One may apply weight-shifting operators at the level of the regulated theory,
but only a subset of them yield useful relations as sometimes weight-shifting operators
map regulated exchange diagrams to shifted contact diagrams only. For the cases we
analyze, one may use weight-shifting operators to reduce all exchange diagrams to a single
diagram per exchanged scalar (∆x = 2 and ∆x = 3), plus all contact diagrams. One may
further link the two master exchange integrals via a different relation, so that at the end all
exchange integrals may be reduced to the exchange diagram with all external dimensions,
and the dimension of the exchanged scalar, equal to three (plus all contact diagrams).
However, while all obstacles have been avoided and the regulated amplitudes constructed,
the resulting scheme is little simpler than evaluating the diagrams directly, at least for the
cases we analyze.

The layout of this paper is as follows. In the next section we present the objects of
interest: the regulated Witten diagrams. Section 3 proceeds to evaluate these diagrams in
the ‘half-integer’ scheme (1.1), after which they are renormalized as described in section 4.
Section 5 discusses how to change to the general regularization scheme (1.2), and provides a
complete list of such results. The discussion of the change of scheme is the most complicated
part of this paper. Readers interested only in results may skip this part. The action of
weight-shifting operators is discussed in section 6. We present a simple momentum-space
derivation of these operators based on the shadow transform, then give a new formula
for their action on exchange diagrams before discussing their limitations when applied to
renormalized correlators. Section 7 summarises the Mathematica packages accompanying
this paper, which contain a complete record of all our results. We discuss the outlook
in section 8. The paper contains four appendices. In appendix A we summarize our
conventions and definitions for momenta. Appendix B lists the conformal Ward identities
and appendix C various useful mathematical results. Finally, in appendix D we present
additional results on weight-shifting operators.
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O1(k1)

O3(k3)

O2(k2)

K[∆1]

K[∆3]

K[∆2]

Figure 1. Witten diagram representing the 3-point amplitude i[∆1∆2∆3] in (2.4), with bulk-to-
boundary propagators as given in (2.1).

2 Definitions for regulated amplitudes

Our goal is to calculate the amplitudes, i.e., the 3- and 4-point Witten diagrams, as presented
in figures 1 and 2. As usual, external and internal lines correspond to bulk-to-boundary
and bulk-to-bulk propagators in pure Euclidean AdS, while each interior point requires
integration over its radial position. All our conventions for QFT and the momenta are
summarized in appendix A. At this point, we will not make reference to any specific bulk
action: rather, we will simply focus on the individual amplitudes defined by the expressions
below, postponing consideration of their relation to the bulk action.

• The scalar bulk-to-boundary propagator is

Kd,∆(z, k) =
k∆− d2 z

d
2K∆− d2

(kz)

2∆− d2−1Γ
(
∆− d

2

) (2.1)

while the scalar bulk-to-bulk propagator is

Gd,∆(z, k; ζ) =

 (zζ) d2 I∆− d2
(kz)K∆− d2

(kζ) for z < ζ,

(zζ) d2K∆− d2
(kz)I∆− d2

(kζ) for z > ζ.
, (2.2)

where Iβ and Kβ are the modified Bessel functions.
To avoid clutter, we will use K̂[∆] and Ĝ[∆] to denote the propagators for the regulated
parameters d̂ and ∆̂ defined in (1.2), leaving the specific scheme implicit.

• For convenience, regulated 2-point amplitudes are normalized so as to match the
holographic 2-point functions:

î[∆∆] (k) =
(
2∆̂− d̂

)
× coefficient of z∆̂ in K̂[∆](z, k). (2.3)

All non-diagonal 2-point amplitudes î[∆∆′] with ∆ 6= ∆′ vanish.
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O1(k1)

O2(k2) O3(k3)

O4(k4)

K[∆1]

K[∆2] K[∆3]

K[∆4]

O1(k1)

O2(k2) O3(k3)

O4(k4)

K[∆1]

K[∆2] K[∆3]

K[∆4]

G[∆x]

Figure 2. Witten diagrams representing the contact and exchange 4-point amplitudes i[∆1∆2∆3∆4]
and i[∆1∆2,∆3∆4x∆x] given in (2.5) and (2.6).

• We define the regulated 3-point amplitudes as

î[∆1∆2∆3] (k1, k2, k3) =
∫ ∞

0
dz z−d̂−1 K̂[∆1] (z, k1) K̂[∆2] (z, k2) K̂[∆3](z, k3). (2.4)

The corresponding Witten diagram is presented in figure 1.

• We use i[∆1∆2∆3∆4] to denote the contact diagram with four external scalars of
dimensions ∆1,∆2,∆3,∆4, as presented in figure 2. The regulated expression is

î[∆1∆2∆3∆4](k1, k2, k3, k4)

=
∫ ∞

0
dz z−d̂−1K̂[∆1](z, k1)K̂[∆2](z, k2)K̂[∆3](z, k3)K̂[∆4](z, k4). (2.5)

• We use i[∆1∆2,∆3∆4x∆x] to denote the exchange diagram ∆1∆2 7→ ∆3∆4 with the
exchange scalar of dimension ∆x, as shown in figure 2. The regulated expression is

î[∆1∆2,∆3∆4x∆x](k1, k2, k3, k4, s)

=
∫ ∞

0
dz z−d̂−1K̂[∆1](z, k1)K̂[∆2](z, k2)×

×
∫ ∞

0
dζ ζ−d̂−1Ĝ[∆x](z, s; ζ)K̂[∆3](ζ, k3)K̂[∆4](ζ, k4). (2.6)

• Many of the regularized amplitudes defined above exhibit divergences as ε→ 0. The
3-point amplitudes î[222], î[322], î[332], î[333] all have a single pole ε−1. For the 4-point
amplitudes, the degrees of divergence are summarized in table 1.

3 Regulated amplitudes in the half-integer scheme

The idea of the half-integer scheme (1.1) is that all the Bessel functions appearing in the
propagators for operators of dimensions ∆ = 2 and ∆ = 3 reduce to elementary functions.

– 6 –
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Explicitly, the bulk-to-boundary propagators (2.1) are

K̂[2](z, k) = K3+2ε,2+ε(z, k) = z1+εe−kz, (3.1)
K̂[3](z, k) = K3+2ε,3+ε(z, k) = zεe−kz(1 + kz) (3.2)

while the bulk-to-bulk propagators (2.2) reduce to

Ĝ[2](z, k; ζ) = G3+2ε,2+ε(z, k; ζ)

=


(zζ)1+ε

k e−kζ sinh(kz) for z < ζ,

(zζ)1+ε

k e−kz sinh(kζ) for z > ζ,
(3.3)

Ĝ[3](z, k; ζ) = G3+2ε,3+ε(z, k; ζ)

=


(zζ)ε
k3 e−kζ(1 + kζ) (kz cosh(kz)− sinh(kz)) for z < ζ,

(zζ)ε
k3 e−kz(1 + kz) (zζ cosh(kζ)− sinh(kζ)) for z > ζ.

(3.4)

The radial integrals in the 3- and 4-point contact diagrams (2.4) and (2.5) can then be
evaluated in terms of gamma functions and rational functions.

For exchange diagrams, the inner integral in (2.6) is expressible in terms of incomplete
gamma functions and rational functions. Depending on which end of the integration is
fixed, we have

γ(α, x) =
∫ x

0
dt e−ttα−1, Γ(α, x) =

∫ ∞
x

dt e−ttα−1. (3.5)

To calculate the outer integral in (2.6) it then suffices to use the following integrals,∫ ∞
0

dxxµ−1e−βxγ(ν, αx) = ανΓ(µ+ ν)
ν(α+ β)µ+ν 2F1

(
1, µ+ ν; ν + 1; α

α+ β

)
, (3.6)

∫ ∞
0

dxxµ−1e−βxΓ(ν, αx) = ανΓ(µ+ ν)
µ(α+ β)µ+ν 2F1

(
1, µ+ ν;µ+ 1; β

α+ β

)
. (3.7)

Since for a specific amplitude the variables µ and ν depend on the regulator ε, one must
series expand the hypergeometric function with respect to its parameters. In all cases the
parameters reduce to integer values plus terms of order O(ε) allowing use of the excellent
Mathematica package HypExp [49].

In the remainder of this section, we list the 2-, 3- and 4-point amplitudes defined by
expressions (2.3), (2.4), (2.5) and (2.6), all regulated in the half-integer scheme (1.1).

3.1 2-point amplitudes

The 2-point amplitudes are

î[22] = −k, î[33] = k3, (3.8)

where the normalization matches that of the holographic 2-point functions. In the half-
integer scheme these amplitudes are finite and independent of the regulator ε.

– 7 –
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3.2 3-point amplitudes

For later use, we will need the regulated 3-point amplitudes expanded to order ε. Alterna-
tively, we can simply keep the full solutions evaluated to all orders in the regulator:

î[222] = Div1 (kt) , (3.9)

î[322] = −Div1 (kt)
[
(k2 + k3) + εkt

1− ε

]
, (3.10)

î[332] = 1
2 Div1 (kt)

[(
k2

3 − k2
1 − k2

2

)
+ εkt

(1− ε) (2− ε) ((3− ε) k3 − (1− ε) (k1 + k2))
]
,

(3.11)

î[333] = 1
3 Div1 (kt)

[(
k3

1 + k3
2 + k3

3

)
+ εkt

(1− ε) (3− ε)
(
(4− ε)

(
k2

1 + k2
2 + k2

3

)
− (1− ε) (k1k2 + k1k3 + k2k3))

]
. (3.12)

Here and throughout, we use the conventions listed in appendix A. In particular, Diva(k) =
Γ(aε)k−aε as given in (A.6) and kt is the total 3-point momentum magnitude as defined
in (A.9). Note that all these 3-point amplitudes exhibit a single pole in the regulator.

3.3 Contact diagrams

The regulated contact 4-point amplitudes valid to all orders in ε are

î[2222] = 2ε
kT

Div2(kT ), (3.13)

î[3222] = Div2(kT )
[
1 + 2ε k1

kT

]
, (3.14)

î[3322] = Div2(kT )
[
σ(1)12 −

kT
1− 2ε +

2ε σ(2)12
kT

]
, (3.15)

î[3332] = Div2(kT )
[
σ(2)123 −

kTσ(1)123
1− 2ε + k2

T

2(1− ε)(1− 2ε) +
2ε σ(3)123

kT

]
, (3.16)

î[3333] = Div2(kT )
[
σ(3)1234 −

kTσ(2)1234
1− 2ε + k3

T

(1− 2ε)(3− 2ε) +
2ε σ(4)1234

kT

]
, (3.17)

where kT is the total 4-point momentum magnitude (A.9) and σ denotes various symmetric
polynomials defined in (A.10). Note that the amplitude î[2222] is finite, î[2222] = 1

kT
+O(ε),

while all the remaining amplitudes are linearly divergent.

3.4 Exchange diagrams

We split the results for exchange diagrams into two parts,

î[∆1∆2,∆3∆4x∆x] = idiv[∆1∆2,∆3∆4x∆x] + ifin[∆1∆2,∆3∆4x∆x], (3.18)

where idiv contains both the divergences and logarithmic terms, while the finite part ifin
contains the remainder of the amplitude. This split is non-unique, but is convenient for
organizing the amplitude and will be particularly useful in the context of renormalization
and change of scheme as we will discuss later.

– 8 –
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3.4.1 Exchange diagrams with ∆x = 2

For ∆x = 2, we find:

• i[22,22x2] is finite,

idiv[22,22x2] = 0 +O(ε), (3.19)

ifin[22,22x2] = − 1
2sD

(+), (3.20)

where s is the usual Mandelstam variable (A.8) and D(+) is defined in (A.21).

• i[32,22x2] exhibits a double pole,

idiv[32,22x2] = 1
2 Div2

1(l34+) + Div2(l34+) +O(ε), (3.21)

ifin[32,22x2] = k2
2sD

(+) + 1
2D

(−) + 1
4

[
2− log2

(
l34+
l12+

)]
, (3.22)

where D(−) is defined in (A.22) and lij+ is defined in (A.18).

• i[33,22x2] exhibits a single pole,

idiv[33,22x2] = k3 + k4
2 Div2(kT ) +O(ε), (3.23)

ifin[33,22x2] = k2
1 + k2

2 − s2

4s D(+) + k1 + k2
2

[
log

(
l34+
kT

)
+ 1

]
+ 7

8(k3 + k4). (3.24)

• i[32,32x2] exhibits a double pole,

idiv[32,32x2] = −k2 + s

2
(
Div2

1(l12+) + 6 Div2(l12+)
)
− k4 + s

2
(
Div2

1(l34+) + 6 Div2(l34+)
)

+ (s− 2k1) Div2(l12+) + (s− 2k3) Div2(l34+) +O(ε), (3.25)

ifin[32,32x2] = s2 − k2k4
2s D(+) + k2 − k4

2 D(−) + k2 + k4 + 2s
4 log2

(
l12+
l34+

)
+ (k3 + k4) log

(
kT
l34+

)
+ (k1 + k2) log

(
kT
l12+

)
− 3kT −

k2 + k4
2 − 3s. (3.26)

– 9 –
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• i[32,33x2] exhibits a double pole,

idiv[32,33x2] = s2 − k2
3 − k2

4
4 Div2

1 (l34+) +
[
s (k3 + k4)−

(
k2

3 + k3k4 + k2
4

)

+ 5s2 + k2
1 − k2

2
4

]
Div2 (l34+) +O (ε) , (3.27)

ifin[32,33x2] = s2 − k2
3 − k2

4
4

[
k2
s
D(+) +D(−)

]
− s2 − k2

3 − k2
4

8 log2
(
l34+
l12+

)
+ 1

4
[
k2

1 − k2
2 + (2s− k3 − k4) (k3 + k4)

]
log

(
l34+
l12+

)
+ (s+ k2) (k3 + k4) log

(
kT
l12+

)
+ 1

4
[
k2

1 − (k4 + k3 − k2)2 + 4s (k3 + k4)
]

log
(
l12+
kT

)
+ 1

16
[
17s2 + 5k2

1 − 4k1k2 − 9k2
2 + 4 (5s+ k1 − k2)σ(1)34

− 12σ2
(1)34 + 8σ(2)34

]
, (3.28)

where σ(m)J is defined in (A.10).

• i[33,33x2] exhibits a single pole,

idiv[33,33x2] = −k
3
1 + k3

2 + k3
3 + k3

4
6 Div2(kT ) +O(ε), (3.29)

ifin[33,33x2] = −(s2 − k2
1 − k2

2)(s2 − k2
3 − k2

4)
8s D(+)

+ 1
4(s2 − k2

1 − k2
2)(k3 + k4) log

(
l12+
kT

)
+ 1

4(s2 − k2
3 − k2

4)(k1 + k2) log
(
l34+
kT

)
+ 1

72
(
18s2σ(1)1234 − 25σ3

(1)1234 + 63σ(1)1234σ(2)1234 − 27σ(3)1234
)

− s

4(k1 + k2)(k3 + k4). (3.30)

3.4.2 Exchange diagrams with ∆x = 3

For ∆x = 3, we find:

• i[22,22x3] is finite,

idiv[22,22x3] = 0 +O(ε), (3.31)

ifin[22,22x3] = (k1 + k2)(k3 + k4)
2s3 D(+) − k1 + k2

s2 log
(
l12+
kT

)
− k3 + k4

s2 log
(
l34+
kT

)
+ 1
s
.

(3.32)
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• i[32,22x3] exhibits a single pole,

idiv[32,22x3] = 1
2 Div2 (l12+) +O (ε) , (3.33)

ifin[32,22x3] =
(
s2 + k2

1 − k2
2
)

(k3 + k4)
4s3 D(+)

+ k2
1 − k2

2
2s2 log

(
kT
l12+

)
+ (k1 − k2) (k3 + k4)

2s2 log
(
kT
l34+

)
+ 3s+ 4(k1 − k2)

8s . (3.34)

• i[33,22x3] exhibits a double pole,

idiv[33,22x3] = −k3 + k4
6 Div2

1(l34+)− 6s+ 7(k3 + k4)
9 Div2(l34+) +O(ε), (3.35)

]ifin[33,22x3] = −k3 + k4
6

[
k3

1 + k3
2

s3 D(+) +D(−)
]

+ k3 + k4
12 log2

(
l12+
l34+

)
+ s3 + k3

1 + k3
2

3s2 log
(
l12+
l34+

)
− kT (k2

1 − k1k2 + k2
2)

3s2 log
(
kT
l34+

)
− 1

3

[
k2

1 − k1k2 + k2
2

s
+ (k1 + k2) + 7

3s+ 43
18(k3 + k4)

]
. (3.36)

• i[32,32x3] exhibits a single pole,

idiv[32,32x3] = −k2 + k4
2 Div2(kT ) +O(ε), (3.37)

ifin[32,32x3] = (s2 + k2
1 − k2

2)(s2 + k2
3 − k2

4)
8s3 D(+)

+ (s2 + k2
1 − k2

2)(k3 − k4)
4s2 log

(
kT
l12+

)
+ (s2 + k2

3 − k2
4)(k1 − k2)

4s2 log
(
kT
l34+

)
+ 1

8s [2(k1 − k2)(k3 − k4)− 2s(k1 + k3)− 5s(k2 + k4)] . (3.38)

• i[32,33x3] exhibits a double pole,

idiv[32,33x3] = −s
2 + k2

1 − k2
2

12 Div2
1(l12+)

− 1
36
[
11s2 + 12s(k1 − k2) + 4(2k1 − 5k2)(k1 + k2)

+9
(
k2

3 + k2
4

)]
Div2(l12+) +O(ε), (3.39)
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ifin[32,33x3] =
(
s2 + k2

1 − k2
2
)

12

[
−k

3
3 + k3

4
s3 D(+) +D(−)

]

+ s2 + k2
1 − k2

2
24 log2

(
l12+
l34+

)
− (k1 − k2)

(
s3 + k3

3 + k3
4
)

6s2 log
(
l12+
l34+

)

− kT
12

[
k1 + k2 − k3 − k4 + 2 (k1 − k2)

(
k2

3 − k3k4 + k2
4
)

s2

]
log

(
kT
l12+

)

− (k1 − k2)
(
k2

3 − k3k4 + k2
4
)

6s + 1
432

[
−52k2

1 + 292k2
2 + 108k2 (k3 + k4)

−9
(
11k2

3 + 4k3k4 + 11k2
4

)
+ 12k1 (20k2 − 3k3 − 3k4)

]
− s (11k1 − 17k2)

36 − 85s2

432 . (3.40)

• i[33,33x3] exhibits a double pole,

idiv[33,33x3] = s3 + k3
1 + k3

2
18 Div2

1(l12+) + s3 + k3
3 + k3

4
18 Div2

1(l34+)

+ 1
9

[
3σ3

(1)12s − 7σ(1)12sσ(2)12s + σ(3)12s −
s3

3

]
Div2(l12+)

+ 1
9

[
3σ3

(1)34s − 7σ(1)34sσ(2)34s + σ(3)34s −
s3

3

]
Div2(l34+) +O(ε), (3.41)

ifin[33,33x3] = −2s3 + k3
1 + k3

2 + k3
3 + k3

4
36 log2

(
l12+
l34+

)
+ 1

9
[
s2(k1 + k2) + s(k2

1 − k1k2 + k2
2 − k2

3 + k3k4 − k2
4)

+(k1 + k2)3

3 − (k3
1 + k3

2)(k2
3 − k3k4 + k2

4)
s2

]
log

(
l12+
kT

)

+ 1
9
[
s2(k3 + k4) + s(k2

3 − k3k4 + k2
4 − k2

1 + k1k2 − k2
2)

+(k3 + k4)3

3 − (k3
3 + k3

4)(k2
1 − k1k2 + k2

2)
s2

]
log

(
l34+
kT

)

+ (k3
1 + k3

2)(k3
3 + k3

4)− s6

18s3 D(+) + k3
3 + k3

4 − k3
1 − k3

2
18 D(−)

+ 1
27
[
14s3 + 11s2kT + s

(
8(k2

1 + k2
2 + k2

3 + k2
4)− 5(k1k2 + k3k4)

)
+ 1

6
(
61σ3

(1)1234 − 129σ(1)1234σ(2)1234 + 15σ(3)1234
)

+ 5
(
2σ(1)34σ(2)12 + 2σ(1)12σ(2)34 − σ(1)12σ(1)34kT

)
+ 3(k2

1 − k1k2 + k2
2)(k2

3 − k3k4 + k2
4)

s

]
. (3.42)
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3.5 OPE limit of exchange diagrams

An interesting limit of the s-channel exchange diagram is

s→ 0, k1 ≈ k2, k3 ≈ k4 (3.43)

which probes configurations where x2
12 → 0 and x2

34 → 0 in position space [1, 50–52].
Applying the operator product expansion

O∆i
(xi)O∆j

(xj) ∼
Cijx

x
∆i+∆j−∆x

12
O∆x(xi) + . . . (3.44)

to the pairs (i, j) = (1, 2) and (3, 4) yields the 4-point function x∆x−∆1−∆2
12 x∆x−∆3−∆4

34 x−2∆x
13

which corresponds in momentum space to

i[∆1∆2,∆3∆4x∆x] ∼ k∆1+∆2−∆x−d
1 k∆3+∆4−∆x−d

3 s2∆x−d. (3.45)

Naively, one might think this argument gives the leading behaviour in the limit as s→ 0.
In fact, however, this expectation is only correct for cases where ∆x < d/2, and not for
those studied here where ∆x > d/2. This in exact agreement with the results in [53] where
the same subtlety was discussed for 3-point functions.

To illustrate this, consider for example the OPE limit of the simplest exchange dia-
gram (3.19), where all ∆j = ∆x = 2. This corresponds to evaluating

lim
s→0

[
− 1

2s

(
Li2

(
k1 − s/2
k1 + k3

)
+ Li2

(
k3 − s/2
k1 + k3

)
+ log

(
k1 − s/2
k1 + k3

)
log

(
k3 − s/2
k1 + k3

)
− π2

6

)]
.

(3.46)
The limit is of the form 0/0 since the numerator vanishes for s = 0 by the identity

0 = Li2 (x) + Li2 (1− x) + log x log(1− x)− π2

6 (3.47)

setting x = k1/(k1 + k3). Since 0 < x < 1 all logarithms and dilogarithms are evaluated on
their principal branches. Using l’Hôpital’s rule, we then find

i[22,22x2] → −
1

2k3
log

(
k1

k1 + k3

)
− 1

2k1
log

(
k3

k1 + k3

)
(3.48)

in contradiction with (3.45).
The subleading nature of the OPE behaviour (3.45) for ∆x > d/2 can clearly be seen

from the s→ 0 limit of the bulk-bulk propagator (2.2). For z < ζ we have

lim
s→0
Gd,∆ (z, s; ζ) = z∆xζd−∆x

2∆x − d

(
1 +O

(
s2
))

+ s2∆x−d
(
Cz∆xζ∆x +O

(
s2
))

(3.49)

where C = 2d−2∆x−1Γ(d/2 − ∆x)/Γ(∆x − d/2 + 1), and for z > ζ the same expression
holds with z ↔ ζ. As s→ 0, therefore, the term proportional to s2∆x−d only dominates for

– 13 –



J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

∆x < d/2. In this case, the leading behaviour is symmetric under interchanging z ↔ ζ and
the exchange diagram factorizes as

i[∆1∆2,∆3∆4x∆x] → Cs2∆x−d
∫ ∞

0

dz
zd+1 z

∆x Kd,∆1(z, k1)Kd,∆2(z, k1)

×
∫ ∞

0

dζ
ζd+1 ζ

∆x Kd,∆3(ζ, k3)Kd,∆4(ζ, k3)

∼ s2∆x−dk∆1+∆2−∆x−d
1 k∆3+∆4−∆x−d

3 (3.50)

consistent with the OPE behaviour (3.45). For ∆x > d/2, however, the leading behaviour of
the bulk-bulk propagator corresponds instead to the first term in (3.49). The s-dependence
is then subleading invalidating the naive OPE expectation (3.45) as we saw above. As
the leading behaviour of the bulk-bulk propagator is no longer symmetric under z ↔ ζ,
we cannot simply factorize the exchange diagram into a product of 3-point functions as
in (3.50). Instead, we have an inner ζ-integral over 0 ≤ ζ < z using (3.49) with z ↔ ζ, and
an outer ζ-integral over z < ζ <∞ using (3.49), giving rise to the result (3.48).

In conclusion, care must be taken when applying OPE arguments to ascertain the leading
behaviour of momentum-space correlators. The application of the OPE for understanding
the conformal block structure of momentum-space correlators is an interesting open direction
(see, e.g., [38] for recent work).

4 Renormalization

While the amplitudes listed in the previous section are naturally associated with AdS
Witten diagrams, we do not necessarily have to invoke any form of holography. In principle,
it is sufficient simply to write down the expressions (2.3)–(2.6) and verify that they solve
the regulated conformal Ward identities (CWIs). This check is performed explicitly in
the Mathematica notebook RegulatedAmplitudes.nb using the Ward identities listed in
appendix B. Since every amplitude satisfies the Ward identities, each potentially represents
a valid correlation function.

However, the fact that a given expression satisfies the CWIs does not by itself imply
that a CFT with such a 4-point function actually exists. Other constraints, for example
unitarity or the bootstrap, could rule out the existence of such a CFT. Nevertheless, we
will show in section 4.2 that, for each amplitude listed in the previous section, a holographic
CFT can be constructed for which the corresponding correlation function is equal to this
amplitude, i.e., a bulk action exists such that the Witten diagram is the entire correlator.
If it turns out that a CFT with the desired spectrum and correlators does not exist, then
the corresponding bulk theory would be in the swampland.

Next, we will discuss the renormalization of the regulated amplitudes listed in the
previous section. In a textbook approach, it is usually the correlation functions themselves
that are renormalized. However, as every regulated amplitude here is equal to a valid
regulated correlator in some CFT, every amplitude must be individually renormalizable.
This means, for example, that its divergences must be of an appropriately local form, so
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that eventually they can be removed by a suitable local counterterm. In particular, the
divergences of an n-point function must take the form of lower-point functions of the same
operators, plus possible additional ultralocal pieces. Our central focus will therefore be
on renormalizing individual Witten diagrams. We will be able to write down counterterm
actions and counterterm contributions that can be used in the renormalization procedure
once the theory is specified. The renormalized amplitudes are listed in section 4.3.

As an illustration of the complete renormalization procedure, we will consider two
holographic theories which we call symmetric and asymmetric. The asymmetric theory,
defined in section 4.2, contains five operators of dimension two or three and is the least
symmetric theory in the sense that there are no non-vanishing 4-point functions containing
identical operators. Even when some operators have the same dimension, the correlators are
not symmetric under exchange of these operators as they are not identical. The symmetric
theory, on the other hand, contains only two operators, one of dimension two and one of
dimension three, and there are non-vanishing 4-point function containing identical operators.
These correlators are symmetric under exchange of the operators of the same dimension.
The dual bulk theory contains bulk scalars corresponding to the boundary operators (five
and two scalars, respectively) plus suitable 3- and 4-point interaction terms. In sections 4.4
and 4.5, we carry out the complete renormalization procedure for these two theories. For
the symmetric theory, we further derive the beta functions and anomalies and verify the
Callan-Symanzik equation.

From a holographic perspective, the renormalization procedure we adopt is a hybrid
one: boundary correlation functions are derived from bulk amplitudes at generic dimensions
d and ∆j , and the subsequent renormalization is performed entirely within the boundary
theory. Thus, instead of regulating the bulk theory by cutting off the radial direction as per
holographic renormalization, we employ dimensional regularization in the boundary theory
as, e.g., in [54, 55]. The resulting counterterms are an integral part of the bulk theory
(dimensionally regularized as in [56, 57]) as the counterterms are also uniquely determined
by requiring the bulk variational problem to be well-posed [58].

4.1 Conventions and definitions

In this section, we use the following conventions and definitions:

• The counterterm contribution ict is added to the regulated amplitude î, to yield the
finite renormalized amplitude iren

iren = lim
ε→0

[̂
i+ ict

]
. (4.1)

• For the exchange amplitudes, we will list only their logarithmic terms defined by

ilog[∆1∆2,∆3∆4x∆x] = lim
ε→0

[
idiv[∆1∆2,∆3,∆4x∆x] + ict[∆1∆2,∆3∆4x∆x]

]
. (4.2)

The full amplitude then reads

iren[∆1∆2,∆3∆4x∆x] = ilog[∆1∆2,∆3∆4x∆x] + ifin[∆1∆2,∆3∆4x∆x], (4.3)

where the finite parts ifin are as listed in sections 3.4.1 and 3.4.2.
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• As previously, the Euclidean AdS4 metric in Poincaré coordinates is

ds2 = dz2 + dx2

z2 . (4.4)

The AdS/CFT correspondence in the half-integer regularization scheme then gives

W [φj ] = −Son-shell[φj ], 〈O〉s,reg = −(2∆− d)φ(∆+ε). (4.5)

In particular, the combination 2∆− d remains unchanged in the half-integer scheme.

For every operator Oj , we denote its source by φj . If the operator has dimension ∆j ,
its source has dimension d−∆j and thus O[∆j ]

j couples to φ[d−∆j ]
j . In particular O[2]

is sourced by φ[1], while O[3] is sourced by φ[0].

• All counterterms appear with the renormalization scale µ, and multiplied by constants
that we collectively denote as a. These constants are series in ε,

a = 1 + ε a(1) + ε2 a(2) +O
(
ε3
)
, (4.6)

and the ε-dependent part is generally scheme-dependent. As we show, one may
choose a scheme such that the scheme-dependent part depends only on the dimensions
of the operators under consideration, and not on any other labels of the operators.
However, renormalisation conditions may require different choices of scheme-dependent
constants for different operators.

4.2 Every amplitude is a correlator

Here we consider the holographic theory that realizes each amplitude (Witten diagram) as
a stand-alone correlation function. We consider five scalar fields Φj with j = 1, 2, 3, 4, x
dual to operators Oj of arbitrary dimensions ∆j . The (unregulated) bulk action, up to
quartic order, is

Sasym = 1
2

∫
ddx√g

∑
j=1,2,3,4,x

[
∂µΦj∂

µΦj +m2
∆j

Φ2
j

]
+
∫

ddx√g [λ12xΦ1Φ2Φx + λ34xΦxΦ3Φ4 − λ1234Φ1Φ2Φ3Φ4] , (4.7)

where

m2
∆ = ∆(∆− d) (4.8)

and λ12x, λ34x, λ1234 are arbitrary AdS couplings. We refer to this theory as the asymmetric
theory, since the resulting correlators have as few discrete symmetries as possible. Later on,
in section 4.5, we will introduce the symmetric theory where all correlators exhibit some
form of crossing symmetry.
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4.2.1 Regulated correlators

Let us now derive the regulated correlators of the asymmetric theory (4.7), following [46].

• Since the action (4.7) is symmetric under the exchange of the fields Φ1 and Φ2, their
dynamics is identical. The same conclusion holds for Φ3 and Φ4. The equations of
motion for the bulk fields read(

−�AdS + m̂2
∆1

)
Φ1 = −λ12xΦ2Φx + λ1234Φ2Φ3Φ4, (4.9)(

−�AdS + m̂2
∆3

)
Φ3 = −λ34xΦ4Φx + λ1234Φ1Φ2Φ4, (4.10)(

−�AdS + m̂2
∆x

)
Φx = −λ12xΦ1Φ2 − λ34xΦ3Φ4. (4.11)

• The equations of motion can now be solved perturbatively to obtain terms with up
to and including three sources. Let us denote by Φn{j} the term in the solution
depending on any (j + 1) sources. Thus, for example, Φn{0} is the solution to the free
field equation. Concentrating on Φ1, in position space we find

Φ1{0} = K[∆1] ∗φ1, (4.12)
Φ1{1} = −λ12x G[∆1] ∗(Φ2{0}Φx{0}), (4.13)

Φ1{2} = −λ12x G[∆1] ∗
[
Φ2{1}Φx{0} + Φ2{0}Φx{1}

]
+ λ1234 G[∆1] ∗(Φ2{0}Φ3{0}Φ4{0}), (4.14)

where ∗ indicates the convolution of the position-space variables, e.g.,

Φ1{0}(x) =
∫

dd+1x′
√
g(x′)K[∆1](x, x′)φ1(x′). (4.15)

• The holographic 2-point functions are diagonal and given by the standard expression

〈〈Oj(k)Oj(−k)〉〉 = (2∆− d)× coefficient of z∆ in K∆(z, k). (4.16)

In section 3.1, we defined the 2-point amplitudes i[∆∆] in (2.3) in such a way that
they are equal to the holographic 2-point function,

〈〈Oj(k)Oj(−k)〉〉 = i[∆j∆j ]. (4.17)

• To go to the boundary for higher-point functions, we use the fact that

G[∆](z, k; ζ) = z∆

2∆− d K[∆](ζ, k) +O(z∆+2). (4.18)

Thus, from (4.5) we see that regulated 1-point functions with sources reads

〈O1〉{1}s,reg = λ12xK[∆1] ∗
(
K[∆2] ∗φ2

) (
K[∆x] ∗φx

)
, (4.19)

〈O1〉{2}s,reg = −λ12xλ34xK[∆1] ∗
[(
K[∆2] ∗φ2

)
G[∆x] ∗

(
K[∆3] ∗φ3

) (
K[∆4] ∗φ4

)]
− λ2

12xK[∆1] ∗
[(
K[∆x] ∗φx

)
G[∆2] ∗

(
K[∆1] ∗φ1

) (
K[∆x] ∗φx

)]
− λ1234K[∆1] ∗

(
K[∆2] ∗φ2

) (
K[∆3] ∗φ3

) (
K[∆4] ∗φ4

)
. (4.20)
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O1(x1)

φ3(x3)

φ2(x2)

K[∆1]

K[∆x]

K[∆2]

λ12x

O1(x1)

φ2(x2) φ3(x3)

φ4(x4)

K[∆1]

K[∆2] K[∆3]

K[∆4]

G[∆x]
λ34xλ12x

Figure 3. 3- and 4-point Witten diagrams corresponding to (4.19) and the first line of (4.20).

The (n+ 1)-point function is then obtained by taking n functional derivatives with
the factor (−1)n.

These expressions represent the 3- and 4-point Witten diagrams, but with sources
present. For example, (4.19) written out explicitly is

〈O1(x1)〉{1}s,reg

= λ12x

∫
dd+1x

√
g(x)K[∆1](x1, x)×

×
∫

dd+1x2

√
g(x2)K[∆2](x, x2)φ2(x2)

∫
dd+1x3

√
g(x3)K[∆x](x, x3)φx(x3)

= λ12x

∫
dd+1x2

√
g(x2)

∫
dd+1x3

√
g(x3) i[∆1∆2∆3](x1, x2, x3)φ2(x2)φx(x3),

(4.21)

where here i[∆1∆2∆3](x1, x2, x3) denotes the position space expression for the 3-point
amplitude i[∆1∆2∆3]. We will not work in position space any further in this paper.

• Directly from the action (4.7), we see that there are two non-vanishing 3-point
functions, 〈O1O2Ox〉 and 〈OxO3O4〉. From (4.19), we see that

〈〈Oi(k1)Oj(k2)Ox(k3)〉〉 = λijx i[∆i∆j∆x](k1, k2, k3), (4.22)

where (ij) = (12) or (34).

• Among the non-vanishing 4-point functions, the most important is 〈O1O2O3O4〉. This
contains two contributions: a single exchange diagram and a single contact diagram.
From (4.20),

〈〈O1(k1)O2(k2)O3(k3)O4(k4)〉〉
= λ12xλ34x i[∆1∆2,∆3∆4x∆x] + λ1234 i[∆1∆2∆3∆4]. (4.23)
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If we want a bulk theory where the contact diagram i[∆1∆2∆3∆4] is a correlator on its
own, it therefore suffices to consider a bulk action with λ12x = 0 or λ34x = 0. On the
other hand, if we want the exchange diagram to be a correlator on its own, then we
need λ1234 = 0.
Note that i[∆1∆2∆3∆4] and i[∆1∆2,∆3∆4x∆x] only depend on the dimensions on the
operators involved — not on any other labels that the operators may have, or whether
the operators are identical or not — and so we have just demonstrated that each is
on its own a correlator in a specific bulk theory.

• For completeness, we note that the asymmetric theory has additional non-vanishing
4-point functions:

〈〈Oi(k1)Oj(k2)Oj(k3)Oi(k4)〉〉

= λ2
ijk

[
i[∆i∆j ,∆j∆ix∆k](k1, k2; k3, k4) + i[∆i∆j ,∆j∆ix∆k](k1, k3; k2, k4)

]
, (4.24)

where (ijk) = (12x) or (34x) or any permutation within each bracket (see figure 4 on
page 31).

In conclusion, all 3- and 4-point Witten diagrams are valid 3- and 4-point functions
as they can be realized in the holographic theory given by (4.7) for specific choices for
couplings. Additional symmetry factors may appear if correlation functions of the same
operator are considered. Similar conclusions can be reached for all higher-point diagrams.

4.3 Renormalized amplitudes

4.3.1 3-point functions

Since every amplitude is a correlator, we can now list the counterterm actions that renor-
malize the 3- and 4-point functions in (4.22)–(4.24). We set λ12x = λ34x = λ1234 = 1, so the
counterterm contributions derived from the actions cure the divergences of the amplitudes
only. We will restore the λ dependence when we discuss specific bulk actions. Let us start
with the 3-point function to give some more details on the procedure.

• The form of the counterterms depends on the dimensions of the operators involved,
and read

S
ct (3)
[222] = s[222]

∫
d3+2εxφ

[1]
1 φ

[1]
2 φ

[1]
3 , (4.25)

S
ct (3)
[322] = s[322]

∫
d3+2εxφ

[0]
1

(
φ

[1]
2 O

[2]
3 + φ

[1]
3 O

[2]
2

)
, (4.26)

S
ct (3)
[332] = s[332]

∫
d3+2εxφ

[1]
3 ∂µφ

[0]
1 ∂µφ

[0]
2 , (4.27)

S
ct (3)
[333] = s[333]

∫
d3+2εx

(
φ

[0]
1 φ

[0]
2 O

[3]
3 + φ

[0]
2 φ

[0]
3 O

[3]
1 + φ

[0]
3 φ

[0]
1 O

[3]
2

)
, (4.28)

where the values of the constants are

s[222] = −Div1(µ)a[222], s[322] = Div1(µ)a[322], (4.29)

s[332] = Div1(µ)a[332], s[333] = 1
3 Div1(µ)a[333]. (4.30)
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The scheme-dependent part of the constants a could in principle be different for
different operators, but one may choose to work in a scheme where they depend
only on the dimensions of the operators involved and are the same regardless of the
permutation of the dimensions, e.g., a[322] = a[232] = a[223]. In all cases, the constants
have an ε-expansion given by (4.6).

• Given a counterterm action Sct (3)
[∆1∆2∆3], its contribution i

ct
[∆1∆2∆3] to the 3-point ampli-

tude in (4.22) is obtained by taking three functional derivatives, with respect to the
sources, of the generating functional incorporating the counterterm action:

−δ3

δφ1(x1)δφ2(x2)δφ3(x3)〈exp
(
−Sct (3)

[∆1∆2∆3]

)
〉s,reg = î[∆1∆2∆3] + ict[∆1∆2∆3]. (4.31)

We view î[∆1∆2∆3] as following from the differentiation of the regulated generating
functional. The expression on the right-hand side should now possesses a finite limit
as ε→ 0.

• From the counterterm actions above, the counterterm contributions to the 3-point
amplitudes are

ict[222] = s[222], (4.32)

ict[322] = −s[322] ×
(
î[22](k2) + î[22](k3)

)
, (4.33)

ict[332] = −s[332] × (k1 · k2), (4.34)

ict[333] = −s[333] ×
(
î[33](k1) + î[33](k2) + î[33](k3)

)
. (4.35)

It is easy to see they match perfectly the divergences in (3.9)–(3.12).

• A brief comment on notation is in order. The form of the counterterms (4.25)–(4.28)
depends on the dimensions of the operators involved, as indicated by the subscript in
square brackets. Here, we assume that all three operators and their sources featuring
in the counterterms are distinct, as indicated by the indices. In particular, the
counterterms functionally depend on the sources and operators, so more accurately,
listing explicitly the functional dependence, we have

S
ct (3)
[∆1∆2∆3] = S

ct (3)
[∆1∆2∆3]

(
φ

[3−∆1]
1 , φ

[3−∆2]
2 , φ

[3−∆3]
3 ;O[∆1]

1 ,O[∆2]
2 ,O[∆3]

3

)
= S

ct (3)
[∆1∆2∆3](φ1, φ2, φ3). (4.36)

We will not list the arguments explicitly however unless some of them coincide. We
will also drop the operators and dimensions, as shown in the second line, assuming that
the pairing of the sources and operators is fixed. Note that the conformal dimensions
in S

ct (3)
[∆1∆2∆3] cannot be dropped, as they indicate which form of the counterterm

we consider.

If two or more fields coincide, additional symmetry factors may be required. If n
sources in a given counterterm coincide, its counterterm contribution equals n! ict.
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Amplitude Singularity type Counterterm Type Contributes to
2222 – – – –
3222 ultralocal φ[0]φ[1]φ[1]φ[1] anomaly 4-pt

3-pt φ[0]φ[1]O[2] beta for φ[1] 3, 4-pt
3-pt φ[0]φ[1]O[2] beta for φ[1] 3, 4-pt

3322 3-pt φ[0]φ[0]O[3] beta for φ[0] 3, 4-pt
2-pt φ[0]φ[0]φ[1]O[2] beta for φ[1] 4-pt

ultralocal φ[0]φ[0]φ[0]φ[1]∂2 anomaly 4-pt
3332 3-pt φ[0]φ[1]O[2] beta for φ[1] 3, 4-pt

3-pt φ[0]φ[0]O[3] beta for φ[0] 3, 4-pt
3333 3-pt φ[0]φ[0]O[3] beta for φ[0] 3, 4-pt

2-pt φ[0]φ[0]φ[0]O[3] beta for φ[0] 4-pt

Table 2. Singularity and counterterm types for various 4-point amplitudes. The first column
specifies the type of amplitude: only the dimensions of the external operators as listed are relevant.
The second column presents the general form of the singularities arising in the given amplitudes. The
third column shows the general form of the counterterm curing the divergence. Each counterterm
induces either an anomaly or a beta function for the couplings, as shown by the fourth column.
Finally, the fifth column lists the n-point functions to which the counterterm contributes.

For example, Sct (3)
[222] (φ1, φ2, φ3) produces ict[222] when the three sources are different,

S
ct (3)
[222] (φ1, φ1, φ3) produces 2ict[222], while with the identical sources Sct (3)

[222] (φ, φ, φ) gives
6ict[222]. Note also that some counterterms contain several terms, which would coincide
when some sources are equal.

4.3.2 4-point functions

In order to write the remaining counterterms for 4-point functions, we notice two facts.
First, the 3-point counterterms (4.25)–(4.28) will generally contribute to 4-point amplitudes,
and this contribution must be taken into account before the 4-point counterterm is added.
Second, the form of the 4-point counterterms cannot depend on the operator in the exchange
channel, because the counterterm action can only depend on the four external sources
and/or operators, φj and Oj for j = 1, 2, 3, 4.

• It is convenient to list first all the types of counterterms contributing to the 4-point
amplitudes of interest, as given in table 2.

• Starting with the counterterm actions (4.25)–(4.28), one can take four functional
derivatives similar to (4.31) and obtain their contributions to the 4-point amplitudes.
For ∆x = 2 these are as follows,

i
ct(3)
[22,22x2] = 0, (4.37)

i
ct(3)
[32,22x2] = −s[322]î[222](s, k3, k4), (4.38)
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i
ct(3)
[33,22x2] = 0, (4.39)

i
ct(3)
[32,32x2] = −s[322]

[̂
i[322](k1, k2, s) + î[322](k3, k4, s)

]
+ s2

[322]î[22](s), (4.40)

i
ct(3)
[32,33x2] = −s[322]î[332](k3, k4, s), (4.41)

i
ct(3)
[33,33x2] = 0 (4.42)

and for ∆x = 3 one finds,

i
ct(3)
[22,22x3] = 0, (4.43)

i
ct(3)
[32,22x3] = 0, (4.44)

i
ct(3)
[33,22x3] = −s[333]î[322](s, k3, k4), (4.45)

i
ct(3)
[32,32x3] = 0, (4.46)

i
ct(3)
[32,33x3] = −s[333]î[332](s, k1, k2), (4.47)

i
ct(3)
[33,33x3] = −s[333]

[̂
i[333](k1, k2, s) + î[333](s, k3, k4)

]
+ s2

[333]î[33](s). (4.48)

• We can now write down the most general local terms consistent with the symmetries
that are not fixed by the renormalization of the 3-point functions. These are

S
ct(4)
[22,22x∆x] = 0, (4.49)

S
ct(4)
[32,22x∆x] = s[32,22x∆x]

∫
d3+2εxφ

[0]
1 φ

[1]
2 φ

[1]
3 φ

[1]
4 , (4.50)

S
ct(4)
[33,22x∆x] = s[33,22x∆x]

∫
d3+2εxφ

[0]
1 φ

[0]
2

(
φ

[1]
3 O

[2]
4 +φ[1]

4 O
[2]
3

)
, (4.51)

S
ct(4)
[32,32x∆x] = s[32,32x∆x]

∫
d3+2εxφ

[0]
1 φ

[0]
3

(
φ

[1]
2 O

[2]
4 +φ[1]

4 O
[2]
2

)
, (4.52)

S
ct(4)
[32,33x∆x] =

∫
d3+2εx

[
s
{3+4}
[33,23x∆x]

(
φ

[0]
1 φ

[1]
2

(
∂2φ

[0]
3

)
φ

[0]
4 +φ[0]

1 φ
[1]
2 φ

[0]
3

(
∂2φ

[0]
4

))
(4.53)

+s
{1}
[32,33x∆x]

(
∂2φ

[0]
1

)
φ

[1]
2 φ

[0]
3 φ

[0]
4 +s

{2}
[32,33x∆x]φ

[0]
1

(
∂2φ

[1]
2

)
φ

[0]
3 φ

[0]
4

+s
{34}
[32,33x∆x]φ

[0]
1 φ

[1]
2 ∂µφ

[0]
3 ∂µφ

[0]
4 +s

{12}
[32,33x∆x]∂µ

(
∂µφ

[0]
1 φ

[1]
2

)
φ

[0]
3 φ

[0]
4

]
,

S
ct(4)
[33,33x∆x] = s[33,33x∆x]

∫
d3+2εx

(
φ

[0]
1 φ

[0]
2 φ

[0]
3 O

[3]
4 +φ[0]

2 φ
[0]
3 φ

[0]
4 O

[3]
1

+φ[0]
3 φ

[0]
4 φ

[0]
1 O

[3]
2 +φ[0]

4 φ
[0]
1 φ

[0]
2 O

[3]
3

)
, (4.54)

where the labels in curly brackets in s
{...}
[32,33x∆x] indicate on which sources the ∂2 acts.

For example, {3 + 4} indicates it acts on φ[0]
3 and φ[0]

4 , {1} that it acts on φ[0]
1 , {34}

in the product φ[0]
3 φ

[0]
4 and so on, with the precise structure as listed above. Note the

representation (4.53) is over-complete: only four of the terms listed are independent,
and the fifth can always be obtained through integration by parts. In particular,
we can always set one of the four constants s

{...}
[32,33x∆x] to zero. We will retain this
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∆x = 2 ∆x = 3
s[32,22x∆x] −1

2 Div2
1(µ)a[32,22x2]

1
2 Div2(µ)a[32,22x3]

s[33,22x∆x]
1
2 Div2(µ)a[33,22x2]

1
6 Div2

1(µ)a[33,22x3]

s[32,32x∆x]
1
2 Div2

1(µ)a[32,32x2] −1
2 Div2(µ)a[32,32x3]

s
{12}
[32,33x∆x] 0 −1

6 Div2
1(µ)a{12}

[32,33x3]

s
{34}
[32,33x∆x]

1
2 Div2

1(µ)a{34}
[32,33x2] 0

s
{3+4}
[32,33x∆x]

3
4 Div2(µ)a{3+4}

[32,33x2]
1
4 Div2(µ)a{3+4}

[32,33x3]

s
{1}
[32,33x∆x] −1

4 Div2(µ)a{1}[32,33x2] − 1
12 Div2(µ)a{1}[32,33x3]

s
{2}
[32,33x∆x]

1
4 Div2(µ)a{2}[32,33x2]

1
12 Div2(µ)a{2}[32,33x3]

s[33,33x∆x]
1
6 Div2(µ)a[33,33x2]

1
18 Div2

1(µ)a[33,33x3]

Table 3. The values of the constants s for exchange diagrams with exchange ∆x = 2 and ∆x = 3.

over-complete representation, however, as it will prove convenient to use different
non-vanishing structures for ∆x = 2 and ∆x = 3.

• The contributions from the counterterm actions (4.49)–(4.54) are

i
ct(4)
[22,22x∆x] = 0, (4.55)

i
ct(4)
[32,22x∆x] = −s[32,22x∆x], (4.56)

i
ct(4)
[33,22x∆x] = s[33,22x∆x]

[̂
i[22](k3) + î[22](k4)

]
, (4.57)

i
ct(4)
[32,32x∆x] = s[32,32x∆x]

[̂
i[22](k2) + î[22](k4)

]
, (4.58)

i
ct(4)
[32,33x∆x] = s

{1}
[32,33x∆x]k

2
1 + s

{2}
[32,33x∆x]k

2
2 + s

{3+4}
[32,33x∆x]

(
k2

3 + k2
4

)
+ 1

2s
{12}
[32,33x∆x]

(
s2 + k2

1 − k2
2

)
+ 1

2s
{34}
[32,33x∆x]

(
s2 − k2

3 − k2
4

)
,

(4.59)

i
ct(4)
[33,33x∆x] = s[33,33x∆x]

[̂
i[33](k1) + î[33](k2) + î[33](k3) + î[33](k4)

]
, (4.60)

where the values of the constants s are listed in table 3.

• If the degree of divergence is higher than one, the subleading terms in the a constants
are related to the 3-point a constants as explained in the following subsection.
This leads to the following set of identities, which it is important to impose in all
subsequent calculations:

a
(1)
[32,22x2] = 2a(1)

[322] − 1, a
(1)
[33,22x3] = 2a(1)

[333] −
1
3 , (4.61)

a
(1)
[32,32x2] = 2a(1)

[322] − 1, a
{12}(1)
[32,33x3] = 2a(1)

[333] −
5
6 , (4.62)

a
{34}(1)
[32,33x2] = 2a(1)

[322] + 1
2 , a

(1)
[33,33x3] = 2a(1)

[333] −
1
3 . (4.63)
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4.3.3 Example

To understand this last point better, and as an example calculation, consider the 4-point
amplitude î[32,22x2]. This amplitude exhibits a double pole at ε = 0 and its divergent terms
are given by (3.21). While one can work with the divergences expressed in terms of Div1
and Div2, it is easier to understand the situation when fully expanded in the regulator,

î[32,22x2] = 1
2ε2 −

1
ε

[
log l34+ + γE − 1

2

]
+O

(
ε0
)
. (4.64)

The renormalization of the 3-point amplitude î[322] introduces the counterterm (4.26), which
also contributes to the 4-point amplitude under consideration. Its contribution is given
by (4.38). With the value of s[322] given in (4.29), we find

i
ct(3)
[32,22x2] = − 1

ε2
+ 1
ε

[
log l34+ + log µ+ 2γE − a

(1)
[322]

]
+O

(
ε0
)
. (4.65)

Before moving to the renormalization of the 4-point functions, the renormalization procedure
for 3-point functions must be carried out. This means that we treat a

(1)
[322] as fixed at

this point.
To fully renormalize the 4-point amplitude, we have to introduce the counterterm (4.50).

Its contribution to the 4-point function is then given by taking four functional derivatives
with respect to the sources, with the result given by (4.56). Thus, the sum of (4.56), (4.64)
and (4.65) must be finite. With s

(n)
[32,22x2] denoting terms of order εn in the expansion of

s[32,22x2], we find

î[32,22x2] + i
ct(3)
[32,22x2] + i

ct(4)
[32,22x2] = 1

ε2

[
s

(−2)
[32,22x2] −

1
2

]
+ 1
ε

[
s

(−1)
[32,22x2] + γE + log µ− a

(1)
[322] + 1

2

]
+O

(
ε0
)
.

(4.66)

Thus, we must choose

s
(−2)
[32,22x2] = 1

2 , s
(−1)
[32,22x2] = −γE − logµ+ a

(1)
[322] −

1
2 . (4.67)

As we can see, both the leading s
(−2)
[32,22x2] as well as the subleading s

(−1)
[32,22x2] term is completely

fixed by the renormalization. Furthermore, the subleading term s
(−1)
[32,22x2] depends on the

subleading part of the renormalization constant a
(1)
[322]. Only the third term, s(0)

[32,22x2], is
unrestricted and will contribute to the finite part of the renormalized correlator.

In the discussion above we presented our results using the divergences Div1 and Div2.
These objects also keep track of the scale-dependence, so that the logµ term is automatically
taken care of. For example, we can rewrite

s
(−2)
[32,22x2]
ε2

+
s

(−1)
[32,22x2]
ε

+O
(
ε0
)

= 1
2
[
1 + ε

(
2a(1)

[322] − 1
)]

Div2
1 (µ) +O

(
ε0
)
. (4.68)
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Thus, if we identify the term in square brackets with the counterterm constant a[32,22x2] =
1 + εa

(1)
[32,22x2] + O(ε2), we must impose a

(1)
[32,22x2] = 2a(1)

[322] − 1. This is indeed the first
relation in (4.61).

Finally, let us stress here that the relations (4.61)–(4.63) are essential for the theory to
be renormalizable. Indeed, if s(−1)

[32,22x2] were any different in the example above, the 4-point
amplitude î[32,22x2] could not be renormalized.

4.3.4 Contact diagrams

• The form of the counterterms depends on the exchange operator only through the
constants s. This also includes the contact diagrams, which we can identify with
exchange diagrams with ∆x = 0, but for the sake of clarity, let us rewrite these
expressions,

S
ct (4)
[2222] = 0, (4.69)

S
ct (4)
[3222] = s[3222]

∫
d3+2εxφ

[0]
1 φ

[1]
2 φ

[1]
3 φ

[1]
4 , (4.70)

S
ct (4)
[3322] = s[3322]

∫
d3+2εxφ

[0]
1 φ

[0]
2

(
φ

[1]
3 O

[2]
4 + φ

[1]
4 O

[2]
3

)
, (4.71)

S
ct (4)
[3332] = s[3332]

∫
d3+2εx

(
∂2φ

[0]
1 φ

[0]
2 φ

[0]
3 φ

[1]
4 + φ

[0]
1 ∂2φ

[0]
2 φ

[0]
3 φ

[1]
4

+φ[0]
1 φ

[0]
2 ∂2φ

[0]
3 φ

[1]
4 − φ

[0]
1 φ

[0]
2 φ

[0]
3 ∂2φ

[1]
4

)
, (4.72)

S
ct (4)
[3333] = s[3333]

∫
d3+2εx

(
φ

[0]
1 φ

[0]
2 φ

[0]
3 O

[3]
4 + φ

[0]
2 φ

[0]
3 φ

[0]
4 O

[3]
1

+φ[0]
3 φ

[0]
4 φ

[0]
1 O

[3]
2 + φ

[0]
4 φ

[0]
1 φ

[0]
2 O

[3]
3

)
. (4.73)

The values of the constants are

s[3222] = Div2(µ)a[3222], (4.74)

s[3322] = −Div2(µ)a[3322], (4.75)

s[3332] = 1
2 Div2(µ)a[3332], (4.76)

s[3333] = −1
3 Div2(µ)a[3333], (4.77)

and the counterterm contributions are

i
ct(4)
[2222] = 0, (4.78)

i
ct(4)
[3222] = −s[3222], (4.79)

i
ct(4)
[3322] = s[3322]

[̂
i[22](k3) + î[22](k4)

]
, (4.80)

i
ct(4)
[3332] = s[3332]

(
k2

1 + k2
2 + k2

3 − k2
4

)
, (4.81)

i
ct(4)
[3333] = s[3333]

[̂
i[33](k1) + î[33](k2) + î[33](k3) + î[33](k4)

]
. (4.82)
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• Similarly to the case of the 3-point counterterms in (4.36), the 4-point counterterms
depend functionally on four sources and operators,

S
ct (4)
[∆1∆2,∆3∆4x∆x] = S

ct (4)
[∆1∆2,∆3∆4x∆x](φ1, φ2, φ3, φ4). (4.83)

We omit the explicit arguments, if all the sources and operators are as listed.

• In the remaining subsections, we will present two examples of how to use these results
in practice.

4.3.5 Renormalized amplitudes

When the counterterm contributions ict are added to the regulated amplitudes î, the limit
ε→ 0 exists. Here we list the renormalized amplitudes iren defined as

iren = lim
ε→0

[̂
i+ ict

]
. (4.84)

• 2-point amplitudes are finite and do not require renormalization,

iren[22] = −k, (4.85)

iren[33] = k3, (4.86)

iren[23] = 0. (4.87)

We do not allow for a counterterm of the form
∫
φ[0]�φ[1], which would result in a

local contribution to 〈O[2]O[3]〉. We keep the 2-point functions diagonal.

• The renormalized 3-point amplitudes are

iren[222] = − log
(
kt
µ

)
− a

(1)
[222], (4.88)

iren[322] = (k2 + k3)
[
log

(
kt
µ

)
+ a

(1)
[322] − 1

]
− k1, (4.89)

iren[332] = k2
1 + k2

2 − k2
3

2

[
log

(
kt
µ

)
+ a

(1)
[332] −

3
2

]
+ 1

2
[
k2

1 + k2
2 − k1k2 + k3(k1 + k2)

]
,

(4.90)

iren[333] = −k
3
1 + k3

2 + k3
3

3

[
log

(
kt
µ

)
+ a

(1)
[333] −

4
3

]
+ 1

3
[
k2

1k2 + 5 perms.− k1k2k3
]
.

(4.91)

• The renormalized contact diagrams are

iren[2222] = 1
kT
, (4.92)

iren[3222] = −
[
log

(
kT
µ

)
+ 1

2a
(1)
[3222]

]
+ k1
kT
, (4.93)

iren[3322] = (k3 + k4)
[
log

(
kT
µ

)
+ 1

2a
(1)
[3322]

]
+ k1k2

kT
− kT , (4.94)

iren[3332] = k2
1 + k2

2 + k2
3 − k2

4
2

[
log

(
kT
µ

)
+ 1

2a
(1)
[3332]

]
+ k1k2k3

kT
+ kT

(
k4 −

kT
4

)
,

(4.95)
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iren[3333] = −k
3
1 + k3

2 + k3
3 + k3

4
3

[
log

(
kT
µ

)
+ 1

2a
(1)
[3333]

]
+ k1k2k3k4

kT
+ kT

(
−σ(2)1234 + 4

9k
2
T

)
. (4.96)

• For exchange diagrams we only list the logarithmic part here, ilog, defined as

ilog[∆1∆2,∆3∆4x∆x] = lim
ε→0

[
idiv[∆1∆2,∆3,∆4x∆x] + ict[∆1∆2,∆3∆4x∆x]

]
. (4.97)

The full renormalized amplitude then reads

iren[∆1∆2,∆3∆4x∆x] = ilog[∆1∆2,∆3∆4x∆x] + ifin[∆1∆2,∆3∆4x∆x], (4.98)

where the finite parts ifin are listed in section 3.

• All in all, the logarithmic parts of the renormalized amplitudes with ∆x = 2 are

ilog[22,22x2] = 0, (4.99)

ilog[32,22x2] = 1
2 log2

(
l34+
µ

)
+ log

(
l34+
µ

) [
−1 + a

(1)
[322]

]
+
[
−a(2)

[322] + 1
2a

(2)
[32,22x2]

]
,

(4.100)

ilog[33,22x2] = −k3 + k4
2

[
log

(
kT
µ

)
+ 1

2a
(1)
[33,22x2]

]
, (4.101)

ilog[32,32x2] = −k2 + s

2 log2
(
l12+
µ

)
− k4 + s

2 log2
(
l34+
µ

)
+
[
(l12+ + k2)− (k2 + s) a(1)

[322]

]
log

(
l12+
µ

)
+
[
(l34+ + k4)− (k4 + s) a(1)

[322]

]
log

(
l34+
µ

)
+ (2s+ kT )

[
1 + a

(1)
[322]

]
+ (k2 + k4)

[
a

(2)
[322] −

1
2a

(2)
[32,32x2]

]
− s

(
a

(1)
[322]

)2
,

(4.102)

ilog[32,33x2] = s2 − k2
3 − k2

4
4 log2

(
l34+
µ

)
+ 1

4
[
−k2

1 + k2
2 +

(
3− 2a(1)

[322]

) (
k2

3 + k2
4

)
+ 2k3k4 − 2s (k3 + k4)

+2s2
(
−1 + a

(1)
[322]

)]
log

(
l34+
µ

)
+ (k3 + k4)2

8
[
1 + 2a(1)

[322]

]
− s (k3 + k4)

4
[
3 + 2a(1)

[322]

]
− s2

4

[7
2 + 3a(1)

[322]

]
+ s2 − k2

3 − k2
4

4
[
−2a(2)

[322] + a
{34}(2)
[32,33x2]

]
+ 1

8
[
−k2

1a
{1}(1)
[32,33x2] + k2

2a
{2}(1)
[32,33x2] + 3

(
k2

3 + k2
4

)
a
{3+4}(1)
[32,33x2]

]
, (4.103)

ilog[33,33x2] = k3
1 + k3

2 + k3
3 + k3

4
6

[
log

(
kT
µ

)
+ 1

2a
(1)
[33,33x2]

]
. (4.104)
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• The logarithmic parts of the renormalized amplitudes with ∆x = 3 are

ilog[22,22x3] = 0, (4.105)

ilog[32,22x3] = −1
2

[
log

(
l12+
µ

)
+ 1

2a
(1)
[32,22x3]

]
, (4.106)

ilog[33,22x3] = −k3 + k4
6 log2

(
l34+
µ

)
+ 1

3

[
s+

(4
3 − a

(1)
[333]

)
(k3 + k4)

]
log

(
l34+
µ

)
+ k3 + k4

3

[
1 + a

(1)
[333] + a

(2)
[333] −

1
2a

(2)
[33,22x3]

]
+ s

3
[
1 + a

(1)
[333]

]
, (4.107)

ilog[32,32x3] = k2 + k4
2

[
log

(
kT
µ

)
+ 1

2a
(1)
[32,32x3]

]
, (4.108)

ilog[32,33x3] = k2
2 − k2

1 − s2

12 log2
(
l12+
µ

)
+ 1

6

[
k2

1

(5
6 − a

(1)
[333]

)
+ k2

2

(
−11

6 + a
(1)
[333]

)
−k1k2 + s(k1 − k2) + 3

2(k2
3 + k2

4) + s2
(4

3 − a
(1)
[333]

)]
log

(
l12+
µ

)
−
(1

4 + 1
6a

(1)
[333]

)
k2(k1 + s) + 1

12
(
1 + 2a(1)

[333]

)
sk1

+ k2
3 + k2

4
8 a

{3+4}(1)
[32,33x3] + s2 + k2

1 − k2
2

24
[
1 + 2a(1)

[333] + 4a(2)
[333] − 2a{12}(2)

[32,33x3]

]
− k2

1
24a

{1}(1)
[32,33x3] −

k2
2

24
[
6 + 4a(1)

[333] − a
{2}(1)
[32,33x3]

]
, (4.109)

ilog[33,33x3] = s3 + k3
1 + k3

2
18 log2

(
l12+
µ

)
+ s3 + k3

3 + k3
4

18 log2
(
l34+
µ

)
− 1

9

[(5
3 − a

(1)
[333]

)
σ3

(1)12s +
(
−4 + 3a(1)

[333]

)
σ(1)12sσ(2)12s

+(1− 3a(1)
[333])σ(3)12s −

s3

3

]
log

(
l12+
µ

)
− 1

9

[(5
3 − a

(1)
[333]

)
σ3

(1)34s +
(
−4 + 3a(1)

[333]

)
σ(1)34sσ(2)34s

+
(
1− 3a(1)

[333]

)
σ(3)34s −

s3

3

]
log

(
l34+
µ

)

−
4 + 3a(1)

[333]
27

[
k1k2(k1 + k2) + k3k4(k3 + k4) + s(k2

1 + k2
2 + k2

3 + k2
4) + s2kT

]
+ s

27
[
1 + 3a(1)

[333]

]
(k1k2 + k3k4)− s3

81
[
26 + 24a(1)

[333] − 9(a(1)
[333])

2
]

−
26 + 24a(1)

[333] + 18a(2)
[333] − 9a(2)

[33,33x3]
162

(
k3

1 + k3
2 + k3

3 + k3
4

)
. (4.110)

4.4 Asymmetric theory

In the previous sections we listed: (i) the counterterm contributions to the amplitudes
that would render them finite, (ii) the renormalized amplitudes, and (iii) the counterterm
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actions that produce the counterterm contributions. In this section, we apply these results
to completely renormalize 2-, 3-, and 4-point functions in the asymmetric theory (4.7).

The 2-point functions are finite and do not require renormalization. Thus, they already
represent the renormalized correlators,

〈〈O[∆j ]
j (k)O[∆j ]

j (−k)〉〉ren = iren[∆j∆j ], (4.111)

with iren[∆j∆j ] given by (4.85) and (4.86).
We will now show that the following CFT counterterm action renormalizes all 3- and

4-point functions in the asymmetric theory,

Sasym, ct = Sasym, ct (3) + S
asym, ct (4)
1234 + Sasym, ct (4)

cross , (4.112)

where

Sasym, ct (3) = λ12xS
ct (3)
[∆1∆2∆x](φ1, φ2, φx) + λ34xS

ct (3)
[∆3∆4∆x](φ3, φ4, φx), (4.113)

S
asym, ct (4)
1234 = λ12xλ34xS

ct (4)
[∆1∆2,∆3∆4x∆x](φ1, φ2, φ3, φ4)

+ λ1234S
ct (4)
[∆1∆2∆3∆4](φ1, φ2, φ3, φ4), (4.114)

Sasym, ct (4)
cross = 1

2λ
2
12x

[
S
ct (4)
[∆1∆2,∆2∆1x∆x](φ1, φ2, φ2, φ1) + S

ct (4)
[∆1∆x,∆x∆1x∆2](φ1, φx, φx, φ1)

+Sct (4)
[∆2∆x,∆x∆2x∆1](φ2, φx, φx, φ2)

]
+ 1

2λ
2
34x

[
S
ct (4)
[∆3∆4,∆4∆3x∆x](φ3, φ4, φ4, φ3) + S

ct (4)
[∆3∆x,∆x∆3x∆4](φ3, φx, φx, φ3)

+Sct (4)
[∆4∆x,∆x∆4x∆3](φ4, φx, φx, φ4)

]
. (4.115)

The counterterm actions in these expressions are listed in section 4.3.
The first term in (4.112), Sasym, ct (3), renormalizes the 3-point functions (4.22). Indeed,

it contributes λ12xi
ct
[∆1∆2∆x] to the correlator 〈O1O2Ox〉 and λ34xi

ct
[∆3∆4∆x] to the correlator

〈O3O4Ox〉. It also contributes to the 4-point functions, contributing λ12xλ34xi
ct(3)
[∆1∆2,∆3∆4x∆x]

to 〈O1O2O3O4〉. To see this more explicitly, consider an example with ∆1 = ∆2 = ∆x = 3
and ∆3 = ∆4 = 2. In such a case Sasym, ct (3) reads

Sasym, ct (3) = Div1(µ)
∫

d3+2εx

[1
3λ12xa[333] (φ1φ2Ox + φ2φxO1 + φxφ1O2)

+ λ34xa[322]φx (φ3O4 + φ4O3)
]
. (4.116)

If we are interested in its contribution to the 4-point function 〈O1O2O3O4〉, we can drop
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all sources φx of the exchange scalar leaving only the first term. Then, we differentiate

δ4

δφ1(x1)δφ2(x2)δφ3(x3)δφ4(x4)〈exp
(
−1

3λ12x Div1(µ)a[333]

∫
d3+2εxφ1φ2Ox

)
〉
∣∣∣∣∣
φj=0

= δ2

δφ1(x1)δφ2(x2)〈O3(x3)O4(x4) exp
(
−1

3λ12x Div1(µ)a[333]

∫
d3+2εxφ1φ2Ox

)
〉
∣∣∣∣∣
φj=0

= δ

δφ1(x1)〈O3(x3)O4(x4)
(
−O2(x2)− 1

3λ12x Div1(µ)a[333]φ1(x2)Ox(x2)
)
〉
∣∣∣∣
φj=0

= 〈O1(x1)O2(x2)O3(x3)O4(x4)〉 − 1
3λ12x Div1(µ)a[333]δ(x1 − x2)〈Ox(x1)O3(x3)O4(x4)〉.

(4.117)

The Fourier transform of the second term yields λ12xi
ct(3)
[33,22x3] (use (4.45) and (4.30)) as

expected. Thus, the 4-point function 〈O1O2O3O4〉 will be renormalized by the addi-
tion of ict(4)

[33,22x3]. By design, this is what the counterterm action λ12xλ34xS
ct (4)
[∆1∆2,∆3∆4x∆x]

contributes.
We argued that the terms Sasym, ct (3) and S

asym, ct (4)
1234 renormalize all 3-point func-

tions as well as the 4-point function 〈O1O2O3O4〉. The renormalized correlators are given
by (4.22) and (4.23) with the amplitudes on the right hand side replaced by the renormal-
ized amplitudes,

〈〈Oi(k1)Oj(k2)Ox(k3)〉〉ren = λijx i
ren
[∆i∆j∆x](k1, k2, k3), (4.118)

〈〈O1(k1)O2(k2)O3(k3)O4(k4)〉〉ren = λ12xλ34x i
ren
[∆1∆2,∆3∆4x∆x] + λ1234 i

ren
[∆1∆2∆3∆4]. (4.119)

As we can see, we obtain the renormalized correlators by simply replacing the amplitudes
by the renormalized amplitudes listed in section 4.3.

The asymmetric theory contains additional non-vanishing 4-point functions, namely
those in (4.24). To complete our analysis, we should renormalize these as well. This is
achieved by Sasym, ct (4)

cross , the last term in (4.112). To see that this indeed works, first we
have to consider the contributions to the 4-point function from the 3-point counterterms
in Sasym, ct (3). To do this, first notice that we only have three correlators to consider,
depending on the dimensions of the operators involved:

〈O[2]
i O

[2]
j O

[2]
j O

[2]
i 〉, 〈O[3]

i O
[2]
j O

[2]
j O

[3]
i 〉, 〈O[3]

i O
[3]
j O

[3]
j O

[3]
i 〉. (4.120)

There are six possible correlators in each case, by choosing (ij) from (12), (1x), (2x),
(34), (3x), (4x) as shown in figure 4. The analysis is similar in all cases, however, so we
will concentrate on, say, (ij) = (12) and the counterterm λ12xS

ct (3)
[∆1∆2∆x]. Finally, for the

counterterm to contribute, it must be non-vanishing when we set φx = 0, since we will not
be differentiating with respect to this source. An inspection of (4.25)–(4.28) shows that
there are only two cases where the contribution to the 4-point function from the 3-point
counterterm action is non-vanishing: (i) ∆1 = 3,∆2 = ∆x = 2 and (ii) ∆1 = ∆2 = ∆x = 3.
The relevant form of the counterterm actions, Sct(3)

[322] and S
ct(3)
[333] with φx set to zero, is
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1

2
x ⊕

3

4

x

λ12x λ34x

λ2
12x
( 1

2

x

2

1
+

2

x

1

x

2
+

x

1

2

1

x )

λ12xλ34x

1

2

x

3

4

λ2
34x
( 3

4

x

4

3
+

4

x

3

x

4
+

x

3

4

3

x )

Figure 4. All non-vanishing exchange 4-point functions in the asymmetric theory. On the left,
we have two 3-vertices present in the action (4.7). The diagrams at the top on the right-hand
side represent schematically (dropping all symmetry factors) the 4-point functions 〈O1O2O2O1〉,
〈O2OxOxO2〉 and 〈OxO1O1Ox〉, while those at the bottom represent 〈O3O4O4O3〉, 〈O4OxOxO4〉
and 〈OxO3O3Ox〉. Together, these are the six correlators in (4.120). The middle line corresponds
to the 4-point function 〈O1O2O3O4〉 obtained by combining the two vertices.

identical for both cases up to the overall normalization,

S
ct(3)
I = cI Div1(µ)aI

∫
d3+2εxφ1φ2Ox, (4.121)

where cI = 2 for I = [322] and cI = 1/3 for I = [333]. By taking four functional derivatives,
we find

δ4

δφ1(x1)δφ2(x2)δφ2(x3)δφ1(x4)〈exp
(
−cI Div1(µ)aI

∫
d3+2εxφ1φ2Ox

)
〉
∣∣∣∣∣
φj=0

= 〈O1(x1)O2(x2)O2(x3)O1(x4)〉
− cI Div1(µ)aI [ δ(x3 − x4)〈O1(x1)O2(x2)Ox(x3)〉

+ δ(x1 − x2)〈Ox(x2)O2(x3)O1(x4)〉
+ δ(x2 − x4)〈O1(x1)O2(x3)Ox(x4)〉
+δ(x1 − x3)〈Ox(x1)O2(x2)O1(x4)〉]

+ c2
I Div2

1(µ)a2
I [δ(x1 − x2)δ(x3 − x4)〈Ox(x1)Ox(x3)〉

+δ(x1 − x3)δ(x2 − x4)〈Ox(x1)Ox(x2)〉] . (4.122)

Fourier transforming this expression, we see that the counterterm contribution from the
3-point counterterm action Sasym, ct (3) to the 4-point functions 〈OiOjOjOi〉 reads

i
ct(3)
[∆i∆j ,∆j∆ix∆x](k1, k2; k3, k4) + i

ct(3)
[∆i∆j ,∆j∆ix∆x](k1, k3; k2, k4). (4.123)
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These two terms correspond to the two terms in the regulated correlator itself in (4.24). Thus,
what remains to be shown is that the counterterms Sasym, ct (4)

cross in (4.115) correctly produce

i
ct(4)
[∆i∆j ,∆j∆ix∆x](k1, k2; k3, k4) + i

ct(4)
[∆i∆j ,∆j∆ix∆x](k1, k3; k2, k4). (4.124)

First, let us consider case (i) with ∆1 =3 and ∆2 =∆x=2. The counterterm action (4.53)
becomes

S
ct (4)
[32,23x2](φ1, φ2, φ2, φ1) = 2s[32,23x2]

∫
d3+2εxφ2

1φ2O2. (4.125)

By taking four functional derivatives as above, we find that the contribution from this
counterterm to the correlation function in momentum space equals twice the expression
in (4.124). Thus, we have to introduce the symmetry factor of 1/2 in (4.115). Similarly, for
case (ii) where ∆1 = ∆2 = ∆x = 3, the counterterm action (4.54) reads

S
ct (4)
[33,33x3](φ1, φ2, φ2, φ1) = 2s[33,33x3]

∫
d3+2εx

[
φ2

1φ2O2 + φ1φ
2
2O1

]
. (4.126)

By taking functional derivatives we again find that the counterterm contribution to the
4-point function is twice that of (4.124). Thus, the multiplicative factor of 1/2 in (4.115) is
correct in all cases.

4.5 Symmetric theory

In this section we consider the most symmetric case: a bulk theory containing only two
fields, Φ[2] and Φ[3], dual to two operators, O[2] of dimension two and O[3] of dimension
three. The AdS action contains all possible couplings between the fields,

Ssym = 1
2

∫
d4+2εx

√
g
∑

∆=2,3

[
∂µΦ[∆]∂

µΦ[∆] + m̂2
∆Φ2

[∆]

]
+
∫

d4+2εx
√
g

[1
6λ[222]Φ3

[2] + 1
2λ[322]Φ[3]Φ2

[2] + 1
2λ[332]Φ2

[3]Φ[2] + 1
6λ[333]Φ3

[3]

]
−
∫

d4+2εx
√
g

[ 1
24λ[2222]Φ4

[2] + 1
6λ[3222]Φ[3]Φ3

[2] + 1
4λ[3322]Φ2

[3]Φ2
[2]

+1
6λ[3332]Φ3

[3]Φ[2] + 1
24λ[3333]Φ4

[3]

]
, (4.127)

where we inserted standard symmetry factors for convenience. The coupling constants
λ[∆1∆2∆3] and λ[∆1∆2∆3∆4] depend only on the dimensions ∆j of the operators interacting,
and not on the order in which they appear. When convenient, we can thus permute
the dimensions determining the coupling, e.g., λ[322] = λ[232] = λ[223], and so on for
other couplings.

4.5.1 Regulated correlators

Let us derive the regulated correlators in the symmetric theory (4.127).
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• With the symmetry factors included in the action, the equations of motion read(
−�AdS+m̂2

2

)
Φ[2] =−1

2λ[222]Φ2
[2]−λ[322]Φ[3]Φ[2]−

1
2λ[332]Φ2

[3]

+ 1
6λ[2222]Φ3

[2]+
1
2λ[3222]Φ[3]Φ2

[2]+
1
2λ[3322]Φ2

[3]Φ[2]+
1
6λ[3332]Φ3

[3],

(4.128)(
−�AdS+m̂2

3

)
Φ[3] =−1

2λ[322]Φ2
[2]−λ[332]Φ[3]Φ[2]−

1
2λ[333]Φ2

[3]

+ 1
6λ[3222]Φ3

[2]+
1
2λ[3322]Φ[3]Φ2

[2]+
1
2λ[3332]Φ[2]Φ2

[3]+
1
6λ[3333]Φ3

[3].

(4.129)

• We now solve these equations of motion perturbatively, up to and including terms
with three sources. Let us denote by Φ[∆]{j} the term in the solution which depends on
any (j + 1) sources. This means that Φ[∆]{0} is the solution to the free field equation.
We have

Φ[3]{0} = K[3] ∗φ[3], (4.130)

Φ[3]{1} = −G[3] ∗
[1

2λ[333]Φ[3]{0}Φ[3]{0} + λ[332]Φ[3]{0}Φ[2]{0}

+1
2λ[322]Φ[2]{0}Φ[2]{0}

]
, (4.131)

Φ[3]{2} = −G[3] ∗
[
λ[333]Φ[3]{1}Φ[3]{0} + λ[322]Φ[2]{1}Φ[2]{0}

+λ[332]
(
Φ[3]{1}Φ[2]{0} + Φ[3]{0}Φ[2]{1}

)]
+ G[3] ∗

[1
6λ[3333]Φ[3]{0}Φ[3]{0}Φ[3]{0} + 1

2λ[3332]Φ[3]{0}Φ[3]{0}Φ[2]{0}

+1
2λ[3322]Φ[3]{0}Φ[2]{0}Φ[2]{0} + 1

6λ[3222]Φ[2]{0}Φ[2]{0}Φ[2]{0}

]
,

(4.132)

where we recall that ∗ indicates the convolution of the position-space variables
(see (4.15)). Analogous expressions with 2 ↔ 3 follow for Φ[2]. Setting ψ[∆] =
Φ[∆]{0} = K[∆] ∗φ[∆], we can write the expansion of Φ[3]{2} in the form

Φ[3]{2}=G[3] ∗
[(
λ[333]ψ[3]+λ[332]ψ[2]

)
G[3] ∗

(
1
2λ[333]ψ[3]ψ[3]+λ[332]ψ[3]ψ[2]+

1
2λ[322]ψ[2]ψ[2]

)
+
(
λ[332]ψ[3]+λ[322]ψ[2]

)
G[3] ∗

(
1
2λ[332]ψ[3]ψ[3]+λ[322]ψ[3]ψ[2]+

1
2λ[222]ψ[2]ψ[2]

)
+1

6λ[3333]ψ
3
[3]+

1
2λ[3332]ψ

2
[3]ψ[2]+

1
2λ[3322]ψ[3]ψ

2
[2]+

1
6λ[3222]ψ

3
[2]

]
. (4.133)

• All 3-point functions then follow from Φ[2]{1} and Φ[3]{1}. They have no additional
symmetry factors and read

〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)〉〉reg = λ[∆1∆2∆3] î[∆1∆2∆3](k1, k2, k3) (4.134)

for ∆1,∆2,∆3 = 2, 3.
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• The 4-point functions follow from Φ[2]{2} and Φ[3]{2}. For example, starting with (4.133),
we replace the external propagator G[3] with −K[3], multiply by (−1)3 and take three
functional derivatives with respect to the sources. All in all, the symmetry factors are
selected in such a way that, after all symmetries of the amplitudes are used, every
correlator takes the form

〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)O[∆4](k4)〉〉reg
=

∑
∆x=2,3

[
λ[∆1∆2∆x]λ[∆x∆3∆4]î[∆1∆2,∆3∆4x∆x](k1, k2; k3, k4)

+ λ[∆1∆3∆x]λ[∆x∆2∆4]î[∆1∆3,∆2∆4x∆x](k1, k3; k2, k4)

+λ[∆1∆4∆x]λ[∆x∆2∆3]î[∆1∆4,∆2∆3x∆x](k1, k4; k2, k3)
]

+ λ[∆1∆2∆3∆4] î[∆1∆2∆3∆4](k1, k2, k3, k4). (4.135)

Note that crossing symmetric terms appear with unit coefficients.

4.5.2 Renormalization

Let us now renormalize the symmetric theory with only two operators O[2] and O[3], governed
by the bulk action (4.127). The regulated 3-point functions are given by (4.134), and 4-point
functions by (4.135). As discussed, the renormalized 3- and 4-point functions are found
by replacing the regulated amplitudes by the renormalized ones, as listed in section 4.3.
This gives

〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)〉〉ren = λ[∆1∆2∆3] i
ren
[∆1∆2∆3](k1, k2, k3), (4.136)

and

〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)O[∆4](k4)〉〉ren
=

∑
∆x=2,3

[
λ[∆1∆2∆x]λ[∆x∆3∆4]i

ren
[∆1∆2,∆3∆4x∆x](k1, k2; k3, k4)

+ λ[∆1∆3∆x]λ[∆x∆2∆4]i
ren
[∆1∆3,∆2∆4x∆x](k1, k3; k2, k4)

+λ[∆1∆4∆x]λ[∆x∆2∆3]i
ren
[∆1∆4,∆2∆3x∆x](k1, k4; k2, k3)

]
+ λ[∆1∆2∆3∆4] i

ren
[∆1∆2∆3∆4](k1, k2, k3, k4), (4.137)

thus providing explicit expressions for all 3- and 4-point functions in the symmetric theory.
Just as we did for the asymmetric theory in section 4.4, let us now specify the coun-

terterm action that renormalizes the theory and analyze its properties. Since we have only
two fields that are distinguishable by their dimensions, we may drop all indices in the
counterterm actions and define

S
sym, ct (3)
[∆1∆2∆3] = S

ct (3)
[∆1∆2∆3]

(
φ[d−∆1], φ[d−∆2], φ[d−∆3]

)
, (4.138)

S
sym, ct (4)
[∆1∆2,∆3∆4x∆x] = S

ct (4)
[∆1∆2,∆3∆4x∆x]

(
φ[d−∆1], φ[d−∆2], φ[d−∆3], φ[d−∆4]

)
. (4.139)

Note that some symmetry factors may appear, for example,

S
sym, ct (3)
[322] = 2s[322]

∫
d3+2εxφ[0]φ[1]O[2]. (4.140)
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The complete counterterm action is given by

Ssym, ct = 1
6λ[222]S

sym, ct(3)
[222] + 1

2λ[322]S
sym, ct(3)
[322] + 1

2λ[332]S
sym, ct(3)
[332] + 1

6λ[333]S
sym, ct(3)
[333]

+ 1
6λ[3222]S

sym, ct(4)
[3222] + 1

4λ[3322]S
sym, ct(4)
[3322] + 1

6λ[3332]S
sym, ct(4)
[3332] + 1

24λ[3333]S
sym, ct(4)
[3333]

+
∑

∆x=2,3

[1
2λ[32∆x]λ[22∆x]S

sym, ct(4)
[32,22x∆x]

+ 1
4
(
λ[33∆x]λ[22∆x]S

sym, ct(4)
[33,22x∆x]+2λ2

[32∆x]S
sym, ct(4)
[32,32x∆x]

)
+ 1

6λ[33∆x]λ[32∆x]
(
S
sym, ct(4)
[32,33x∆x]+S

sym, ct(4)
[33,23x∆x]+S

sym, ct(4)
[33,32x∆x]

)
+1

8λ
2
[33∆x]S

sym, ct(4)
[33,33x∆x]

]
. (4.141)

The symmetry factors here are quite straightforward for the 3-point counterterm actions,
but more complicated for the 4-point amplitudes. Since each 3-point function in (4.134)
is given by a single amplitude, the corresponding symmetry factors are equal to one over
the symmetry factor of the Witten diagram. The same argument holds for contact 4-point
functions, which leads to the values listed.

For the exchange 4-point counterterms, we have to remember that the expressions
in (4.137) always contain three crossing-symmetric terms. Consider, for example, the
contribution to the 4-point function 〈O[3]O[2]O[2]O[2]〉. We need the counterterm con-
tribution to each of the three crossing symmetric terms in (4.137). Notice, however,
that ict(4)

[32,22x∆x] in (4.56) is a constant and thus is trivially crossing symmetric. Hence,
we need the contribution of 3ict(4)

[32,22x∆x] from the action S
sym, ct (4)
[32,22x∆x]. On the other hand,

S
sym, ct (4)
[32,22x∆x] = s[32,22x∆x]

∫
φ[0]φ

3
[1] and thus after taking the functional derivatives, its con-

tribution to the 4-point function equals 6ict(4)
[3222]. This leads to the factor of 1/2 in (4.141)

multiplying Ssym, ct (4)
[32,22x∆x]. Similarly, let us look at the counterterm contribution rendering the

4-point function 〈O[3]O[3]O[2]O[2]〉 finite. The three terms in (4.137) become(
λ[33∆x]λ[22∆x]s[33,22x∆x] + 2λ2

[32∆x]s[32,32x∆x]
)
×
[̂
i[22](k3) + î[22](k4)

]
. (4.142)

On the other hand, the contributions to the 4-point function from the counterterm actions
S
sym, ct (4)
[33,22x∆x] and S

sym, ct (4)
[32,32x∆x] are 4s[33,22x∆x](̂i[22](k3) + î[22](k4)) and 4s[32,32x∆x](̂i[22](k3) +

î[22](k4)) respectively. This leads to the factor of 1/4 in (4.141).

4.5.3 Beta functions

From a QFT point of view, it is more convenient to organize the counterterm action as

Ssym
ct =

∫
d3+2εx

[
Z[0]

(
φ[0]µ

−ε
)
φ[0]O[3] + Z[1]

(
φ[0]µ

−ε
)
φ[1]O[2]

+µ2εZ[3]
(
φ[0]µ

−ε, φ[1]µ
−ε
)

1
]
. (4.143)

In the language of textbook QFT, Z[0] and Z[1] are multiplicative renormalization factors
inducing beta functions for the sources φ[0] and φ[1] respectively, while Z[3] is the anomaly-
inducing additive renormalization factor. This means that we identify φ[0] and φ[1] as
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renormalized sources, which depend implicitly on the renormalization scale µ. The bare
sources are the combinations that couple directly to the operators in (4.143), i.e.,

φbare[0] = Z[0](φ[0]µ
−ε)φ[0], φbare[1] = Z[1](φ[0]µ

−ε)φ[1]. (4.144)

By re-organizing the action (4.141), we find the multiplicative renormalization factors

Z[0] = 1 + 1
2λ[333]s[333]φ[0]

+

1
6λ[3333]s[3333] + 1

2
∑

∆x=2,3
λ2

[33∆x]s[33,33x∆x]

φ2
[0] +O

(
φ3

[0]

)
, (4.145)

Z[1] = 1 + λ[322]s[322]φ[0] +
[1

2λ[3322]s[3322]

+1
2

∑
∆x=2,3

(
2λ2

[32∆x]s[32,32x∆x] + λ[33∆x]λ[22∆x]s[33,22x∆x]
)φ2

[0] +O
(
φ3

[0]

)
.

(4.146)
It is now straightforward to compute the beta functions for the two couplings,

βφ[n] = µ
d

dµφ[n]. (4.147)

To do this, we invert the relations (4.144) in order to express the renormalized sources in
terms of the bare, scale-independent sources. In this way, we find

βφ[0] = 1
6λ[333]φ

2
[0] +

[
− 1

18λ[3333] + 1
12λ

2
[332] −

1
54λ

2
[333]

]
φ3

[0] +O
(
φ4

[0]

)
, (4.148)

βφ[1] = λ[322]φ[0]φ[1] +
[
−1

2λ[3322] − λ2
[322] + 1

4λ[222]λ[332] −
1
2λ

2
[332]

− 1
18(1 + 3a(1)

[322] − 3a(1)
[333])λ[322]λ[333]

]
φ2

[0]φ[1] +O
(
φ3

[0]

)
. (4.149)

Notice that the second term in βφ[1] is scheme-dependent. However, this is not in contra-
diction with the well-known statement that the first two terms in the beta function are
scheme-independent. Rather, this happens because the beta functions are calculated for the
dimensionful regulated sources φ[0] and φ[1]. If instead we were to look at the dimensionless
couplings g[0] and g[1], defined as

g[0] = φ[0]µ
−ε, g[1] = φ[1]µ

−1−ε, (4.150)

we would obtain beta functions

βg[0] = −εg[0] + 1
6λ[333]g

2
[0] +

[
− 1

18λ[3333] + 1
12λ

2
[332] −

1
54λ

2
[333]

]
g3

[0] +O
(
g4

[0]

)
, (4.151)

βg[1] = −(1 + ε)g[1] + λ[322]g[0]g[1] +
[
−1

2λ[3322] − λ2
[322] + 1

4λ[222]λ[332] −
1
2λ

2
[332]

− 1
18(1 + 3a(1)

[322] − 3a(1)
[333])λ[322]λ[333]

]
g2

[0]g[1] +O
(
g3

[0]

)
, (4.152)

where, as customary, we kept the terms of order ε in the classical scaling term. The beta
function for g[1] now contains a non-vanishing linear term so that the first two terms are
indeed scheme-independent.
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4.5.4 Anomalies

The dependence of the correlation functions on the renormalization scale µ is governed
by the Callan-Symanzik equation. Let W [φ[0], φ[1];µ] be the renormalized generating
functional and φ[0] and φ[1] denote the renormalized sources. The chain rule then leads to
the Callan-Symanzik equation,

µ
d

dµW =

µ ∂

∂µ
+
∑
j=0,1

∫
ddxβφ[j]

δ

δφ[j](x)

W =
∫

ddxA, (4.153)

where A is the anomaly. The anomaly reads

A = A(3) +A(4), (4.154)

where

A(3) = −1
6λ[222]φ

3
[1] + 1

2λ[332]φ[1]∂µφ[0]∂
µφ[0], (4.155)

A(4) = φ[0]φ
3
[1]

[1
2λ[322]λ[222]

(
1 + a

(1)
[222] − a

(1)
[322]

)
+ 1

4λ[332]λ[322] + 1
6λ[3222]

]
+
(1

6φ
3
[0]∂

2φ[1] −
1
2φ

2
[0]φ[1]∂

2φ[0]

)
×
[
−1

2λ[3332]

−1
2λ[332]λ[322]

(
2 + a

(1)
[332] − a

(1)
[322]

)
− 1

3λ[333]λ[332]
(

25
12 + a

(1)
[332] − a

(1)
[333]

)]
+ φ3

[0]∂
2φ[1]

[1
3λ[332]λ[322] + 1

9λ[333]λ[332]

]
. (4.156)

As we can see the anomaly is scheme-dependent, which means that some terms can be
eliminated by the suitable choice of the counterterm constants.

The Callan-Symanzik equation (4.153) serves as a check on our results. First, we act
with suitable functional derivatives on both sides in order to translate it into a statement on
the correlators. As an example, consider the renormalized 4-point function 〈O[3]O[2]O[2]O[2]〉.
The explicit derivative of (4.135) with respect to the scale µ reads

µ
∂

∂µ
〈〈O[3](k1)O[2](k2)O[2](k3)O[2](k4)〉〉= 3

2λ[332]λ[322]+λ[3222]

+λ[322]λ[222]

[
− log

(
l34+l24+l23+

µ3

)
+3−3a(1)

[322]

]
.

(4.157)

It is easy to see that the only relevant term in the beta functions is λ[322]φ[0]φ[1] present in
β[1]. The corresponding term in the Callan-Symanzik equation, Fourier-transformed into
momentum space, reads

δ4

δφ[0](x1)δφ[1](x2)δφ[1](x3)δφ[1](x4)

∫
d3xλ[322]φ[0]φ[1]

δW

δφ[1]

∣∣∣∣∣
Fourier

= λ[322]λ[222]

[
log

(
l34+l24+l23+

µ3

)
+ 3a(1)

[222]

]
. (4.158)
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When the two terms are added together, the logarithmic terms cancel, leading to an
ultralocal expression. This is an important check on our results as the anomaly in a local
theory must be ultralocal. It is now straightforward to check that the remaining sum is
obtained by acting with the functional derivatives on the anomaly A(3) in (4.155).

5 Change of scheme

The aim of this section is to present a comprehensive analysis allowing for a change of
the regularization scheme. The amplitudes presented in section 3 are regulated in the
half-integer scheme (1.1). In this section, we show how to obtain the amplitudes regulated
in the general scheme (1.2), i.e.,

d 7−→ d̂ = d+ 2uε, ∆j 7−→ ∆̂j = ∆j + (u+ vj)ε, (5.1)

where u and vj for j = 1, 2, 3, 4, x are arbitrary regularization parameters. There are several
motivations for this:

• The half-integer scheme we used so far is very convenient, but different regularization
schemes may be needed for other computations. In general, one needs to shift all
parameters by different amounts, as in (5.1), in order to regulate all correlators. For
example, in the computation of tensorial correlators involving conserved currents
and/or stress tensors, the general scheme is typically required as discussed in [24–26].

• Another motivation arises from applications to inflationary cosmology. As discussed
in [13, 15], a certain class of slow-roll models can be described holographically in terms
of a three-dimensional CFT deformed by a marginally relevant scalar of dimension
∆ = 3 − λ. The small parameter λ � 1 is related to the slow-roll parameters
and the spectral tilt, and allows one to compute cosmological correlators using
conformal perturbation theory. For such purposes, we want to know amplitudes in
the regularization scheme u = 0 and vj = −1, i.e., for d = 3 and ∆ = 3− ε, where the
regulator ε now plays the role of λ.

In the following, since our focus will now be on the u and vj dependence of the regulated
amplitudes, we will drop all other variables and denote î = î(u, vj).

5.1 2-point amplitudes

In the general regularization scheme (5.1), 2-point amplitudes follow from (4.5) and the
expansion of the bulk-to-boundary propagator (2.1). With d̂ = 3+2uε and ∆̂ = ∆+(u+v)ε,
one finds

î[22] = −
Γ
(

1
2 − vε

)
4vεΓ

(
1
2 + vε

)k1+2vε, î[33] = −
Γ
(
−1

2 − vε
)

41+vεΓ
(

3
2 + vε

)k3+2vε. (5.2)
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5.2 3-point amplitudes

In this subsection we address the scheme-change procedure for 3-point amplitudes, following
the discussion in [24] and [59]. In general, it is difficult to calculate directly the amplitudes
in the general regularization scheme (5.1) with arbitrary u, vj . However, if we know the
regulated amplitude for some specific choice ū, v̄j , î(ū, v̄j), then it is possible to compute
the additional terms needed to obtain the regulated amplitude î(u, vj) for general u, vj . As
we already know the results in the half-integer scheme with ū = 1 and v̄j = 0 from section 3,
this will be our starting point.

As discussed in [59], the scheme-dependent terms are contained in a specific part of the
regulated amplitude, which also contains all divergent terms. The idea is then to isolate this
part, which we will call the parameter-dependent or scheme-dependent part. The remaining
part is finite and scheme-independent, and can be obtained from the half-integer scheme.
We computed in full generality the finite scheme-dependent part of 3-point functions in [59],
but for our purposes here we also need the order ε scheme-dependent part. The reason
is that this part will be needed in the computation of finite scheme-dependent terms in
4-point exchange diagrams.

We begin this section by reviewing the procedure for scheme change discussed in [59],
and showing how the procedure can be simplified when the starting point is the half-integer
scheme (1.1). Our main goal is to derive the 3-point amplitudes, including parameter-
dependent terms up to and including terms of order ε. This will be essential for the derivation
of the exchange 4-point functions in the general regularization scheme (5.1) in section 5.4.
Furthermore, for this same reason, we also must calculate 3-point-like amplitudes with one
Bessel-K function in (2.4) replaced by a Bessel-I.

5.2.1 Definitions

Let I denote the integrand in (2.4). Its power expansion around z = 0 reads

I =
∑

σ1,σ2,σ3=±1

∞∑
n1,n2,n3=0

bn1

(
σ1β̂1

)
bn2

(
σ2β̂2

)
bn3

(
σ3β̂3

)
z
d̂
2−1+

∑3
j=1(σj β̂j+2nj), (5.3)

where the coefficients bn are defined in (C.4) and the regulated βj parameters are given as
usual by

β̂j = ∆̂j −
d̂

2 = βj + vjε, βj = ∆j −
d

2 . (5.4)

Let us rearrange the sum as

I =
∑

σ1,σ2,σ3=±1

∞∑
n=0
I(σj ,n)z

L(σj ,n)−1, (5.5)

where the non-vanishing coefficients and the corresponding Ls are parametrized by three
signs, σ1, σ2, σ3 = ±1 and a non-negative integer n,

L(σj , n) = d̂

2 +
3∑
j=1

σj β̂j + 2n, (5.6)

I(σj ,n) =
∑

n1,n2,n3≥0
n1+n2+n3=n

bn1

(
σ1β̂1

)
bn2

(
σ2β̂2

)
bn3

(
σ3β̂3

)
. (5.7)
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Next we analyze the ε-dependence. From (5.6), we see that L is linear in the regulator,

L(σj , n) = L0(σj , n) + ε Lσ1σ2σ3(u, vj), (5.8)

where

L0(σj , n) = d

2 +
3∑
j=1

σjβj + 2n, Lσ1σ2σ3(u, vj) = u+
3∑
j=1

σjvj , (5.9)

and all scheme-dependence in L enters via Lσ1σ2σ3(u, vj).
The coefficients I(σj ,n) depend on the regulator ε and vj but not on u. This follows

from the fact that all dependence on the regulators enters through β̂j , and β̂j depends only
on ε and vj . Actually, in the cases we analyze in this paper (βj non-integral and positive)
the coefficients are smooth as ε→ 0. It follows that

I(σj ,n) = I0
(σj ,n) + ε

3∑
k=1
I1

(σj ,n)kvk +O
(
ε2
)
, (5.10)

where both I0
(σj ,n) and I1

(σj ,n)k are independent of u and vj .
As shown in [59], all divergences and finite u and vj-dependent terms for 3-point

amplitudes (2.4) are contained in idiv defined by

idiv(u, vj ;µ) =
∑
{L0=0}

∫ µ−1

0
dz I(σj ,n)z

−1+εLσ1σ2σ3 =
∑
{L0=0}

I(σj ,n)µ
−εLσ1σ2σ3

εLσ1σ2σ3
, (5.11)

where the sum is over all signs σj and n such that L0 = 0 and µ > 0 is an arbitrary number.
Using (5.9), the condition L0 = 0 may be solved to determine n in terms of the signs σj ,
n = n(σj), and we define

Iσ1σ2σ3 =
{
I(σj ,n(σj)) n(σj) = 0, 1, 2, . . . ,

0 otherwise .
(5.12)

Then
idiv(u, vj ;µ) =

∑
σ1,σ2,σ3=±1

Iσ1σ2σ3µ
−εLσ1σ2σ3

εLσ1σ2σ3
, (5.13)

where the sum is now over all signs σj . Due to the fact that all amplitudes discussed in
this paper are at most linearly divergent and renormalizable by counterterms, there are
only two possibilities to yield a non-zero Iσ1σ2σ3 . Either I−−− 6= 0 with all other choices of
signs vanishing, or some of I+−−, I−+−, I−−+ are non-zero (possibly all three), while all
other combinations vanish. This can be seen from table 2: as discussed at length in [24],
anomalies are associated with (−−−) singularities and beta functions with (−−+) ones.

In [59] we have shown the following procedure for scheme change:
Fact 1 If we already know the amplitude î(ū, v̄j) regulated in some scheme with parameters
ū and v̄j, we can use (5.13) to obtain the amplitude in any regularization scheme,

î(u, vj) = î(ū, v̄j) +
[
idiv(u, vj)− idiv(ū, v̄j)

]
+O(ε). (5.14)

From now on, we will concentrate on the amplitudes we are interested in for this paper,
i.e., d = 3 and all conformal dimensions ∆j equal to 2 or 3. For these d and ∆j the 3-point
functions are at most linearly divergent. The divergence thus can only emerge from the
explicit divergence in (5.13). In particular, the coefficients Iσ1σ2σ3 are finite and continuous
in the ε→ 0 limit.
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5.2.2 Scheme change

Equation (5.14) can be greatly simplified and generalized when we start from the half-integer
scheme with v̄j = 0. First note that, given an amplitude regulated in the half-integer scheme
with u = 1 and vj = 0, we can obtain for free the amplitude regulated with general u simply
by rescaling ε 7→ uε. Thus, knowing î(1, 0) to all orders in ε, we also know î(u, 0) to all
orders in ε.

Let us also define î|εn to represent the terms of order εn in a regulated amplitude î, so
that up to linear order a linearly divergent amplitude is given by

î(u, vj) = î(u, vj)|ε−1

ε
+ î(u, vj)|ε0 + ε î(u, vj)|ε1 +O

(
ε2
)
. (5.15)

With this notation in place, one can show the following:

Fact 2 Consider a linearly divergent amplitude î[∆1∆2∆3] regulated in the general (u, vj)-
scheme. The expansion coefficients are given by

î(u, vj)|ε−1 = idiv (u, vj ; 1) |ε−1 , (5.16)

î(u, vj)|ε0 = î(1, 0)|ε0 + idiv (u, vj ; 1) |ε0 , (5.17)

î(u, vj)|ε1 = î(u, 0)|ε1 +
3∑
j=1

εvj
∂î

∂βj
(u, 0)|ε1 + idiv (u, vj ; 1) |ε1 . (5.18)

Not only can we evaluate the finite part for general (u, vj), we can also evaluate the
subleading terms of order ε provided we know the derivatives of the regulated amplitude
with respect to the Bessel indices βj . At half-integral Bessel indices the derivatives with
respect to the order are known explicitly, see equations (C.5)–(C.8). Furthermore, we will
need the expansion of the amplitude to order ε1 when we discuss the scheme change for
exchange 4-point functions.

5.2.3 Example

To illustrate our discussion consider the amplitude î[222] regulated in a scheme with general
u and v[2] for all dimensions, ∆̂j = 2 + (u + v[2])ε for j = 1, 2, 3. First, let us recall the
expression we have already computed in the (1, 0) scheme,

î[222](1, 0) = Div1(kt) = Γ(ε)k−εt

= 1
ε
− (log kt + γE) + ε

2

(
(log kt + γE)2 + π2

6

)
+O

(
ε2
)
, (5.19)

where kt = k1 + k2 + k3.
To work out the change of scheme we need idiv[222]. In this case, there is only one choice

of signs for which L0 = 0 yields a non-negative integer n, namely all minus, which yields
n = 0 and L−−− = u− 3v[2] so that

idiv[222]

(
u, v[2];µ

)
=
∫ µ−1

0
dz z−1+ε(u−3v[2]) = µ−ε(u−3v[2])

ε (u− 3v[2])

= 1
ε (u− 3v[2])

+ log µ+ 1
2(u− 3v[2]) log2 µ ε+O

(
ε2
)
. (5.20)

– 41 –



J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

To use Fact 2, we evaluate at µ = 1 to obtain

idiv[222]

(
u, v[2]; 1

)
|ε−1 = 1

ε (u− 3v[2])
, idiv[222]

(
u, v[2]; 1

)
|εn = 0, n ≥ 0. (5.21)

We also need î[222](u, 0) which may be obtained from (5.19) by ε 7→ uε,

î[222](u, 0) = 1
uε
− (log kt + γE) + uε

2

[
(log kt + γE)2 + π2

6

]
+O

(
ε2
)
. (5.22)

The final and the most difficult step is to calculate the terms involving the derivatives with
respect to the Bessel order. Using (C.5) and (C.11) we find

εv[2]
∂î[222]
∂β1

∣∣∣∣∣
β1= 1

2

= εv[2]

∫ ∞
0

dz e−zktz−1+uε
(
e2zk1E1(2zk1) + log k1 + log 2 + γE

)
=
v[2]
u2ε

+
[
−Li2

(−k1 + k2 + k3
kt

)
+ 1

2 (log kt + γE)2 + π2

12

]
v[2]ε+O

(
ε2
)
. (5.23)

We can put everything together to find the amplitude î[222] to linear order in ε and in an
arbitrary regularization scheme. According to Fact 2,

î[222](u, vj)|ε−1 = 1
u− 3v[2]

, (5.24)

î[222](u, vj)|ε0 = − log kt − γE , (5.25)

î[222](u, vj)|ε1 =
u+ 3v[2]

2

[
(log kt + γE)2 + π2

6

]

− v[2]

[
Li2

(
l12−
kt

)
+ Li2

(
l13−
kt

)
+ Li2

(
l23−
kt

)]
, (5.26)

where l12− = k1 + k2 − |k1 + k2| = k1 + k2 − k3 and similarly for l13− and l23−.
This example is slightly degenerate as it does not contain any parameter-dependent

finite piece. To illustrate this point consider the case î[332], and to simplify the discussion,
we consider the two operators of dimension three as identical so that ∆̂j = 3 + (u+ v[3])ε for
j = 1, 2 and ∆̂2 = 2 + (u+ v[2])ε. The L0 = 0 condition is satisfied with all signs negative
and n = 1 so that L−−− = u− 2v[3] − v[2]. Following the same steps, we find

idiv[332](u, v[2], v[3];µ) =
∫ µ−1

0
dz z−1+ε L−−− 1

2

[
k2

3
1− 2v[2]ε

− k2
1 + k2

2
1 + 2v[3]ε

]

= k2
3 − k2

1 − k2
2

2ε L−−−
+

(k2
1 + k2

2)v[3] + k2
3v[2]

L−−−

− 1
2(k2

3 − k2
1 − k2

2) log µ+O(ε). (5.27)
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The first term is an unambiguous divergence, which for u = 1 and v[j] = 0 matches î[322].
The second term is a finite, scheme-dependent piece and depends only on vj but not u.
The last term contains the cut-off scale, but otherwise is scheme-independent. This is the
general structure, which holds in the generic case. Using Fact 2, we find

î[332] (u, vj) = k2
3 − k2

1 − k2
2

2
(
u− v[2] − 2v[3]

)
ε

+ î[332] (1, 0) |ε0 +
(
k2

1 + k2
2
)
v[3] + k2

3v[2]
u− v[2] − 2v[3]

+O (ε) .

(5.28)

The finite part here requires the expansion of the regulated amplitude (3.11) to order
ε0, yielding

î[332] (1, 0) |ε0 = 1
2
(
k2

1 + k2
2 − k2

3

)
(log kt + γE)− 1

4 (k1 + k2 − 3k3) (k1 + k2 + k3) .
(5.29)

This provides the expression for î[332] regulated in an arbitrary scheme through order ε0.
The ε1 terms may be computed as in the previous example. The final result through order
ε1 is given in (5.93)–(5.98).

5.3 4-point contact amplitudes

The scheme change procedure for 4-point (and in fact, any n-point) contact amplitudes is
completely analogous to that of 3-point amplitudes. We define the analogue of (5.9) with
four signs,

L0(σj , n) = d+
4∑
j=1

σjβj + 2n, Lσ1σ2σ3σ4(u, vj) = u+
4∑
j=1

σjvj (5.30)

and then (5.13) becomes

idiv(u, vj ;µ) =
∑

σ1,σ2,σ3,σ4=±1

Iσ1σ2σ3σ4(vj)µ−εLσ1σ2σ3σ4

εLσ1σ2σ3σ4
, (5.31)

where Iσ1σ2σ3σ4(vj) is defined by the analogous equation to (5.12). As in the case of 3-point
functions, in all the cases we discuss in this paper only one combination signs gives a non-
zero Iσ1σ2σ3σ4 , and in all cases these signs are either all minus (corresponding to anomalies),
or one plus and three minus (corresponding to beta functions). The analogue of Fact 2
then holds:

Fact 3 Consider a linearly divergent amplitude î[∆1∆2∆3∆4] regulated in an arbitrary u, vj-
scheme. The expansion coefficients can be extracted as follows,

î(u, vj)|ε−1 = idiv (u, vj ; 1) |ε−1 , (5.32)

î(u, vj)|ε0 = î(1, 0)|ε0 + idiv (u, vj ; 1) |ε0 , (5.33)

î(u, vj)|ε1 = î(u, 0)|ε1 +
4∑
j=1

εvj
∂î

∂βj
(u, 0)|ε1 + idiv (u, vj ; 1) |ε1 . (5.34)

The generalization to n-point contact amplitudes is straightforward.
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5.4 4-point exchange diagrams

In this subsection, we present a procedure that allows one to evaluate the 4-point exchange
amplitude in the general regularization scheme (1.2). The idea is the same as in our
discussion of 3-point functions: we would like to split the regulated exchange amplitude î
into two parts, with one of them, idiv, containing all scheme-dependent terms, and then
apply the analogue of Fact 1. We will present such a split, but our construction is not
optimal. There is a natural ambiguity in that one may always add to a given idiv additional
scheme-independent terms, and such terms would not contribute to î(u, vj). Ideally, idiv
should not contain any scheme-independent terms, but our procedure will produce idiv
containing (a large number of) such scheme-independent terms.

5.4.1 Definitions

We begin with a number of definitions. Since the bulk-to-bulk propagator (2.2) contains a
Bessel-I function, we will need 3-point-like amplitudes with one Bessel-K replaced by a
Bessel-I. To do this, we first define

Id,∆(z, k) = 2∆− d2−1Γ
(

∆− d

2

)
k∆− d2 z

d
2 I∆− d2

(kz) (5.35)

so that we can rewrite the bulk-to-bulk propagator as

Gd,∆(z, k; ζ) = k−(2∆−d) ×

 I∆− d2
(kz)K∆− d2

(kζ) for z < ζ,

K∆− d2
(kz) I∆− d2

(kζ) for z > ζ.
(5.36)

Next, we define the 3-point amplitude (2.4) with K̂[∆3] replaced by Î [∆3] (i.e., the regulated
amplitude Id,∆) as

ĵ[∆1∆2;∆3] =
∫ ∞

0
dz z−d̂−1 K̂[∆1](z, k1)K̂[∆2](z, k2)Î [∆3](z, k3). (5.37)

The properties of these amplitudes are very similar to those of the actual 3-point am-
plitudes (2.4). In particular jdiv[∆1∆2;∆3] is defined analogously to (5.13) and Fact 2 holds
as well.

Furthermore, we generalize the amplitudes î and ĵ by leaving the upper limits of
integration open,

î[∆1∆2∆3](z; k1, k2, k3) =
∫ z

0
dζ ζ−d̂−1 K̂[∆1](ζ, k1)K̂[∆2](ζ, k2)K̂[∆3](ζ, k3), (5.38)

ĵ[∆1∆2;∆3](z; k1, k2, k3) =
∫ z

0
dζ ζ−d̂−1 K̂[∆1](ζ, k1)K̂[∆2](ζ, k2)Î [∆3](ζ, k3), (5.39)

so that î[∆1∆2∆3] = î[∆1∆2∆3](∞) and ĵ[∆1∆2;∆3] = ĵ[∆1∆2;∆3](∞). Finally, we promote the
explicit power of the integration variable to another parameter,

îα[∆1∆2∆3] =
∫ ∞

0
dζ ζα K̂[∆1](ζ, k1)K̂[∆2](ζ, k2)K̂[∆3](ζ, k3), (5.40)

ĵα[∆1∆2;∆3] =
∫ ∞

0
dζ ζα K̂[∆1](ζ, k1)K̂[∆2](ζ, k2)Î [∆3](ζ, k3), (5.41)

so that î[∆1∆2∆3] = î−d̂−1,[∆1∆2∆3] and ĵ[∆1∆2;∆3] = ĵ−d̂−1,[∆1∆2;∆3].
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5.4.2 Change of scheme

Using the bulk-to-bulk propagator (5.36) and
∫∞
z =

∫∞
0 −

∫ z
0 we can rewrite the 4-point

exchange amplitude (2.6) as

î[∆1∆2,∆3∆4x∆x] = s−2β̂x ĵ[∆1∆2;∆x](k1,k2,s) î[∆3∆4∆x](k3,k4,s)

−s−2β̂x

∫ ∞
0

dz z−d̂−1K̂[∆1](z,k1)K̂[∆2](z,k2)Î [∆x](z,s)̂i[∆3∆4∆x](z;k3,k4,s)

+s−2β̂x

∫ ∞
0

dz z−d̂−1K̂[∆1](z,k1)K̂[∆2](z,k2)K̂[∆x](z,s)ĵ[∆3∆4;∆x](z;k3,k4,s).

(5.42)

The z-dependent amplitudes î[∆3∆4∆x](z; k3, k4, s) and ĵ[∆3∆4;∆x](z; k3, k4, s) can now be
computed after power expanding the integrands using (C.1) and (C.3). Analogously to (5.5),
let I and J denote the integrands in (5.38) and (5.39) respectively. Furthermore, let I(σj ,n)
denote the coefficient of ζL−1 in the power expansion of I, and J(σ1,σ2,n) the coefficient of
ζL
′−1 in the power expansion of J . Then

î[∆3∆4∆x](z; k3, k4, s) =
∑

σ1,σ2,σ3=±1

∞∑
n=0

I(σj ,n)(k3, k4, s)zL(σj ,n)

L(σj , n) , (5.43)

ĵ[∆3∆4;∆x](z; k3, k4, s) =
∑

σ1,σ2=±1

∞∑
n=0

J(σ1,σ2,n)(k3, k4, s)zL
′(σ1,σ2,n)

L′(σ1, σ2, n) . (5.44)

The definition of I(σj ,n)(k3, k4, s) and the value of L are given in (5.7), and J(σ1,σ2,n) is
defined analogously. For the values of L′, notice that the series expansion of the Bessel-I
function in (C.1) is similar to that of the Bessel-K function (C.3) but there are only zβ
terms, so relative to Bessel-K we have σ = 1. Thus, the values of L′ are identical to L, but
with σ3 = 1 fixed,

L′(σ1, σ2, n) = L(σ1, σ2,+1, n) = d̂

2 +
2∑
j=1

σj β̂j + β̂3 + 2n, (5.45)

and we define

L′ = L′0 + εL′σ1σ2 , L′0 = d

2 +
2∑
j=1

σjβj + β3 + 2n, L′σ1σ2 = u+
2∑
j=1

σjvj + v3 . (5.46)

With this notation in place, we rewrite (5.42) as

î[∆1∆2,∆3∆4x∆x] = s−2β̂x ĵ[∆1∆2;∆x](k1, k2, s) î[∆3∆4∆x](k3, k4, s)

− s−2β̂x
∑

σ1,σ2,σ3=±1

∞∑
n=0

I(σj ,n)(k3, k4, s)
L(σj , n) ĵ−d̂−1+L,[∆1∆2;∆x](k1, k2, s)

+ s−2β̂x
∑

σ1,σ2=±1

∞∑
n=0

J(σ1,σ2,n)(k3, k4, s)
L′(σ1, σ2, n) î−d̂−1+L′,[∆1∆2∆x](k1, k2, s).

(5.47)

Thus, the divergent terms idiv for the exchange 4-point function can be extracted from our
knowledge of the scheme-dependent terms for all relevant 3-point functions. We arrive at:
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Fact 4 The piece idiv
[∆1∆2,∆3∆4x∆x] containing all divergences and all finite scheme-dependent

terms for the exchange 4-point amplitudes with d = 3 and ∆j = 2 or 3 can be computed as

s2β̂xidiv
[∆1∆2,∆3∆4x∆x] = ĵ[∆1∆2;∆x](k1, k2, s) î[∆3∆4∆x](k3, k4, s)

−
∑

σ1,σ2,σ3=±1

∞∑
n=0
L0 6=0

I(σj ,n)(k3, k4, s)
L(σj , n) jdiv

−d̂−1+L,[∆1∆2;∆x](k1, k2, s)

−
∑

σ1,σ2,σ3=±1
{L0=0}

Iσ1σ2σ3(k3, k4, s)
ε Lσ1σ2σ3

ĵ−d̂−1+ε Lσ1σ2σ3 ,[∆1∆2;∆x](k1, k2, s)

+
∑

σ1,σ2=±1

∞∑
n=0
L′0 6=0

J(σ1,σ2,n)(k3, k4, s)
L′(σ1, σ2, n) idiv

−d̂−1+L′,[∆1∆2∆x](k1, k2, s)

+
∑

σ1,σ2=±1
{L′0=0}

Jσ1σ2(k3, k4, s)
ε L′σ1σ2

î−d̂−1+ε L′σ1σ2 ,[∆1∆2∆x](k1, k2, s),

(5.48)

where Iσ1σ2σ3(k3, k4, s) is defined in (5.12) and J(σ1,σ2,n)(k3, k4, s) has an analogous defini-
tion. The summation in the second and fourth terms is over all signs and all integers such
that L0 and L′0 are not equal to zero, respectively. These summations are finite, since we
only need to consider the amplitudes with

L ≤ β̂1 + β̂2 − β̂x −
d̂

2 , L′ ≤ β̂1 + β̂2 + β̂x −
d̂

2 . (5.49)

The summations in the third and fifth terms are over the locus of L0 = 0 and L′0 = 0,
respectively.

Thus, if we already know the amplitude î(ū, v̄j) regulated in some scheme with parameters
ū and v̄j, we can use it to obtain the amplitude in any regularization scheme,

î(u, vj) = î(ū, v̄j) +
[
idiv(u, vj)− idiv(ū, v̄j)

]
+O(ε). (5.50)

The bound (5.49) reflects the fact that for L and L′ sufficiently large, the amplitudes
in (5.47) become finite and thus scheme-independent. To figure out how large L and L′ need
to be for the amplitudes to be finite, we power expand the integrands of j−d−1+L,[∆1∆2;∆x]
and i−d−1+L′,[∆1∆2∆x]. The lowest powers of the integration variables in the two cases
are 1

2d − 1 + L − β1 − β2 + β3 for the j amplitude and 1
2d − 1 + L′ − β1 − β2 − β3 for i.

The amplitudes are finite if these combinations are strictly greater than −1. Equivalently,
divergent amplitudes can only occur for L and L′ satisfying (5.49).

In order to use this fact we must be careful to evaluate (5.48) including all finite terms
of order ε0. This means that one generally needs to evaluate all 3-point amplitudes up to
and including terms of order ε1. For example, in the first line both 3-point amplitudes may
be linearly divergent. Thus, in order to extract correctly the finite u and vj-dependent
terms we have to multiply the divergence of one amplitude by terms of order ε1 in the other.
This is the reason why we computed the order ε parameter-dependent terms in 3-point
amplitudes in Fact 2.
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5.4.3 Example

Let us discuss an example of the scheme change for the amplitude î[33,22x2]. To make the
expressions slightly shorter, let us use only two parameters v[2] and v[3] to regulate the
corresponding dimensions, i.e., for ∆ = 2 the regulated dimension is ∆̂ = 2 + (u+ v[2])ε,
while for ∆ = 3 we take ∆̂ = 3 + (u+ v[3])ε.

First, we find out which 3-point amplitudes are needed in (5.48). The first term is the
product of î[222] and ĵ[33;2]. Since the amplitude ĵ[33;2] is finite (see table 4), it is enough
to know î[222] only up to finite order. On the other hand, we need all u and vj-dependent
terms, including terms of order ε in ĵ[33;2] as they get multiplied by the divergence of î[222].

For the next two terms we must power expand the integrands of î[222] and ĵ[22;2]. We
must include all terms of order zL−1 with L and L′ bounded by (5.49), which in this case
evaluates to L ≤ 1 and L′ ≤ 2. Power expanding the integrands of ĵ−4−2uε+L,[22;2] and
î−4−2uε+L′,[222] we find the divergent pieces jdiv−4−2uε+L,[22;2] and idiv−4−2uε+L′,[222] in (5.48),

I = ζ−1+ε(u−3v[2])

+ ζε(u−v[2]) Γ
(
−1

2 − εv[2]
)

21+2εv[2]Γ
(

1
2 + εv[2]

) (k1+2εv[2]
3 + k

1+2εv[2]
4 + s1+2εv[2]

)
+O (ζ) , (5.51)

J = ζε(u−v[2]) Γ
(

1
2 + εv[2]

)
2Γ
(

3
2 + εv[2]

)s1+2εv[2]

+ ζ1+ε(u+v[2]) Γ
(
−1

2 − εv[2]
)

22+2εv[2]Γ
(

3
2 + εv[2]

) [(k3s)1+2εv[2] + (k4s)1+2εv[2]
]

+O
(
ζ2
)
. (5.52)

When integrated term-by-term, the first term in I produces a singularity at ε = 0. This term
corresponds to the third line of (5.48). Indeed, the condition L0 = 0, with L0 defined in (5.9)
has a unique solution corresponding to all σj = −1 and n(σj) = 0 as β1 = β2 = βx = 1/2.
Similarly, the fact that the expansion (5.52) does not contain terms of order −1 + O(ε)
indicates that the last line of (5.48) is absent. Equivalently, L′0 defined in (5.46) does
not vanish for any combination of signs. This means that all remaining terms in (5.51)
and (5.52) give rise to the scheme-dependent terms in the second and fourth line of (5.48).
In total, we find

s1+2v[2]εidiv[33,22x2] = ĵ[33;2](k1, k2, s)̂i[222](k3, k4, s)

− 1
ε(u− 3v[2])

× ĵ−4−ε(u+3v[2]),[33;2](k1, k2, s)

−
Γ(−1

2 − εv[2])
21+2εv[2](1 + ε(u− v[2]))Γ(1

2 + εv[2])

(
k

1+2εv[2]
3 + k

1+2εv[2]
4 + s1+2εv[2]

)
×

× jdiv−3−ε(u+v[2]),[33;2](k1, k2, s)

+
Γ(1

2 + εv[2])
2(1 + ε(u− v[2]))Γ(3

2 + εv[2])
s1+2εv[2]idiv−3−ε(u+v[2]),[332](k1, k2, s)+
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+
Γ(−1

2 − εv[2])
22+2εv[2](2 + ε(u+ v[2]))Γ(3

2 + εv[2])

[
(k3s)1+2εv[2] + (k4s)1+2εv[2]

]
×

× idiv−2−ε(u−v[2]),[332](k1, k2, s). (5.53)

To complete the calculation, we must be able to evaluate the amplitudes on the right-hand
side. The divergent terms can always be evaluated by means of the definition (5.13). For
example, to calculate jdiv−3−ε(u+v[2]),[33;2](k1, k2, s) we power expand the integrand in (5.41)
and pick the term of order ζ−1+O(ε). To be precise, the power expansion reads

ζ−3−ε(u+v[2])K̂[3](ζ, k1)K̂[3](ζ, k2)Î [2](ζ, s) =
s1+2εv[2]Γ(1

2 + εv[2])
2Γ(3

2 + εv[2])
ζ−1+2ε(u−v[3]) +O

(
ζ0
)
.

(5.54)

Thus,

jdiv−3−ε(u+v[2]),[33;2](k1, k2, s) =
s1+2εv[2]Γ(1

2 + εv[2])
2Γ(3

2 + εv[2])

∫ µ−1

0
dζ ζ−1+2ε(u−v[3])

=
s1+2εv[2]Γ

(
1
2 + εv[2]

)
2Γ
(

3
2 + εv[2]

) × µ−2ε(u−v[3])
2ε (u− v[3])

. (5.55)

In the same fashion we find

idiv−3−ε(u+v[2]),[332] (k1, k2, s) =
s1+2εv[2]µ−2ε(u−v[3])Γ

(
−1

2 − εv[2]
)

22+2εv[2]ε
(
u− v[3]

)
Γ
(

1
2 + εv[2]

) , (5.56)

idiv−2−ε(u−v[2]),[332] (k1, k2, s) = µ−2ε(u−v[3])

2ε
(
u− v[3]

) . (5.57)

The remaining term can be evaluated including terms of order ε1, since ĵ−4−ε(u+3v[2]),[33;2]

equals ĵ[33;2] evaluated in the scheme with the u-parameter equal to 2u− 3v[2], i.e.,

ĵ−4−ε(u+3v[2]),[33;2]
(
u; v[2], v[3]

)
= ĵ[33;2]

(
2u− 3v[2]; v[2], v[3]

)
. (5.58)

When these results are substituted back to (5.53) and power expanded we arrive at

idiv[33,22x2] = s−1−2εv[2]

 ĵ2u−3v[2]{v[3]v[3]v[2]}
[33;2] (k1, k2, s)

ε
(
−u+ 3v[2]

) + ĵ[33;2] (k1, k2, s) î[222] (s, k3, k4)


+ k3

2
(
u− v[3]

) [ 1
2ε + v[2]

(
log k3 + γE + log 2− 7

4

)
+ 1

4
(
−3u+ 4v[2]

)]

+ k4

2
(
u− v[3]

) [ 1
2ε + v[2]

(
log k4 + γE + log 2− 7

4

)
+ 1

4
(
−3u+ 4v[2]

)]
+O (ε) .

(5.59)
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In the first term we used the convention where, in the superscript, we indicate the value of
the u and vj parameters at which the 3-point amplitude should be evaluated,

î
u{v1v2v3}
[∆1∆2∆3](k1, k2, k3) = î[∆1∆2∆3](k1, k2, k3; d̂ = 3 + 2uε, ∆̂j = ∆j + (u+ vj)ε), (5.60)

ĵ
u{v1v2v3}
[∆1∆2;∆3](k1, k2, k3) = î[∆1∆2;∆3](k1, k2, k3; d̂ = 3 + 2uε, ∆̂j = ∆j + (u+ vj)ε). (5.61)

All results are listed in section 5.5. There, we list first the 3-point amplitudes evaluated
to order ε1, then the regulated 4-point amplitudes evaluated in an arbitrary scheme.

5.4.4 Proofs

Our goal in this subsection is to prove Fact 2 and Fact 4. The starting point is the analysis
of singularities of the regulated 3-point amplitude (2.4). The full analysis is carried out
in [59], but here we will limit our attention to the cases at hand, i.e., we assume unregulated
βj parameters that are non-integral. This implies that all expansion coefficients in (C.4) are
continuous at ε = 0, meaning one can split the integral in (2.4) into two regions. Choosing
µ > 0, we write

î =
∫ ∞
µ−1

dz I +
∫ µ−1

0
dz
∑
L

ILzL−1. (5.62)

Due to the exponential fall-off of the Bessel functions, the first integral converges for all α
and βj . By the dominated convergence theorem, one can pass the ε→ 0 limit through the
integral. For the second integral, recall that the regulated amplitude î is defined by the
analytic continuation of the parameters α and βj to the region of convergence. In other
words, we can assume that the powers of z are all greater than −1 and at least the integral
of each term separately exists. Thus, to commute the sum and the integral it is enough
to show that the series converges to an integrable function when the IL are replaced by
their absolute values, |IL|. This is indeed the case, since almost all coefficients an(ν) are
positive, i.e., an(ν) > 0 for all n ≥ ν. Since the radius of convergence of (C.3) is infinite,
we can reverse the order of summation and integration in (5.62) by the Fubini’s theorem.
This shows the following:

Fact 5 The amplitude î[∆1∆2∆3] is divergent at ε→ 0 if and only if there exist independent
choices of signs σ1, σ2, σ3 = ±1 and a non-negative integer n such that L0(σj , n) = 0, i.e.,

d

2 + σ1β1 + σ2β2 + σ3β3 = −2n. (5.63)

The same argument holds for the amplitudes ĵ[∆1∆2;∆3], except that the corresponding
condition is

L′0(σ1, σ2, n) = L0(σ1, σ2,+1, n) = 0. (5.64)

Since the sign of σ3 is fixed to +1, the amplitudes ĵ[∆1∆2∆3] cannot be more singular
than î[∆1∆2∆3]. The following table presents the rank of the divergence at ε = 0 of the
3-point amplitudes:
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Dimensions î[∆1∆2∆3] ĵ[∆1∆2;∆3]
[22; 2] 1 0
[22; 3] 1 0
[32; 2] 1 1
[32; 3] 1 0
[33; 2] 1 0
[33; 3] 1 1

Table 4. Degrees of singularities of 3-point amplitudes.

The reasoning above is sufficient to prove Fact 1. Indeed, as we can see, all terms
in (5.62) have a finite ε = 0 limit except the ones connected with L0 = 0. Thus, all
parameter-dependent terms are contained in idiv. This is sufficient to prove the first two
equations in Fact 2. However, since we also want to derive the scheme-dependent terms in
terms of order ε1, we must first prove the following:

Fact 6 Consider a regulated amplitude î(u, vj) exhibiting a first order pole as ε→ 0. As
far as the u and vj-dependence of the amplitude is concerned, one has the decomposition

idiv(u, vj) = 1
ε

∑
σ1,σ2,σ3=±1

Aσ1σ2σ3

Lσ1σ2σ3

+B +
∑

σ1,σ2,σ3=±1

3∑
j=1

B
(j)
σ1σ2σ3vj
Lσ1σ2σ3

+ ε

Cu+
∑

σ1,σ2,σ3=±1

3∑
j=1

C(j)
σ1σ2σ3vj +

∑
σ1,σ2,σ3=±1

3∑
i,j=1

C
(ij)
σ1σ2σ3vivj
Lσ1σ2σ3

+O
(
ε2
)
,

(5.65)

where Lσ1σ2σ3 is given by (5.9) and Aσ1σ2σ3 , B,B
(j)
σ1σ2σ3 , C, C

(j)
σ1σ2σ3 , C

(ij)
σ1σ2σ3 are all u- and

vj-independent. The same structure holds for î(u, vj).

This fact follows from the structure of terms in (5.62). All terms in (5.62), except (5.13),
are finite as ε → 0. The upper integral in (5.62) is finite and scheme-independent. The
finite terms of the lower integral are given by

ifinite =
∑

σ1,σ2,σ3=±1

∞∑
n=0
L0 6=0

I(σj ,n)µ
−L(σj ,n)

L(σj , n) . (5.66)

As shown in (5.10), I(σj ,n) is finite and scheme-independent as ε → 0, and the order ε
term is linear in vj but independent of u (more generally, the nth order term in their
Taylor expansion around ε = 0 is a polynomial of order n in vj and has no u dependence).
Similarly, the ε, u, vj dependence of terms depending on L(σj , n) follow from (5.8)–(5.9).
When L0 6= 0, such terms are finite and scheme-independent as ε→ 0, and the nth order
term in their Taylor expansion around ε = 0 is a polynomial of order n in u, vj . It follows
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that in the absence of divergences the ε-expansion of any amplitude takes the form (5.65)
with Aσ1σ2σ3 = B

(j)
σ1σ2σ3 = C

(ij)
σ1σ2σ3 = 0.

Divergent terms appear only from (5.13) and have the form presented. Expanding
these in ε, we see that we can obtain a finite scheme-dependent term from the order ε part
of I(σj ,n), which thus depends only on vj , and their expansion to order ε yields terms that
linear in u and quadratic in vj . Thus (5.65) contains all divergent and all scheme-dependent
terms through order ε.

Using the above fact we can derive Fact 2. Consider the finite terms first. Notice that
B is scheme-independent and the remaining term in the second line vanishes at vj = 0.
Thus B is the finite part of î(1, 0) evaluated in the half-integer scheme. To recover B(j)

σ1σ2σ3

we use (5.14) with ū = 1 and v̄j = 0, which tells us that

[̂
i(u, vj)− î(1, 0)

]
ε0

=
[
idiv(u, vj)− idiv(1, 0)

]
ε0
. (5.67)

Since only idiv(u, vj) is vj-dependent on the right hand side, we can find B(j)
σ1σ2σ3 by retrieving

the coefficient of vj/Lσ1σ2σ3 in idiv(u, vj). Indeed, using (5.10) we see that idiv contains
precise a terms of this form. In conclusion,

î(u, vj)|ε0 = î(1, 0)|ε0 +
∑

σ1,σ2,σ3=±1

3∑
j=1

idiv(u, vj ; 1)|ε0 . (5.68)

An analogous argument holds for terms of order ε1. Since for vj = 0 only the first term
C survives, its value is equal to the term of order ε in î(1, 0). The term linear in vj is similarly
determined by the derivative ∂î/∂βj , and the last term, with Lσ1σ2σ3 in the denominator, is
accounted for by idiv. We simply power expand (5.13) to order ε and keep terms quadratic
in the vj . This determines C(ij)

σ1σ2σ3 . All in all, we have found a simple prescription to
calculate any 3-point amplitude î(u, vj) to order ε1 in any regularization scheme.

Let us now discuss Fact 4. To prove Fact 4, it suffices to show that î[∆1∆2,∆3∆4x∆x] −
idiv[∆1∆2,∆3∆4x∆x] is finite and scheme-independent. The difference is equal to

s2β̂x
(
î[∆1∆2,∆3∆4x∆x] − idiv

[∆1∆2,∆3∆4x∆x]

)
= (5.69)

−
∑

σ1,σ2,σ3=±1

∞∑
n=0
L0 6=0

I(σj ,n)(k3, k4, s)
L(σj , n)

(
ĵ−d̂−1+L,[∆1∆2;∆x] − j

div
−d̂−1+L,[∆1∆2;∆x]

)

+
∑

σ1,σ2=±1

∞∑
n=0
L′0 6=0

J(σ1,σ2,n)(k3, k4, s)
L′(σ1, σ2, n)

(
î−d̂−1+L′,[∆1∆2;∆x] − i

div
−d̂−1+L′,[∆1∆2;∆x]

)
(5.70)

By construction, (ĵ−jdiv) and (̂i−idiv) are finite and scheme-independent, and we also showed
earlier that I(σj ,n), L(σj , n),J(σ1,σ2,n), L

′(σ1, σ2, n) are finite and scheme-independent as
ε→ 0. It follows that the right hand side of (5.69) is indeed finite and scheme-independent.
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5.5 List of results

In this section we list:

• All 3-point amplitudes î[∆1∆2∆3](u, vj) and ĵ[∆1∆2;∆3](u, vj) for ∆j = 2 or 3 in an
arbitrary regularization scheme, up to and including terms of order ε1.

• All 4-point amplitudes î[∆1∆2∆3∆4](u, vj) and î[∆1∆2,∆3∆4x∆x](u, vj) regulated in an
arbitrary regularization scheme.

To do so, we introduce the following definitions.

5.5.1 Definitions

• The amplitudes î[∆1∆2∆3] and ĵ[∆1∆2;∆3] are defined in (2.4) and (5.37). We consider
the general regularization scheme (1.2).

• 3-point amplitudes evaluated up to and including order ε1 are decomposed as follows:

î[∆1∆2∆3] = idiv[∆1∆2∆3] + ifin[∆1∆2∆3] + ε

u îuε[∆1∆2∆3] +
3∑
j=1

vj î
vjε
[∆1∆2∆3]

+O
(
ε2
)
,

(5.71)

ĵ[∆1∆2;∆3] = jdiv[∆1∆2;∆3] + jfin[∆1∆2;∆3] + ε

u ĵuε[∆1∆2;∆3] +
3∑
j=1

vj ĵ
vjε
[∆1∆2;∆3]

+O
(
ε2
)
,

(5.72)

where

idiv[∆1∆2∆3] =
∑

σ1,σ2,σ3=±1
iσ1σ2σ3
[∆1∆2∆3], (5.73)

jdiv[∆1∆2;∆3] =
∑

σ1,σ2=±1
jσ1σ2+
[∆1∆2;∆3]. (5.74)

Only the non-vanishing terms iσ1σ2σ3
[∆1∆2∆3] and j

σ1σ2+
[∆1∆2∆3] are listed.

• The divergences of the amplitude are contained entirely in the divergent parts idiv
and jdiv. All remaining terms are parameter-independent.

• 3-point amplitudes are treated as functions of the momentum magnitudes k1, k2, k3.
We also use the notation

kt = k1 + k2 + k3, vt = v1 + v2 + v3, l12− = k1 + k2 − k3, (5.75)

and analogously for l13− and l23−. This follows from (A.18) as |k1 + k2| = k3.

• For 4-point functions, we use the notations

kT = k1 + k2 + k3 + k4, vT = v1 + v2 + v3 + v4. (5.76)
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• An exchange 4-point function î[∆1∆2,∆3∆4x∆x](u, v1, v2, v3, v4, vx) can be evaluated in
the regularization scheme (1.2) by means of the formula

î[∆1∆2,∆3∆4x∆x](u, vj) = î[∆1∆2,∆3∆4x∆x](1, 0)

+
[
idiv[∆1∆2,∆3∆4x∆x](u, vj)− idiv[∆1∆2,∆3∆4x∆x](1, 0)

]
. (5.77)

The amplitudes î[∆1∆2,∆3∆4x∆x](1, 0) are evaluated in the half-integer scheme and
they are listed in section 3. The divergent terms are then listed in section 5.5.5.

• The divergent terms for the 4-point amplitudes contain 3-point amplitudes evaluated
in some specific schemes. To avoid clutter, we use the following notation,

î
u{v1v2v3}
[∆1∆2∆3] (k1, k2, k3) = î[∆1∆2∆3]

(
k1, k2, k3; d̂ = 3 + 2uε, ∆̂j = ∆j + (u+ vj) ε

)
,

(5.78)

ĵ
u{v1v2v3}
[∆1∆2;∆3] (k1, k2, k3) = î[∆1∆2;∆3]

(
k1, k2, k3; d̂ = 3 + 2uε, ∆̂j = ∆j + (u+ vj) ε

)
,

(5.79)

where the subscripts indicate the values of the u and vj-parameters.

• Certain expressions are long and unwieldy — despite our best efforts to avoid typos,
when in doubt, we recommend using the results stored in the Mathematica notebooks.

5.5.2 3-point amplitudes î[∆1∆2∆3]

The expansions of the amplitudes î[∆1∆2∆3] to order ε1 are as follows:

• For î[222]:

i−−−[222] = 1
ε (u− vt)

, (5.80)

ifin[222] = − log kt − γE , (5.81)

îuε[222] = 1
2(log kt + γE)2 + π2

12 , (5.82)

îv1ε
[222] = −Li2

(
l23−
kt

)
− 1

2(log kt + γE)2 + π2

12 , (5.83)

îv2ε
[222] = îv1ε

[222](k1 ↔ k2), (5.84)

îv3ε
[222] = îv1ε

[222](k1 ↔ k3). (5.85)

• For î[322]:

i−+−
[322] = k2

u− v1 + v2 − v3

[
−1
ε
− 2v2(log k2 + γE + log 2− 1)

−2v2
2ε
(
(log k2 + γE + log 2− 1)2 + 1

)]
, (5.86)
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i−−+
[322] = i−+−

[322] (k2 ↔ k3, v2 ↔ v3), (5.87)

ifin[322] = (k2 + k3)(log kt + γE − 1)− k1, (5.88)

îuε[322] = −k2 + k3
2

[
(log kt + γE − 1)2 + 1 + π2

6

]
+ k1 (log kt + γE − 1) , (5.89)

îv1ε
[322] = k2 + k3

2

[
2 Li2

(
l23−
kt

)
+ (log kt + γE − 1)2 + 1− π2

6

]
+ k1 (log kt − 2 log k1 − γE − 2 log 2 + 3) , (5.90)

îv2ε
[322] = k3 − k2

2

[
2 Li2

(
l13−
kt

)
+ (log kt + γE − 1)2 + 1− π2

6

]
+ 2k2 [(log kt + γE − 1)(log k2 + γE + log 2− 1) + 1]

− k1(log kt + γE − 1), (5.91)

îv3ε
[322] = îv2ε

[322](k2 ↔ k3). (5.92)

• For î[332]:

i−−−[332] = 1
u− vt

[
k2

3 − k2
1 − k2

2
2ε +

(
v1k

2
1 + v2k

2
2 + v3k

2
3

)
−2ε

(
v2

1k
2
1 + v2

2k
2
2 − v2

3k
2
3

)]
, (5.93)

ifin[332] = 1
2
(
k2

1 + k2
2 − k2

3

)
(log kt + γE)− 1

4kt (k1 + k2 − 3k3) , (5.94)

îuε[332] = −k
2
1 + k2

2 − k2
3

4

[(
log kt + γE − 1

2

)2
+ π2

6

]

+ 1
2
(
log kt + γE − 1

2

) (
k1k2 − k1k3 − k2k3 − k2

3

)
+ k3 (k1 + k2)

2 − k2
1 + k2

2 − 9k2
3

16 , (5.95)

[0.5ex] îv1ε
[332] = k2

1 + k2
2 − k2

3
4

[
2 Li2

(
l23−
kt

)
+
(
log kt + γE − 1

2

)2
+ 1

4 −
π2

6

]
+ k1 (k3 − k2) (log k1 + γE + log 2)

− 1
2 (k1 + k3) (2k1 − k2 − k3)

(
log kt + γE − 1

2

)
+ 1

2
(
3k1k2 − 4k1k3 − k2k3 − k2

3

)
, (5.96)

îv2ε
[332] = îv1ε

[332] (k1 ↔ k2) , (5.97)
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îv3ε
[332] = k2

1 + k2
2 − k2

3
4

[
2 Li2

(
l12−
kt

)
+
(
log kt + γE − 1

2

)2
+ 1

4 −
π2

6

]

− 1
2 (k1 + k3) (k2 + k3)

(
log kt + γE − 1

2

)
+ (k1 + k2) k3 (log k3 + γE + log 2) + 3k2

3
2 . (5.98)

• For î[333]:

i+−−[333] = k3
1

u+ v1 − v2 − v3

[ 1
3ε + 2v1

3
(
log k1 + γE + log 2− 7

3

)
2v2

1ε

3

((
log k1 + γE + log 2− 7

3

)2
+ 19

9

)]
, (5.99)

i−+−
[333] = i+−−[333] (k1 ↔ k2, v1 ↔ v2) , (5.100)

i−−+
[333] = i+−−[333] (k1 ↔ k3, v1 ↔ v3) , (5.101)

ifin[333] = −k
3
1 + k3

2 + k3
3

3
(
log kt + γE − 4

3

)
+ 1

3
(
σ(1)123σ(2)123 − 4σ(3)123

)
,

(5.102)

îuε[333] = k3
1 + k3

2 + k3
3

6

[(
log kt + γE − 4

3

)2
+ π2

6

]

− 1
3
(
σ(1)123σ(2)123 − 4σ(3)123

) (
log kt + γE − 4

3

)
+ 5

(
k3

1 + k3
2 + k3

3
)

+ 9k1k2k3
27 , (5.103)

[0.5ex] îv1ε
[333] = k3

1 − k3
2 − k3

3
6

[
2 Li2

(
l23−
kt

)
+
(
log kt + γE − 4

3

)2
+ 10

9 −
π2

6

]

− 2
3k

3
1

(
log k1 + γE + log 2− 7

3

) (
log kt + γE − 4

3

)
+ 2

3k1
(
k2

2 + k2
3 − k2k3

) (
log k1 + γE + log 2− 7

3

)
+ 1

3
[
σ(1)123σ(2)123 − 2σ(3)123 − 2k1

(
k2

2 + k2
3

)] (
log kt + γE − 4

3

)
− k1

27
[
20k2

1 + 9k2k3 + 18k1 (k2 + k3)
]
, (5.104)

îv2ε
[333] = îv1ε

[333] (k1 ↔ k2) , (5.105)

îv3ε
[333] = îv1ε

[333] (k1 ↔ k3) . (5.106)

5.5.3 3-point amplitudes ĵ[∆1∆2;∆3]

The expansions of the amplitudes ĵ[∆1∆2;∆3] to order ε1 are as follows:
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• For ĵ[22;2]:

j±±±[22;2] = 0, (5.107)

jfin[22;2] = −1
2 log

(
l12−
kt

)
, (5.108)

ĵuε[22;2] = 1
4(log l12− + γE)2 − 1

4(log kt + γE)2, (5.109)

ĵv1ε
[22;2] = 1

4
[
2 Li2

(
l23−
kt

)
− 2 Li2

(
− l13−
l12−

)
+ (log kt + γE)2 − (log l12− + γE)2

]
, (5.110)

ĵv2ε
[22;2] = ĵv1ε

[22;2](k1 ↔ k2), (5.111)

ĵv3ε
[22;2] = 1

2

[
2 Li2

(
l12−
kt

)
− log

(
l12−
kt

)
(log kt − γE − 2 log 2)

]
− π2

6 . (5.112)

• For ĵ[32;2]:

j−−+
[32;2] = k3

u− v1 − v2 + v3

[1
ε

+ 2v3 (log k3 − 1)

+2v2
3ε
(
log2 k3 − 2 log k3 + 2

)]
, (5.113)

jfin[32;2] = −k2 + k3
2 (log kt + γE) + k2 − k3

2 (log l12− + γE) + k3, (5.114)

ĵuε[32;2] = k2 + k3
4 (log kt + γE − 1)2 + k3 − k2

4 (log l12− + γE − 1)2

+ k1
2 log

(
l12−
kt

)
+ k3

2

(
1 + π2

6

)
, (5.115)

ĵv1ε
[32;2] = −k2 + k3

4

[
2 Li2

(
l23−
kt

)
+ (log kt + γE − 1)2

]
+ k2 − k3

4

[
2 Li2

(
− l13−
l12−

)
+ (log l12− + γE − 1)2

]
+ k1

2 log
(
l12−
kt

)
+ k3

2

(
−1 + π2

6

)
, (5.116)

ĵv2ε
[32;2] = k2 − k3

4

[
2 Li2

(
l13−
kt

)
+ (log kt + γE − 1)2

]
− k2 + k3

4

[
2 Li2

(
− l23−
l12−

)
+ (log l12− + γE − 1)2

]
+ log

(
l12−
kt

)[
−k1

2 + k2 (log k2 + γE + log 2− 1)
]

− k3
2

(
1− π2

6

)
, (5.117)
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ĵv3ε
[32;2] = −k2

2

[
2 Li2

(
l12−
kt

)
+ (log kt + γE − 1)2

]
+ k2 + k3

2 (log kt + γE − 1) (log l12− + γE − 1)

− k3 (log k3 − 1) (log kt + log l12− + 2γE − 2)

−
[
k1
2 + k2 (γE + log 2)

]
log

(
l12−
kt

)
− 3

2

(
k3 −

π2

18 (2k2 + k3)
)
. (5.118)

• For ĵ[22;3]:

j±±±[22;3] = 0, (5.119)

jfin[22;3] = −k1 + k2
2 log

(
l12−
kt

)
− k3, (5.120)

ĵuε[22;3] = −k1 + k2
4 (log kt + γE − 1)2 + k1 + k2

4 (log l12− + γE − 1)2

+ k3
2 (log l12− + log kt + 2γE − 2), (5.121)

ĵv1ε
[22;3] = k2 − k1

4

[
2 Li2

(
l23−
kt

)
+ (log kt + γE − 1)2

]
+ k1 − k2

4

[
2 Li2

(
− l13−
l12−

)
+ (log l12− + γE − 1)2

]
− log

(
l12−
kt

)
k1(log k1 + γE + log 2− 1)

− k3
2 (log kt + log l12− + 2γE − 2) , (5.122)

ĵv2ε
[22;3] = ĵv1ε

[22;3](k1 ↔ k2), (5.123)

ĵv3ε
[22;3] = k1 + k2

2

[
2 Li2

(
l12−
kt

)
+ (log kt − γE − 2 log 2 + 3)2

]
− k1 + k2

2 (log kt − γE − 2 log 2 + 3)(log l12− − γE − 2 log 2 + 3)

+ k3
2 (log kt + log l12− − 4 log k3 + 2γE − 2)− π2

6 (k1 + k2). (5.124)

• For ĵ[33;2]:

j±±±[33;2] = 0, (5.125)

jfin[33;2] = k2
1 +k2

2−k2
3

4 log
(
l12−
kt

)
− k3 (k1+k2)

2 , (5.126)

ĵuε[33;2] = k2
1 +k2

2−k2
3

8
(
logkt+γE− 1

2

)2
− k

2
1 +k2

2−k2
3

8
(
log l12−+γE− 1

2

)2

+ 1
4
(
k1k2+k1k3+k2k3−k2

3

)
log l12−+ 1

4
(
−k1k2+k1k3+k2k3+k2

3

)
logkt

+−3+2γE
4 k3 (k1+k2) , (5.127)
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ĵv1ε
[33;2] =−k

2
1 +k2

2−k2
3

8

[
2Li2

(
l23−
kt

)
+
(
logkt+γE− 3

2

)2
]

+ k2
1 +k2

2−k2
3

8

[
2Li2

(
− l13−
l12−

)
+
(
log l12−+γE− 3

2

)2
]

+−k
2
1 +k2

2 +k1k2
4 log

(
l12−
kt

)
+ k3 (k1−k2)

4 (logkt+log l12−+2γE−3)

−k1k3
(
logk1+γE+log2− 5

2

)
, (5.128)

ĵv2ε
[33;2] = ĵv1ε

[33;2] (k1↔ k2) , (5.129)

ĵv3ε
[33;2] = −k

2
1−k2

2 +k2
3

4

[
2Li2

(
l12−
kt

)
−log

(
l12−
kt

)(
logkt−γE−2log2− 1

2

)]

+−k1k2+k1k3+k2k3−k2
3

4 log l12−+ k1k2+k1k3+k2k3+k2
3

4 logkt

− k3 (k1+k2)
4 (4 logk3−2γE+1)+π2

12
(
k2

1 +k2
2−k2

3

)
. (5.130)

• For ĵ[32;3]:

j±±±[32;3] = 0, (5.131)

jfin[32;3] =−k
2
1−k2

2 +k2
3

4 log
(
l12−
kt

)
+ k3 (−k1+k2)

2 , (5.132)

ĵuε[32;3] =−k
2
1−k2

2 +k2
3

8
(
logkt+γE− 1

2

)2
+ k2

1−k2
2 +k2

3
8

(
log l12−+γE− 1

2

)2

+ 1
4
(
k1k2+k1k3−k2k3+k2

2

)
log l12−+ 1

4
(
−k1k2+k1k3−k2k3−k2

2

)
logkt

+ 2γE−1
4 k1k3−

2γE−3
4 k2k3, (5.133)

ĵv1ε
[32;3] = k2

1−k2
2 +k2

3
8

[
2Li2

(
l23−
kt

)
+
(
logkt+γE− 1

2

)2
]

− k
2
1−k2

2 +k2
3

8

[
2Li2

(
− l13−
l12−

)
+
(
log l12−+γE− 1

2

)2
]

− 1
4 (k1+k2)(2k1−k2−k3)

(
logkt+γE− 1

2

)
+ 1

4 (k1+k2)(2k1−k2+k3)
(
log l12−+γE− 1

2

)
−k1k3

(
logk1+γE+log2− 3

2

)
− k2k3

2 , (5.134)

ĵv2ε
[32;3] = k2

1−k2
2 +k2

3
8

[
2Li2

(
l13−
kt

)
+
(
logkt+γE− 1

2

)2
]

− k
2
1−k2

2 +k2
3

8

[
2Li2

(
− l23−
l12−

)
+
(
log l12−+γE− 1

2

)2
]

+
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+ (k1+k2)(k2−k3)
4

(
log l12−+γE− 1

2

)
− (k1+k2)(k2+k3)

4
(
logkt+γE− 1

2

)
+k2k3 (logk2+γE+log2) , (5.135)

ĵv3ε
[32;3] = k2

1−k2
2 +k2

3
4

[
2Li2

(
l12−
kt

)
−log

(
l12−
kt

)
(logkt−γE−2log2)

]
− 1

8
(
7k2

1 +2k1k2−5k2
2 +3k2

3

)
log
(
l12−
kt

)
+ k3 (k1−k2)

4 (logkt+log l12−−4logk3+2γE−3)

− k2k3
2 −π

2

12
(
k2

1−k2
2 +k2

3

)
. (5.136)

• For ĵ[33;3]:

j−−+
[33;3] = k3

3
u−v1−v2+v3

[
1
3ε+ 2

9v3 (3 logk3−1)+ 2v2
3ε

27
(
9log2 k3−6logk3+2

)]
,

(5.137)

jfin[33;3] = k3
1 +k3

2 +k3
3

6 log
(
l12−
kt

)
− k

3
3

3
(
log l12−+γE− 4

3

)
+ 1

3k3
(
k2

1 +k2
2−k1k2

)
,

(5.138)

ĵuε[33;3] = k3
1 +k3

2 +k3
3

12
(
logkt+γE− 4

3

)2
− k

3
1 +k3

2−k3
3

12
(
log l12−+γE− 4

3

)2

+ 1
6
(
−σ(1)123σ(2)123+4σ(3)123

)(
logkt+γE− 4

3

)
+ 1

6
(
σ(1)123σ(2)123−2σ(3)123−2k3

(
k2

1 +k2
2

))(
log l12−+γE− 4

3

)

+ k1k2k3
3 + 5k3

3
27

(
1+ 3π2

20

)
, (5.139)

ĵv1ε
[33;3] = k3

1−k3
2−k3

3
12

[
2Li2

(
l23−
kt

)
+
(
logkt+γE− 4

3

)2
]

+−k
3
1 +k3

2−k3
3

12

[
2Li2

(
− l13−
l12−

)
+
(
log l12−+γE− 4

3

)2
]

− 1
6
(
logkt+γE− 4

3

)[
2k3

1

(
logk1+γE+log2− 7

3

)
−
(
k2

1k2+k2
1k3+k2

2k3+k2k
2
3−k1k

2
2−k1k

2
3 +k1k2k3

)]
+ 1

6
(
log l12−+γE− 4

3

)[
2k3

1

(
logk1+γE+log2− 7

3

)
+
(
−k2

1k2+k2
1k3+k2

2k3−k2k
2
3 +k1k

2
2 +k1k

2
3 +k1k2k3

)]
− 2

3k1k2k3
(
logk1+γE+log2− 11

6

)
− 2

3k
2
1k3−

5k3
3

27

(
1− 3π2

20

)
, (5.140)
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ĵv2ε
[33;3] = ĵv1ε

[33;3] (k1↔ k2) , (5.141)

ĵv3ε
[33;3] =−k

3
1 +k3

2
6

[
2Li2

(
l12−
kt

)
−log

(
l12−
kt

)(
logkt−γE−2log2+ 8

3

)]
+ k3

3
6
(
logkt+γE− 2

3

)(
log l12−+γE− 2

3

)
+ 1

6
(
logkt+γE− 4

3

)[
−2k3

3 logk3+σ(1)123σ(2)123−2σ(3)123−2k3
(
k2

1 +k2
2

)]
+ 1

6
(
log l12−+γE− 4

3

)[
−2k3

3 logk3−σ(1)123σ(2)123+4σ(3)123
]

+ 2
3k3

(
k2

1 +k2
2−k1k2

)(
logk3− 1

3

)
− k1k2k3

3 − 17
27k

3
3 +π2

36
(
2k3

1 +2k3
2 +k3

3

)
. (5.142)

5.5.4 4-point contact amplitudes

The 4-point contact amplitudes regulated in the general scheme read

î[2222] = 1
kT

+O (ε) , (5.143)

î[3222] = 1
(2u− vT ) ε +

[
− log kT + k1

kT
− γE

]
+O (ε) , (5.144)

î[3322] = − k3
2u− v1 − v2 + v3 − v4

[1
ε

+ 2v3 (log k3 + γE + log 2− 1)
]

− k4
2u− v1 − v2 − v3 + v4

[1
ε

+ 2v4 (log k4 + γE + log 2− 1)
]

+ (k3 + k4) (log kT + γE) + k1k2
kT
− kT +O (ε) , (5.145)

î[3332] = −k
2
1 + k2

2 + k2
3 − k2

4
2ε (2u− vT ) +

[
k2

1 + k2
2 + k2

3 − k2
4

2 (log kT + γE)

+k1k2k3
kT

+ kT

(
k4 −

kT
4

)
+ 1

2u− vT

4∑
j=1

vjk
2
j

+O (ε) ,

(5.146)

î[3333] = k3
1

2u+ v1 − v2 − v3 − v4

[ 1
3ε + 2v1

3
(
log k1 + γE + log 2− 7

3

)]
+ [(k1, v1)↔ (k2, v2)] + [(k1, v1)↔ (k3, v3)] + [(k1, v1)↔ (k4, v4)]

− k3
1 + k3

2 + k3
3 + k3

4
3 (log kT + γE) + k1k2k3k4

kT
+ kT

(
−σ(2)1234 + 4

9k
2
T

)
+O(ε).

(5.147)

5.5.5 4-point exchange diagrams

To evaluate the exchange 4-point amplitudes in an arbitrary regularization scheme one
uses (5.77). Here, we list the necessary divergent terms:
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idiv[32,22x2] = s−1−2εvx

 ĵ2u−v3−v4−vx{v1v2vx}
[32;2] (k1,k2,s)

ε (−u+v3+v4+vx) +ĵ[32;2] (k1,k2,s) î[222] (s,k3,k4)


+ 1

2u−vT

[1
ε
−(u−v3−v4+3vx)

]
+O (ε) , (5.148)

idiv[33,22x2] = s−1−2εvx

 ĵ2u−v3−v4−vx{v1v2vx}
[33;2] (k1,k2,s)

ε (−u+v3+v4+vx) +ĵ[33;2] (k1,k2,s) î[222] (s,k3,k4)


+ k3

(2u−v1−v2+v3−v4)

[ 1
2ε+v3

(
logk3+γE+log2− 7

4

)
+ 1

4 (−3u+3v4+vx)
]

+ k4
(2u−v1−v2−v3+v4)

[ 1
2ε+v4

(
logk4+γE+log2− 7

4

)
+ 1

4 (−3u+3v3+vx)
]

+O (ε) , (5.149)

idiv[32,32x2] = s−1−2εvx ĵ[32;2] (k1,k2,s) î[232] (s,k3,k4)

−
2−1−2εv4Γ

(
−1

2−εv4
)

ε (u−v3+v4−vx)Γ
(

1
2 +εv4

)s−1−2εvxk1+2εv4
4 ĵ

2u−v3+v4−vx{v1v2vx}
[32;2] (k1,k2,s)

−
2−1−2εvxΓ

(
−1

2−εvx
)

ε (u−v3−v4+vx)Γ
(

1
2 +εvx

) ĵ2u−v3−v4+vx{v1v2vx}
[32;2] (k1,k2,s)

+
Γ
(

1
2 +εvx

)
2ε (u−v3−v4+vx)Γ

(
3
2 +εvx

) î2u−v3−v4+vx{v1v2vx}
[322] (k1,k2,s)

− k2
2u−v1+v2−v3−v4

[1
ε

+2v2 (logk2+γE+log2−1)−(−u+v3+v4+3vx)
]

− k4
2u−v1−v2−v3+v4

[1
ε

+2v4 (logk4+γE+log2−1)+(−u+v3−v4−3vx)
]
,

(5.150)

idiv[32,33x2] = s−1−2εvx

[
ĵ[32;2] (k1,k2,s) î[233] (s,k3,k4)

+ 1
2ε (u−v3−v4−vx)

(
k2

3
1+2εv3

+ k2
4

1+2εv4
− s2

1−2εvx

)
×

×ĵ2u−v3−v4−vx{v1v2vx}
[32;2] (k1,k2,s)

]

+ 1
4(2u−vT )

[
k2

1−k2
2−2k2

3−2k2
4−s2

ε
+ 1

2s
2 (5(−u+v3+v4)−11vx)

+k2
1

(
3
2u−2v1− 3

2v3− 3
2v4+ 1

2vx
)

+k2
2

(
−3

2u−2v2+ 3
2v3+ 3

2v4− 1
2vx

)
+2k2

3 (u+v3−v4+3vx)+2k2
4 (u−v3+v4+3vx)

]
, (5.151)
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idiv[33,33x2] = s−1−2εvx

[
ĵ[33;2] (k1,k2,s) î[233] (s,k3,k4)

+ 1
2ε (u−v3−v4−vx)

(
k2

3
1+2εv3

+ k2
4

1+2εv4
− s2

1−2εvx

)
×

×ĵ2u−v3−v4−vx{v1v2vx}
[33;2] (k1,k2,s)

]

− k3
1

3(2u+v1−v2−v3−v4)

[ 1
2ε+v1

(
logk1+γE+log2− 7

3

)
+ 1

4 (3u−3v3−3v4+vx)
]

− k3
2

3(2u−v1+v2−v3−v4)

[ 1
2ε+v2

(
logk2+γE+log2− 7

3

)
+ 1

4 (3u−3v3−3v4+vx)
]

− k3
3

3(2u−v1−v2+v3−v4)

[ 1
2ε+v3

(
logk3+γE+log2− 7

3

)
− 1

4 (3u+3v3−3v4−vx)
]

− k3
4

3(2u−v1−v2−v3+v4)

[ 1
2ε+v4

(
logk4+γE+log2− 7

3

)
− 1

4 (3u−3v3+3v4−vx)
]
.

(5.152)

idiv[32,22x3] = s−3−2εvx

[
ĵ[32;3] (k1,k2,s) î[322] (s,k3,k4)

−
2−1−2εv3Γ

(
−1

2−εv3
)

ε (u+v3−v4−vx)Γ
(

1
2 +εv3

)k1+2εv3
3 ĵ

2u+v3−v4−vx{v1v2vx}
[32;3] (k1,k2,s)

−
2−1−2εv4Γ

(
−1

2−εv4
)

ε (u−v3+v4−vx)Γ
(

1
2 +εv4

)k1+2εv4
4 ĵ

2u−v3+v4−vx{v1v2vx}
[32;3] (k1,k2,s)

]

+ 1
2(2u−vT )

[1
ε

+ 1
2 (u−v3−v4−3vx)

]
+O (ε) , (5.153)

idiv[33,22x3] = s−3−2εvx

[
ĵ[33;3] (k1,k2,s) î[322] (s,k3,k4)

−
2−1−2εv3Γ

(
−1

2−εv3
)

ε (u+v3−v4−vx)Γ
(

1
2 +εv3

)k1+2εv3
3 ĵ

2u+v3−v4−vx{v1v2vx}
[33;3] (k1,k2,s)

−
2−1−2εv4Γ

(
−1

2−εv4
)

ε (u−v3+v4−vx)Γ
(

1
2 +εv4

)k1+2εv4
4 ĵ

2u−v3+v4−vx{v1v2vx}
[33;3] (k1,k2,s)

]

− k3
9(2u−v1−v2+v3−v4)

[1
ε

+2v3
(
logk3+γE+log2− 7

6

)
− 1

3 (u−v4+3vx)
]

− k4
9(2u−v1−v2−v3+v4)

[1
ε

+2v4
(
logk4+γE+log2− 7

6

)
− 1

3 (u−v3+3vx)
]

+O (ε) , (5.154)
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idiv[32,32x3] = s−3−2εvx

[
ĵ[32;3] (k1,k2, s) î[332] (s,k3,k4)

+ 1
2ε (u−v3−v4−vx)

(
k2

3
1+2εv3

− k2
4

1−2εv4
+ s2

1+2εvx

)
×

×ĵ2u−v3−v4−vx{v1v2vx}
[32;3] (k1,k2, s)

]

− k2

2(2u−v1+v2−v3−v4)

[1
ε

+2v2 (logk2+γE+log2−1)− 1
2 (u−v3−v4+3vx)

]
− k4

2(2u−v1−v2−v3+v4)

[1
ε

+2v4 (logk4+γE+log2−1)+ 1
2 (u−v3+v4−3vx)

]
+O (ε) . (5.155)

idiv[32,33x3] = s−3−2εvx ĵ[32;3] (k1,k2, s) î[333] (s,k3,k4)

− s
−3−2εvx

8ε

[
4−εv3Γ

(
−3

2−εv3
)

(u+v3−v4−vx)Γ
(3

2 +εv3
)k3+2εv3

3 ĵ
2u+v3−v4−vx{v1v2vx}
[32;3] (k1,k2, s)

+
4−εv4Γ

(
−3

2−εv4
)

(u−v3+v4−vx)Γ
(3

2 +εv4
)k3+2εv4

4 ĵ
2u−v3+v4−vx{v1v2vx}
[32;3] (k1,k2, s)

]

+ 1
8ε (u−v3−v4+vx)

[
8

3+2εvx
î
2u−v3−v4+vx{v1v2vx}
[323] (k1,k2, s)

−
4−εvxΓ

(
−3

2−εvx
)

Γ
(3

2 +εvx
) ĵ

2u−v3−v4+vx{v1v2vx}
[32;3] (k1,k2, s)

]

+ 1
36(2u−vT )

[
−5s2−2k2

1 +2k2
2−9k2

3−9k2
4

ε
+ s2

6 (37(−u+v3+v4)+123vx)

+ 2
3k

2
1 (−u+6v1+v3+v4+3vx)+ 2

3k
2
2 (u+6v2−v3−v4−3vx)

+ 9
2k

2
3 (−u+5v3+v4+3vx)+ 9

2k
2
4 (−u+v3+5v4+3vx)

]
+O (ε) .

(5.156)
idiv[33,33x3] = s−3−2εvx ĵ[33;3] (k1,k2, s) î[333] (s,k3,k4)

− s
−3−2εvx

8ε

[
4−εv3Γ

(
−3

2−εv3
)

(u+v3−v4−vx)Γ
(3

2 +εv3
)k3+2εv3

3 ĵ
2u+v3−v4−vx{v1v2vx}
[33;3] (k1,k2, s)

+
4−εv4Γ

(
−3

2−εv4
)

(u−v3+v4−vx)Γ
(3

2 +εv4
)k3+2εv4

4 ĵ
2u−v3+v4−vx{v1v2vx}
[33;3] (k1,k2, s)

]

+ 1
8ε (u−v3−v4+vx)

[
8

3+2εvx
î
2u−v3−v4+vx{v1v2vx}
[333] (k1,k2, s)

−
4−εvxΓ

(
−3

2−εvx
)

Γ
(3

2 +εvx
) ĵ

2u−v3−v4+vx{v1v2vx}
[33;3] (k1,k2, s)

]
+
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+ k3
1

27(2u+v1−v2−v3−v4)

[1
ε

+2v1
(
logk1+γE+log2− 7

3
)
+ 1

3 (u−v3−v4−3vx)
]

+ k3
2

3(2u−v1+v2−v3−v4)

[1
ε

+2v2
(
logk2+γE+log2− 7

3
)
+ 1

3 (u−v3−v4−3vx)
]

+ k3
3

3(2u−v1−v2+v3−v4)

[1
ε

+2v3
(
logk3+γE+log2− 7

3
)
− 1

3 (u+v3−v4+3vx)
]

+ k3
4

3(2u−v1−v2−v3+v4)

[1
ε

+2v4
(
logk4+γE+log2− 7

3
)
− 1

3 (u−v3+v4+3vx)
]

+O(ε). (5.157)

6 Weight-shifting operators

In this section, we discuss the application of weight-shifting operators to relate correlators
of different scaling dimensions. In principle, such operators offer an elegant construction
of the various correlators of interest starting from a smaller set of known ‘seed’ integrals.
In the cosmological context, the operators of [47] were applied in [2, 3] to construct 4-
point correlators of conformally coupled and massless scalars in four-dimensional de Sitter.
Holographically, these are dual to the three-dimensional CFT correlators of dimensions
∆ = 2, 3 studied here. However, there are several important subtleties associated to the use
of weight-shifting operators that require careful consideration:

• While weight-shifting operators can be applied to connect amplitudes in the dimen-
sionally regulated theory, their action on exchange diagrams generates a specific linear
combination of shifted exchange and shifted contact diagrams as given in (6.36). To
arrive purely at a shifted exchange diagram, this shifted contact contribution must
therefore be evaluated and subtracted off. Sometimes, as we discuss, this shifted
contact contribution can itself be constructed by acting with differential operators and
symmetrizations. Alternatively, when the shifted exchange diagram has a derivative
vertex, the contact contribution is absent for certain special values of the operator
dimensions. This occurs for the cases studied in [2, 3] but is not a general phenomenon.

• For other special values of the operator and spacetime dimensions, the coefficients
parametrising the linear combination of shifted exchange and shifted contact diagrams
can themselves vanish. In particular, this must happen whenever a shift operator
connects a finite amplitude to a divergent amplitude. Clearly the result of acting with
a differential operator on any finite amplitude must also be finite, and so any divergent
shifted amplitude thus produced must be accompanied by a vanishing coefficient.
When this happens, knowledge of the finite amplitude only allows us to obtain the
leading divergence of the shifted amplitude and not its subleading finite part.

• After renormalization, the application of weight-shifting operators can no longer
reliably connect different renormalized amplitudes. This is because the weight-shifting
operators map only homogeneous solutions of the conformal Ward identities to shifted
homogeneous solutions, whereas the renormalized correlators obey inhomogeneous

– 64 –



J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

Ward identities containing anomalies and beta functions reflecting the breaking of
conformal invariance. As a specific example, it is impossible to obtain the amplitude
i[33,22x2] from i[22,22x2] via the standard weight-shifting operators. This follows simply
from the fact that i[22,22x2] is anomaly-free whereas i[33,22x2] is not, and the anomaly
cannot be introduced through differential operators in the external momenta. Thus,
weight-shifting operators can only reliably be applied when working at the level of
the regulated theory.

In this section we present a new momentum-space derivation of the relevant weight-
shifting operator for scalar correlators. We then discuss their application to construct a
reduction scheme providing an alternative route to the correlators we evaluated earlier by
direct calculation of Witten diagrams. This shows how, with due care, the obstacles above
can be avoided and the regulated amplitudes constructed, although the resulting scheme is
not much simpler than evaluating the diagrams directly.

6.1 Shift operators from the shadow transform

The weight-shifting operators of principal interest are those shifting two of the conformal
dimensions either up or down by one unit while preserving the spacetime dimension d.
Denoting these operators collectively as Wσiσj

ij , their action is to send

∆i → ∆i + σi, ∆j → ∆j + σj , (6.1)

where σi, σj ∈ ±1 represents any independent choice of signs and (i, j) are any pair of legs.
In momentum space, and acting on the first two legs, they take the form

W−−12 = 1
2 ∂

2
12 (6.2)

W+−
12 = k

2(β1+1)
1 W−−12 k−2β1

1 (6.3)

W−+
12 = k

2(β2+1)
2 W−−12 k−2β2

2 (6.4)

W++
12 = k

2(β1+1)
1 k

2(β2+1)
2 W−−12 k−2β1

1 k−2β2
2 (6.5)

where ∂2
12 = ∂µ12∂12µ with ∂12µ = ∂/∂kµ1 − ∂/∂kµ2 and βi = ∆i − d/2 as usual. The

analogous expressions for other pairs of legs follow trivially through permutations. These
operators were introduced in position space in [47], and later applied in momentum space
in [2, 3]. However, the compact expressions (6.3)–(6.5) are new and follow directly from
the momentum-space shadow transform as we explain below. Upon multiplying out, one
can verify that (6.3)–(6.5) are equivalent to the expressions used in [3], namely

W−+
12 = k2

2W−−12 + 2β2

(
β2 + 1− d

2 + kµ2∂12µ

)
(6.6)

W+−
12 = k2

1W−−12 + 2β1

(
β1 + 1− d

2 − k
µ
1∂12µ

)
, (6.7)

W++
12 = k2

1k
2
2W−−12 + 2β1β2

(
k2

1 + k2
2 − s2

)
+ 2β1k

2
2

(
β1 + 1− d

2 − k
µ
1∂12µ

)
+ 2β2k

2
1

(
β2 + 1− d

2 + kµ2∂12µ

)
. (6.8)
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The weight-shifting action of these operators has been analyzed from an embedding space
perspective in [3, 47]. Here, we offer a simple alternative derivation based primarily in
momentum space. Our analysis is restricted to the regulated theory to avoid divergences.

The action of the lowering operator W−−ij follows immediately since it is simply the
Fourier transform (modulo a factor of one half) of x2

ij . The latter acts as a lowering operator
in position space since the general position-space n-point function can be parametrised as

〈O(x1) . . .O(xn)〉 =
∏

1≤i<j≤n
x

2αij
ij f(u), (6.9)

where the f is an arbitrary function of the independent cross ratios u. In particular,
inversions constrain the αij to satisfy

∆i = −
n∑
j=1

αij , i = 1, 2, . . . , n (6.10)

where αij = αji and αii = 0. Multiplying by x2
ij thus shifts αij → αij + 1 and hence we

obtain a new solution with ∆i → ∆i− 1 and ∆j → ∆j − 1 but the same f(u) and spacetime
dimension d.

Returning to momentum space, the action of this operator can also be seen from its
intertwining relation with the conformal Ward identities. By direct computation(

Kµ1 (∆1 − 1) +Kµ2 (∆2 − 1)
)
W−−12 =W−−12

(
Kµ1 (∆1) +Kµ2 (∆2)

)
, (6.11)

where
Kµi (∆i) = kµi

∂

∂kνi

∂

∂kiν
− 2kνi

∂

∂kνi

∂

∂kiµ
+ 2(∆i − d) ∂

∂kiµ
(6.12)

is the special conformal generator in momentum space. One can further check that W−−12
commutes with all remaining generators Kµi (∆i) for i 6= 1, 2. Given some solution I{∆i} of
the special conformal Ward identities,

0 =
n−1∑
i=1
Kµi (∆i)I{∆i}, (6.13)

by acting with W−−12 to the left it then follows that

0 =
n−1∑
i=1
Kµi (∆i − δi1 − δi2)W−−12 I{∆i}. (6.14)

Thus,W−−12 I{∆i} satisfies the shifted special conformal Ward identities obtained by replacing
∆i → ∆i − δi1 − δi2. The corresponding shifted dilatation Ward identity is also satisfied as
can be seen by noting that W−−12 is homogeneous with dimension −2.

The remaining operators (6.4)–(6.5) can then be constructed by applying the shadow
transform. In momentum space, this takes the form of the operator identity

Kµi (d−∆i)k−2βi
i = k−2βiKµi (∆i). (6.15)
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Multiplying a given solution of the special conformal Ward identities by k−2βi
i thus generates

a new solution with dimension ∆i → d−∆i. The corresponding dilatation Ward identity is
also satisfied as can be verified by power counting. To construct raising operators we then
simply shadow transform a selection of momenta, apply the lowering operator W−−12 , and
then invert the shadow transform. For example,

W++
12 = k

2(β1+1)
1 k

2(β2+1)
2 W−−12 k−2β1

1 k−2β2
2 , (6.16)

since multiplying by k−2β1
1 k−2β2

2 sends ∆i → ∆′i = d −∆i for i = 1, 2, after which W−−12
sends ∆′i → ∆′′i = ∆′i − 1 = d− 1−∆i. The shadow transform is then inverted by applying
k
−2β′′1
1 k

−2β′′2
1 = k

−2∆′′1 +d
1 k

−2∆′′2 +d
2 = k

2(β1+1)
1 k

2(β2+1)
2 sending ∆′′i → ∆′′′i = d−∆′′i = ∆i + 1.

Thus, the net effect is to shift ∆i → ∆i + 1 for i = 1, 2 leaving all other dimensions intact.
If instead we had shadow transformed with respect to only one of the momenta, say the
first, then we would have obtained W+−

12 since the action on ∆2 would remain that of W−−12 .
As for W−−12 , we can prove the action of these operators more formally by verifying the

intertwining relations. For example, by direct calculation

(
Kµ1 (∆1 + 1) +Kµ2 (∆2 + 1)

)
W++

12 =W++
12
(
Kµ1 (∆1) +Kµ2 (∆2)

)
(6.17)

while all other Kµi (∆i) with i 6= 1, 2 commute with W++
12 . Thus, given some solution of the

special conformal Ward identities (6.13), by acting to the left with W++
12 we find

0 =
n−1∑
i=1
Kµi (∆i + δi1 + δi2)W++

12 I{∆i}, (6.18)

and so W++
12 indeed generates a new solution with raised ∆1 and ∆2. Again, the dilatation

Ward identity is automatically satisfied since W++
12 is homogeneous of dimension +2. A

similar analysis applies for W−+
12 and W+−

12 .

6.2 Action on exchange diagrams

To analyze the action of the shift operators (6.2)–(6.5) on the various amplitudes we study,
it is convenient to convert to Mandelstam variables. In fact, it will suffice to consider their
action on contact diagrams and s-channel exchanges only. Since these amplitudes are all
independent of t, we can then further simplify the shift operators by setting all t-derivatives
to zero. The operator W−−12 then takes the form

W−−12 = 1
2

[
∂2

1 + ∂2
2 + (d− 1)

k1
∂1 + (d− 1)

k2
∂2 + 1

k1k2

(
k2

1 + k2
2 − s2

)
∂1∂2

]
+O (∂t) ,

(6.19)

where ∂i = ∂/∂ki while the remaining operators follow from (6.3)–(6.5).
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Let us now apply W−−12 to an s-channel exchange diagram (2.6). Acting on a product
of bulk-boundary propagators (2.1), we find the identity

W−−12

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= 1

8(β1 − 1)(β2 − 1)
(
�z − (β1 + β2 − 2)(β1 + β2 + d− 2)

)
Kd,∆1−1(z, k1)Kd,∆2−1(z, k2)

(6.20)

where the box operator for (d+ 1)-dimensional AdS is

�z = z2∂2
z + (1− d)z∂z − s2z2. (6.21)

Thus, if we act with W−−12 on an s-channel exchange diagram, we obtain a box operator
which can be integrated by parts in z so as to act on the bulk-bulk propagator.3 This
produces a delta function and a constant term, since the bulk-bulk propagator (2.2) obeys

(−�z +m2
x)Gd,∆x(z, s; ζ) = zd+1δ(z − ζ), m2

x = ∆x(∆x − d) = β2
x −

d2

4 . (6.22)

In the regulated theory then, the action of W−−12 on an exchange diagram yields a linear
combination of a shifted exchange and a shifted contact diagram,

W−−12 î[∆1,∆2,∆3,∆4 x∆x] = N−−exch. î[∆1−1,∆2−1,∆3,∆4 x∆x] +N−−cont. î[∆1−1,∆2−1,∆3,∆4] (6.23)

where

N−−exch. = β2
x − d2/4− (β1 + β2 − 2)(β1 + β2 + d− 2)

8(β1 − 1)(β2 − 1) , (6.24)

N−−cont. = − 1
8(β1 − 1)(β2 − 1) . (6.25)

If our goal is to obtain just the shifted exchange diagram, we must therefore evaluate and
subtract off this contribution from the shifted contact diagram. Sometimes this can be
achieved through the further use of weight-shifting operators as discussed in section 6.3.1.

Let us next consider the action of the raising operator W++
12 on an s-channel exchange.

This can easily be understood through use of (6.20) in combination with the shadow relation
for the bulk-boundary propagator,

k−2βKd,∆(z, k) = Λβ Kd,d−∆(z, k), Λβ = Γ(−β)
4βΓ(β) . (6.26)

3The boundary terms from z → ∞ vanish since all propagators decay exponentially. The lower limit
behaves as

∫
dz ∂zzω+ε ∼

∫
dz zω−1+ε in the half-integer regularization scheme, where ω = d+∆x−∆̃1−∆̃2

and ∆̃1 = ∆1 + σ1 and ∆̃2 = ∆2 + σ2 are the shifted dimensions. For ω 6= −2m with m ∈ Z+ this is zero
by analytic continuation in ε from the large-ε region where it converges, see [24]. Otherwise, we obtain a
divergence which can be removed through a boundary counterterm.
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First, we write

W++
12

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= k

2(β1+1)
1 k

2(β2+1)
2 W−−12 k−2β1

1 k−2β2
2

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= Λβ1Λβ2k

2(β1+1)
1 k

2(β2+1)
2 W−−12

(
Kd,d−∆1(z, k1)Kd,d−∆2(z, k2)

)
= Λβ1Λβ2k

2(β1+1)
1 k

2(β2+1)
2

8(β1 + 1)(β2 + 1)
×
(
�z − (β1 + β2 + 2)(β1 + β2 − d+ 2)

)
Kd,d−∆1−1(z, k1)Kd,d−∆2−1(z, k2). (6.27)

We now commute the factor k2(β1+1)
1 k

2(β2+1)
2 through the differential operator and use again

the shadow identity (6.26) (replacing ∆→ d−∆− 1) to find

k
2(β1+1)
1 k

2(β2+1)
2 Kd,d−∆1−1(z, k1)Kd,d−∆2−1(z, k2)

= Λ−β1−1Λ−β2−1Kd,∆1+1(z, k1)Kd,∆2+1(z, k2). (6.28)

After simplifying the prefactor

Λβ1Λβ2

8(β1 + 1)(β2 + 1)Λ−β1−1Λ−β2−1 = 2β1β2, (6.29)

we arrive the desired identity

W++
12

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= 2β1β2

(
�z − (β1 + β2 + 2)(β1 + β2 − d+ 2)

)
Kd,∆1+1(z, k1)Kd,∆2+1(z, k2). (6.30)

This identity is the counterpart to (6.20) and can be used in the same way to evaluate the
action of W++

12 on an s-channel exchange diagram. After integration by parts in z and use
of (6.22), we obtain the result

W++
12 î[∆1,∆2,∆3,∆4 x∆x] = N++

exch. î[∆1+1,∆2+1,∆3,∆4 x∆x] +N++
cont. î[∆1+1,∆2+1,∆3,∆4]

(6.31)
where

N++
exch. = 2β1β2

(
β2
x −

d2

4 − (β1 + β2 + 2)(β1 + β2 − d+ 2)
)
, N++

cont. = −2β1β2.

(6.32)

The steps above can similarly be repeated for the remaining operators W+−
12 and W−+

12 .
Examining the form of these results, and those above, we find they can all be collected into
a common form:

Wσ1σ2
12

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= N σ1σ2

(
�z −m2

(σ1σ2)

)
Kd,∆1+σ1(z, k1)Kd,∆2+σ2(z, k2),

(6.33)
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where σ1, σ2 ∈ ±1 and

N σ1σ2 = 2σ1+σ2−1(β1)σ1(β2)σ2 , (6.34)
m2

(σ1σ2) = (σ1β1 + σ2β2 + 2)(σ1β1 + σ2β2 − d+ 2). (6.35)

Here the Pochhammer symbol (β)σ = Γ(β + σ)/Γ(β) is just a convenient way of writing
(β)1 = β and (β)−1 = (β − 1)−1. Acting on an s-channel exchange, we find

Wσ1σ2
12 î[∆1,∆2,∆3,∆4 x∆x] = N σ1σ2

exch. î[∆1+σ1,∆2+σ2,∆3,∆4 x∆x] +N σ1σ2
cont. î[∆1+σ1,∆2+σ2,∆3,∆4]

(6.36)

where

N σ1σ2
exch. = N σ1σ2

(
m2
x −m2

(σ1σ2)

)
, N σ1σ2

cont. = −N σ1σ2 . (6.37)

Where divergences are present, this identity again applies only in the regulated theory.
Using the definition of m2

x from (6.22), we can rewrite

N σ1σ2
exch. = −N σ1σ2

(d
2 − σ1β̃1 − σ2β̃2 + βx

)(d
2 − σ1β̃1 − σ2β̃2 − βx

)
(6.38)

where the β̃i = βi + σi are the shifted values of the βi parameters under ∆i → ∆i + σi.
From this expression, we see that N σ1σ2

exch. has a zero whenever the condition

0 = d

2 − σ1β̃1 − σ2β̃2 − σxβx (6.39)

is satisfied for some choice of the signs (σ1, σ2, σx) = (±,±,±), where each sign can be
chosen independently of the others. This makes sense since whenever this condition is
satisfied the shifted exchange diagram is singular,4 and a differential operator such as
Wσ1σ2

12 cannot map a finite exchange diagram to a singular one. Rather, acting with Wσ1σ2
12

yields a finite result which, in the regulated theory, derives from the product of a vanishing
coefficient N σ1σ2

exch. and a divergent shifted exchange diagram, plus a contact contribution.
In such situations where N σ1σ2

exch. has a zero, the application of Wσ1σ2
12 to a finite diagram

therefore only allows us to extract the leading divergence of the shifted exchange diagram:
to additionally compute its finite piece requires knowing the finite unshifted exchange
diagram to subleading orders in the regulator ε. This is generally harder to compute since
the corresponding Bessel function indices are no longer half-integer.

For this reason, such divergences and their corresponding zeros in the exchange coeffi-
cients N σiσj

exch. have important consequences for the construction of reduction schemes relating
different exchange diagrams. Fortunately, as we will see in section 6.4, it turns out that
for the correlators of interest in this paper, all such zeros of N σiσj

exch. can be avoided through
making appropriate use of shadow transformations in addition to the Wσiσj

ij operators.
4The divergence of the shifted exchange diagram derives from the region where the vertex corresponding

to the shifted operators approaches the boundary of AdS: effectively, this is the lower limit of an integral
of three Bessel K functions, two of which come from the bulk-boundary propagators and the third from
the exterior part of the bulk-bulk propagator. The singularities of such triple-K integrals, which also arise
for the momentum-space 3-point function 〈〈O∆1+σ1O∆2+σ2O∆x〉〉, have been analyzed in [24] leading to
precisely the condition (6.39).
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6.3 Action on contact diagrams

As we saw above, the action of the Wσ1σ2
12 on an exchange diagram generates a linear

combination of a shifted exchange diagram and a shifted contact diagram. The action of
Wσ1σ2

12 on a contact diagram produces a linear combination of a shifted contact diagram and
a shifted contract diagram containing an AdS box vertex. In this section we discuss how this
box contribution, which also follows from to the action of the Casimir on the shifted contact
diagram, can in some cases be removed through an appropriate symmetrization. Further
shift relations for contact diagrams are discussed in appendix D.1. Once all shifted contact
diagrams are known, either via weight-shifting operators or from direct evaluation, their
contribution can be subtracted enabling all shifted exchange diagrams to be constructed.

6.3.1 Exchanges to contacts

As an intermediate step, one can always pass from an exchange diagram to the corresponding
contact diagram (i.e., with no shift to the operator dimensions) through the well-known
action of the quadratic Casimir operator

C12 =
(
2k1µk2ν − k1 · k2 δµν

)
∂µ12∂

ν
12 + 2

(
(∆2 − d)k1µ − (∆1 − d)k2µ

)
∂µ12

− (∆1 + ∆2 − 2d)(∆1 + ∆2 − d). (6.40)

In Mandelstam variables,

C12 = 1
2
(
s2 + k2

1 − k2
2

)
K1 + 1

2
(
s2 + k2

2 − k2
1

)
K2 −

(
L1 + L2 + 3d

2

)2
+ d2

4 +O (∂t)

(6.41)

where
Ki = ∂2

i + 1− 2βi
ki

∂i, Li = ki∂i −∆i (6.42)

and we have omitted t-derivatives since s-channel scalar exchanges are independent of t.
Indeed, we can simplify this further since for s-channel scalar exchanges

(K1 −K2)̂i[∆1,∆2,∆3,∆4 x∆x] = 0. (6.43)

The action of the Casimir on such diagrams is thus equal to that of the reduced operator

C̃12 = s2

2 (K1 +K2)−
(
L1 + L2 + 3d

2

)2
+ d2

4 . (6.44)

We can also use this reduced Casimir operator when acting on scalar contact diagrams,
since these are also independent of t (and s) and satisfy (K1 −K2)̂i[∆1,∆2,∆3,∆4] = 0.

One can now verify directly the identity

C̃12
(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
= −�z

(
Kd,∆1(z, k1)Kd,∆2(z, k2)

)
. (6.45)

Acting on an s-channel exchange diagram with (C̃12 +m2
x) and integrating by parts with

respect to z, we obtain a delta function from (6.22). This collapses the exchange diagram
to a contact diagram of the same operator dimensions:(

C̃12 +m2
x

)
î[∆1,∆2,∆3,∆4 x∆x] = î[∆1,∆2,∆3,∆4] (6.46)
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One can alternatively obtain this result by showing that[
W−−12 ,W++

12

]
= 2 (β1 + β2)

(
C12 + (β1 + β2)2 − d

2 (d− 2)
)
, (6.47)[

W−+
12 ,W+−

12

]
= 2 (β1 − β2)

(
C12 + (β1 − β2)2 − d

2(d− 2)
)
, (6.48)

then making two applications of (6.36).

6.3.2 Generating exchange diagrams with derivative vertices

Rather than integrating by parts the right-hand side of (6.45), we can also simply expand
out the action of the AdS box (6.21) on the two bulk-boundary propagators. This produces
a cross-term plus two terms where the box acts on a single bulk-boundary propagator. The
latter can be replaced via the equation of motion(

z2∂2
z + (1− d) z∂z

)
Kd,∆i

(z, ki) =
(
m2
i + k2

i

)
Kd,∆i

(z, ki) , m2
i = ∆i (∆i − d)

leading to the identity

− 1
2
(
C̃12 +m2

1 +m2
2

) (
Kd,∆1 (z, k1)Kd,∆2 (z, k2)

)
(6.49)

= z2
(
∂zKd,∆1 (z, k1) ∂zKd,∆2 (z, k2) + 1

2
(
k2

1 + k2
2 − s2

)
Kd,∆1 (z, k1)Kd,∆2 (z, k2)

)
.

Since (k2
1 + k2

2 − s2)/2 = −k1 · k2, the right-hand side here is precisely the vertex factor
appearing in an exchange diagram with a Φx∂µΦ1∂

µΦ2 derivative interaction, namely

ideriv[∆1∆2,∆3∆4x∆x] =
∫ ∞

0

dz
zd+1 z

2
(
∂z Kd,∆1 (z, k1) ∂z Kd,∆2 (z, k2)

+ 1
2
(
k2

1 + k2
2 − s2

)
Kd,∆1 (z, k1)Kd,∆2 (z, k2)

)
×
∫ ∞

0

dζ
ζd+1 Gd,∆x (z, s; ζ)Kd,∆3 (ζ, k3)Kd,∆4 (ζ, k4) . (6.50)

In the regulated theory, we can therefore generate an exchange diagram with a Φx∂µΦ1∂
µΦ2

derivative vertex by acting on an ordinary exchange diagram with the Casimir operator:

îderiv[∆1∆2,∆3∆4x∆x] = −1
2
(
C̃12 +m2

1 +m2
2

)
î[∆1∆2,∆3∆4x∆x]. (6.51)

Using (6.46), this exchange diagram with a derivative vertex can also be expressed as a
sum of an ordinary exchange and a contact diagram,

îderiv[∆1∆2,∆3∆4x∆x] = 1
2
(
m2
x −m2

1 −m2
2

)
î[∆1∆2,∆3∆4x∆x] −

1
2 î[∆1∆2∆3∆4]. (6.52)

In certain special cases, this linear combination coincides with that produced by the action
of the operator Wσ1σ2

12 in (6.36) leading to the relation

Wσ1σ2
12 î[∆1,∆2,∆3,∆4x∆x]

∗= 2N σ1σ2 îderiv[∆1+σ1,∆2+σ2,∆3,∆4x∆x], (6.53)

– 72 –



J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

where the coefficient N σ1σ2 is that in (6.34). The asterisk indicates that this equation is
only valid when the masses satisfy the condition

m2
∆1+σ1 +m2

∆2+σ2 = m2
(σ1,σ2),

where m2
∆i+σi = (∆i + σi)(∆i + σi − d) is the mass corresponding to the shifted dimension

and m2
(σ1,σ2) is given in (6.35). This is equivalent to requiring

(β1 + σ1)2 + (β2 + σ2)2 − d2

2 = (σ1β1 + σ2β2 + 2)(σ1β1 + σ2β2 + 2− d).

In particular, this condition holds whenW++
12 is applied to an exchange diagram of conformal

scalars with ∆1 = ∆2 = 2 in d = 3. In this case β1 = β2 = 1/2, σ1 = σ2 = 1 and all the
masses in (6.3.2) vanish individually. The action of W++

12 then leads to an exchange diagram
where two massless scalars are derivatively coupled to an exchanged conformal scalar [2, 3].

6.3.3 Shifted contact diagrams from symmetrization

Let us now return to consider the action of Wσ1,σ2
12 on the contact diagram î[∆1,∆2,∆3,∆4].

From (6.33), we obtain a linear combination of the shifted contact diagram and a shifted
contact diagram with an AdS box vertex. Via (6.45), the latter can be re-expressed as the
Casimir operator acting on the shifted contact diagram giving

Wσ1,σ2
12 î[∆1,∆2,∆3,∆4] = −N σ1σ2

(
C̃∆1+σ1,∆2+σ2

12 +m2
(σ1σ2)

)
î[∆1+σ1,∆2+σ2,∆3,∆4], (6.54)

where N σ1σ2 and m2
(σ1σ2) are given in (6.34) and (6.35) but the dimensions appearing inside

the Casimir operator are the shifted ones as indicated by the superscript indices.
In the special case where at least three of the shifted operator dimensions are equal,

the Casimir operator on the right-hand side of this relation can now be eliminated through
a simple symmetrization procedure. Here, it is useful to recall that from an embedding
space perspective, the d-dimensional conformal Ward identities originate from invariance
under the action of the SO(d+ 1, 1) Lorentz generators

0 =
4∑
i=1

LABi (6.55)

where LABi = XA
i (∂/∂XiB)−XB

i (∂/∂XiA). Squaring this relation and using the identities

C∆i,∆j

ij = 1
2
(
LABi + LABj

)
(LiAB + LjAB) , 1

2L
AB
i LiAB = −∆i (∆i − d) , (6.56)

along with

C∆1,∆2
12 = C∆3,∆4

34 , C∆1,∆4
14 = C∆2,∆3

23 , C∆1,∆3
13 = C∆2,∆4

24 , (6.57)

as follows from squaring, e.g., LAB1 + LAB2 = −(LAB3 + LAB4 ), we obtain

C∆1,∆2
12 + C∆1,∆3

13 + C∆2,∆3
23 = 1

2

4∑
i<j

C∆i,∆j

ij = −
4∑
i=1

∆i(∆i − d). (6.58)
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If the three operator dimensions on the left-hand side are equal, this reduces to(
C∆,∆

12 + C∆,∆
13 + C∆,∆

23

)
î[∆,∆,∆,∆4] = −

(
3∆(∆− d) + ∆4(∆4 − d)

)
î[∆,∆,∆,∆4]. (6.59)

Moreover, we know from (6.54) that

Wσ1,σ2
12 î[∆−σ1,∆−σ2,∆,∆4] = −N σ1σ2

(
C∆,∆

12 +m2
(σ1σ2)

)
î[∆,∆,∆,∆4]. (6.60)

By permuting momenta and exploiting the fact that the three shifted dimensions are equal,
we can now construct all the remaining terms on the left-hand side of (6.59). For example,(

Wσ1,σ2
12 î[∆−σ1,∆−σ2,∆,∆4]

)
k2↔k3

= −N σ1σ2
(
C∆,∆

13 +m2
(σ1σ2)

)
î[∆,∆,∆,∆4]. (6.61)

Summing over permutations, the Casimir contributions can now be eliminated(
Wσ1,σ2

12 î[∆−σ1,∆−σ2,∆,∆4]
)

+ (k2 ↔ k3) + (k1 ↔ k3)

= N σ1σ2
(
3∆(∆− d) + ∆4(∆4 − d)− 3m2

(σ1σ2)

)
î[∆,∆,∆,∆4]

= 2σ1+σ2−1(β − σ1)σ1(β − σ2)σ2

×
(
3β2 + β2

4 − d2 − 3β2(σ1 + σ2)2 + 3βd(σ1 + σ2)
)
î[∆,∆,∆,∆4] (6.62)

where the Pochammer symbols are simply (β − 1)1 = β − 1 and (β + 1)−1 = β−1. This
relation (and its permutations) thus enable the construction of shifted contact diagrams
containing three equal dimensions if the appropriate initial integral is known. Some further
shift relations for contact diagrams can be found in appendix D.1.

6.4 Reduction scheme

Equation (6.36) can be used to set up a reduction scheme. Starting from a smaller set of
simple master integrals, one can use the weight-changing operators to obtain other diagrams.
Since the lower dimensions generally yield simpler expressions, one would like to start with
the lowest dimensional diagrams such as i[22,22x∆x] and apply the weight-raising operators
W++
ij . To see if it is possible, we begin by investigating all available relations due to (6.36)

between the amplitudes.

6.4.1 Available relations

First, notice that one can either use the weight-changing operators directly or in a com-
bination with the shadow transform. The shadow transform is an observation that the
bulk-to-boundary propagators for the AdS fields with ∆ and d−∆ are related according to,

Kd,d−∆(z, k) =
Γ
(
∆− d

2

)
Γ
(
d
2 −∆

) (k
2

)d−2∆
×Kd,∆(z, k). (6.63)
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Thus, we can define the shadow transform Sj acting on the j-th external leg of an amplitude
as the multiplication by the above constant. This yields, for example,

i[d−∆1,∆2;∆3∆4x∆x] = S1i[∆1,∆2;∆3∆4x∆x]

=
Γ
(
∆1 − d

2

)
Γ
(
d
2 −∆1

) (k1
2

)d−2∆1

× i[∆1,∆2;∆3∆4x∆x]. (6.64)

It is important to use regulated dimensions d̂ and ∆̂1 when dealing with regulated amplitudes.
While the weight-shifting operators W++

ij and W−−ij always raise or lower a pair of
dimensions, we can compose them with the shadow transform to raise or lower a single
dimension only. As an example, consider i[22,22x2]. By acting with W++

12 , according to (6.36)
one should obtain a combination of i[33,22x2] and i[3322]. On the other hand, we can use
the shadow transform to flip ∆2 = 2 to d − ∆2 = 1. Thus, the combination W++

12 ◦ S2
should map i[22,22x2] to a combination of i[32,22x2] and i[3222]. In general, we can carry out
the following operations on a pair of dimensions:

(22)(33) (32)
W++

W−−

W++S2

S2W−− (6.65)

It is always important to remember that the action of the weight-shifting operators on an
exchange diagram results in a combination of shifted exchange and contact diagrams.

6.4.2 The scheme

At first glance, all exchange amplitudes with a fixed exchange dimension ∆x are related
through repeated use of the operations in (6.65). On practical level, however, this turns
out not to be the case. In order for the reduction scheme to work, three conditions must
be satisfied:

1. One must know all contact diagrams featuring on the right hand side of (6.36). These
are easy to calculate directly and thus pose no difficulty.
Alternatively, one can attempt to construct them via the shift relation (6.62) starting
from î[2323]. This contact diagram can itself be obtained from either î[2323x2] or î[2323x3]
via (6.46). First, we evaluate(

W−−24 î[2323]
)

+ (k2 ↔ k3) + (k3 ↔ k4) = − (2 + ε) (5 + 2ε) î[2222], (6.66)(
W++

13 î[2323]
)

+ (k2 ↔ k3) + (k3 ↔ k4) = ε(3− 2ε)̂i[3333]. (6.67)

In this last equation, W++
13 projects out the leading ε−1 divergence of î[2323] meaning

the left-hand side is of order ε0. We can therefore only construct the leading ε−1

divergence of î[3333] from this relation. Next, via the shadow transform (6.63), we find

î[1323] = S1î[2323] = 4β1Γ(β1)
Γ(−β1) k

−2β1
1 î[2323] = − 1

k1
î[2323]. (6.68)
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We now construct(
W+−

12 î[1323]
)

+ (k2 ↔ k3) + (k1 ↔ k3) =
(
3 + 6ε+ 2ε2

)
î[2223], (6.69)(

W++
23 î[2223]

)
+ (k2 ↔ k4) + (k3 ↔ k4) =

(
−1 + 3ε− 2ε2

)
î[2333]. (6.70)

From î[2323], we can thus obtain all the contact diagrams of weight two and three
operators to finite order, with the exception of î[3333] which we only know to leading
ε−1 order. The finite part of this integral can be found either by direction evaluation
or through other shift operators as discussed in appendix D.1.

2. Regularization must be taken care of. For example, consider W++
12 i[22,22x2], which we

denote by i[3̃3̃,22x2]. Since i[22,22x2] is finite, so is i[3̃3̃,22x2]. However, we see that both
the exchange diagram i[33,22x2] in (3.23) as well as the contact diagram i[3322] in (3.15)
are divergent. Nevertheless, their combination on the right-hand side of (6.36) is
finite in any regularization scheme and[

−1 + ε

2(3u− 7v1 − 7v2 + vx) +O(ε2)
]
î[33,22x2]

+
[
−1

2 − ε(v1 + v2) +O(ε2)
]
î[3322] = i[3̃3̃,22x2]. (6.71)

Thus, one can derive î[33,22x2] regulated in an arbitrary scheme once the regulated
contact diagram î[3322] is known in that scheme. It is important to emphasise that,
whenever regularization is required, (6.36) holds for regulated amplitudes. If the
terms of order ε in the above expression were dropped, the equality would fail.

Indeed, if we naively apply weight-shifting operators to renormalized diagrams, due
to the presence of counterterm contributions the two sides of (6.36) will generally
only agree up to some local terms. For example,

W++
12 iren[22,22x2] = −iren[33,22x2] −

1
2 i

ren
[3322] + k3 + k4

8
(
3 + 2a(1)

[3322] − 2a(1)
[33,22x2]

)
, (6.72)

W++
12 iren[22,33x2] = −iren[33,33x2] −

1
2 i

ren
[3333] + k3

1 + k3
2

24
(
3− 2a(1)

[3333] + 2a(1)
[33,33x2]

)
+ k3

3 + k3
4

24
(
−3− 2a(1)

[3333] + 2a(1)
[33,33x2]

)
. (6.73)

The moral is that (6.36) holds for regulated diagrams and one should be wary of
extrapolating this relation to renormalized diagrams.

3. The value of the constant N σ1σ2
exch. on the right hand side of (6.36) cannot vanish when

ε→ 0. The constant vanishes when (6.39) is satisfied for unregulated parameters. In
such a case the finite part ofWσ1σ2

12 î[∆1∆2,∆3∆4x∆x] does not allow for the determination
of the finite part of the exchange diagram î[∆1+1,∆2+1,∆3∆4x∆x]. In cases of ∆j = 2, 3,
j = 1, 2, 3, 4, x considered in this paper and d = 3 this precludes the use of half
of the operations listed in (6.65). The operations that still can be used in the
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i[22,22x2]

W++
34

î[22,33x2]

W++
12

î[33,33x2]

î[32,22x2]

W++
34

î[32,33x2]

S2W−−12

S2W−−12

î[32,32x2]

S4W−−34

Figure 5. Reduction scheme for the amplitudes with ∆x = 2.

scheme, depending on the value of the exchange dimension ∆x are presented in the
following table:

Wij W−− W++S SW−−

∆x = 2 yes no no yes
∆x = 3 no yes yes no

This means, for example, that the exchange diagram î[33,22x3] cannot be obtained
from î[22,22x3] by the application of (6.36). Indeed, in such a case N++

exch. = 3ε
2 (u −

v1 − v2 − vx) +O(ε2) and vanishes in the ε→ 0 limit.

Taking into account the above considerations, a workable reduction scheme connecting
the various amplitudes is presented in figures 5 and 6. Given the seed integral î[32,32x2] we
can construct all the integrals with ∆x = 2, and from î[33,33x3] we obtain all the integrals
with ∆x = 3.

6.4.3 Shifting the dimension of the exchanged operator

To complete our analysis, we now seek a weight-shifting operator capable of connecting the
two schemes in figures 5 and 6, so that only a single exchange diagram is required as a seed
integral. This requires shifting the dimension ∆x of the exchanged operator.

For exchange diagrams with all external dimensions equal to two, a shift operator
sending ∆x → ∆x + 1 was given in [2]. A detailed derivation of this operator (D.51) is given
in appendix D.2. Here, however, this operator is not suitable since the direction of the
arrows in figure 6 is such that connecting î[22,22x2] to î[22,22x3] does not allow us to recover
the three ‘upstream’ integrals î[22,33x3], î[33,33x3] and î[32,33x3]. We will therefore follow a
different route, deriving a new shift operator based on the properties of Bessel functions
that will allow us to recover î[32,32x2], and hence all the ∆x = 2 integrals, starting from the
∆x = 3 integrals.
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i[22,22x3]

W−−34

î[22,33x3]

W−−12

î[33,33x3]

î[32,22x3]

W−−34

î[32,33x3]

W++
12 S2

W++
12 S2

î[32,32x3]

W++
34 S4

Figure 6. Reduction scheme for the amplitudes with ∆x = 3.

In the analysis to follow, it will be clearer to write the AdS propagators as functions of
the spacetime dimension d and the parameter βi = ∆i − d/2. To this end, we re-define

K̃d,βi(z, ki) = zd/2kβi Kβi(kiz)
2βi−1Γ(βi)

, (6.74)

G̃d,βx(z, s; ζ) = (zζ)d/2
(
Kβx(sz)Iβx(sζ)Θ(z − ζ) + Iβx(sz)Kβx(sζ)Θ(ζ − z)

)
(6.75)

where the tildes remind us of the change of argument from (d,∆i) to (d, βi). From the
elementary properties of Bessel functions, the bulk-boundary propagator obeys the relation

K̃d−2, 1
2
(z, ki) = K̃d, 3

2
(z, ki)− kiK̃d, 1

2
(z, ki). (6.76)

Writing the exchange diagram as

I(d)
[β1,β2;β3,β4;xβx]

=
∫ ∞

0

dz
zd+1

∫ ∞
0

dζ
ζd+1 K̃d,β1(z, k1)K̃d,β2(z, k2)G̃d,βx(z, s; ζ)K̃d,β3(ζ, k3)K̃d,β4(ζ, k4), (6.77)

and using this relation twice, we then find that

I(d−2)
[ 3
2 ,

1
2 ; 3

2 ,
1
2 ;x 3

2 ] = I(d)
[ 3
2 ,

3
2 ; 3

2 ,
3
2 ;x 3

2 ] − k2I(d)
[ 3
2 ,

1
2 ; 3

2 ,
3
2 ;x 3

2 ] − k4I(d)
[ 3
2 ,

3
2 ; 3

2 ,
1
2 ;x 3

2 ] + k2k4I(d)
[ 3
2 ,

1
2 ; 3

2 ,
1
2 ;x 3

2 ]. (6.78)

Here, we exploited the fact that the factor of (zζ)−d from the two integration measures
cancels with the factors of zd/2 and ζd/2 from the first and third bulk-boundary propagators
and the factor of (zζ)d/2 from the bulk-bulk propagator. A shift d→ d− 2 on the second
and fourth bulk-boundary propagators thus extends to the entire exchange diagram.

Meanwhile, the bulk-bulk propagator obeys the identity
1
2

(
z2 + ζ2 − ∂2

s + (2σxβx − 1) 1
s
∂s

)
G̃d−2,βx (z, s; ζ) = G̃d,βx+σx (z, s; ζ) , σx = ±1,

(6.79)
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which shifts the spacetime dimension up by two while increasing or decreasing βx by one.
To apply this operator to s-channel exchange diagrams, we further replace the factors of z2

and ζ2 with Bessel operators acting on the external legs,(
∂2
i + 1− 2βi

ki
∂i
)
K̃d,βi(z, ki) = z2K̃d,βi(z, ki). (6.80)

So long as we choose one external leg corresponding to each vertex the result is the same.
Choosing legs 2 and 4, this gives

I(d)
[β1,β2;β3,β4;xβx+σx]

= 1
2

(
∂2

2 + 1− 2β2
k2

∂2 + ∂2
4 + 1− 2β4

k4
∂4 − ∂2

s + (2σxβx − 1) 1
s
∂s

)
I(d−2)

[β1,β2;β3,β4;xβx] (6.81)

Thus, applying this operator with σx = −1 to the left-hand side of (6.78), we find

I(d)
[ 3

2 ,
1
2 ; 3

2 ,
1
2 ;x 1

2 ] = 1
2

(
∂2

2 + ∂2
4 − ∂2

s −
4
s
∂s

)
I(d−2)
[ 3

2 ,
1
2 ; 3

2 ,
1
2 ;x 3

2 ]. (6.82)

Using (6.78) and (6.82), we can now obtain the ∆x = 2 master integral î[32,32x2] starting
from the ∆x = 3 master integral î[33,33x3]. In the first step, we compute all the ∆x = 3
integrals using the reduction scheme illustrated in figure 6. The right-hand side of (6.78)
can then be constructed in the half-integer scheme:

I(1+2ε)
[ 3
2 ,

1
2 ; 3

2 ,
1
2 ;x 3

2 ] = î[33,33x3] − k2î[32,33x3] − k4î[33,32x3] + k2k4î[32,32x3]. (6.83)

Equation (6.82) now gives the desired result

î[32,32x2] = 1
2

(
∂2

2 + ∂2
4 − ∂2

s −
4
s
∂s

)(
î[33,33x3] − k2î[32,33x3] − k4î[33,32x3] + k2k4î[32,32x3]

)
.

(6.84)

Using this relation in combination with the reduction schemes in figures 5 and 6 we can
thus obtain all exchange diagrams starting from only the exchange diagram î[33,33x3] and
contact diagrams. As the most complicated integral, î[33,33x3] is the natural starting point
since the action of differential operators results in a reduction in complexity (i.e., a lowering
of the degree of transcendality and/or a reduction in the order of polynomial coefficients).

7 Mathematica notebooks

All our results and their derivations can be found in the Mathematica notebooks included in
the arXiv submission of this paper.5 Explicit expressions for the regulated and renormalized
amplitudes are stored in the Mathematica package HandbooK.wl, whose contents are
described in section 7.1 below. The package is accompanied by a number of notebooks
where details of the remaining calculations described in this paper can be found. We
summarize the contents of these notebooks in section 7.2.

5If any discrepancies exist as a result of typos, the expressions in these notebooks are definitive.
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7.1 The package

The package HandbooK.wl provides explicit expressions for both regulated and renormalized
2-, 3-, and 4-point functions.

• The package does not contain a dedicated installer and is loaded instead through
Mathematica’s Get command:

<< HandbooK`

• All the regulated and renormalized expressions listed in the previous sections can be
accessed through the following commands:

Amplitude Regulated Renormalized
i[∆1∆2] iReg2pt[d̂, {∆̂1, ∆̂2}] iRen2pt[d, {∆1,∆2}]
i[∆1∆2∆3] iReg3pt[d̂, {∆̂1, ∆̂2, ∆̂3}] iRen3pt[d, {∆1,∆2,∆3}]
j[∆1∆2;∆3] jReg3pt[d̂, {∆̂1, ∆̂2, ∆̂3}] —
i[∆1∆2∆3∆4] iReg4ptC[d̂, {∆̂1, ∆̂2, ∆̂3, ∆̂4}] iRen4ptC[d, {∆1,∆2,∆3,∆4}]

i[∆1∆2,∆3∆4x∆x] iReg4ptX[d̂, {∆̂1, ∆̂2, ∆̂3, ∆̂4, ∆̂x}] iRen4ptX[d, {∆1,∆2,∆3,∆4,∆x}]

• For example, the amplitude î[222] regulated in the half-integer scheme with u = 1 and
vj = 0 can be obtained by the command

In[1]:= iReg3pt[3 + 2 ϵ, {2 + ϵ, 2 + ϵ, 2 + ϵ}]

Out[1]= Gamma[ϵ] k1 + k2 + k3
-ϵ

By default, the regulator is represented by ε while the momentum magnitudes are
k1, k2, k3, k4 and s for the Mandelstam variable.
If no regulator is specified, the half-integer scheme is assumed by default. Thus, for
example, iReg3pt[3, {2,2,2}] is equivalent to iReg3pt[3 + 2ε, {2 + ε, 2 + ε, 2 + ε}]
evaluated above and returns the amplitude in the half-integer scheme.

• By default the amplitude is expanded to the highest available order in the regulator.
Since the 3-point amplitudes regulated in the half-integer scheme are exact, the
expression above is not expanded in ε at all. In a general regularization scheme, the
expressions are expanded to order ε1:

In[2]:= iReg3pt[3 + 2 u ϵ, {2 + (u + v1) ϵ, 2 + (u + v2) ϵ, 2 + (u + v3) ϵ}]

Out[2]=
1

(u - v1 - v2 - v3) ϵ
+ -EulerGamma - Log[k1 + k2 + k3] +

u
π2

12
+
1

2
EulerGamma + Log[k1 + k2 + k3]

2
+

π2

12
-
1

2
EulerGamma + Log[k1 + k2 + k3]

2
- PolyLog2,

-k1 + k2 + k3

k1 + k2 + k3
 v1 +

π2

12
-
1

2
EulerGamma + Log[k1 + k2 + k3]

2
- PolyLog2,

k1 - k2 + k3

k1 + k2 + k3
 v2 +

π2

12
-
1

2
EulerGamma + Log[k1 + k2 + k3]

2
- PolyLog2,

k1 + k2 - k3

k1 + k2 + k3
 v3 ϵ + O[ϵ]2
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• The default settings can be adjusted by passing the following options to iReg3pt,
jReg3pt, iReg4ptC and iReg4ptX:

Option Description
Regulator Symbol for the regulator
Momenta A list of symbols for the momentum magnitudes
ExpansionOrder The expansion order in the regulator
DefaultRegularization Default regularization when no regulator is specified

Alternatively, say we are interested in the amplitude î[222] regulated in the scheme
d̂ = 3 + δ and ∆̂j = 2 for j = 1, 2, 3, where δ is the regulator. Moreover, we want the
expansion to include finite and divergent terms, i.e., terms up to order ε0, and with
momentum magnitudes denoted by p1, p2 and p3. This can be achieved by:

In[3]:= iReg3pt[3 + δ, {2, 2, 2}, ExpansionOrder → 0, Regulator → δ, Momenta → {p1, p2, p3}]

Out[3]=
1

2 δ
+ -EulerGamma - Log[p1 + p2 + p3] + O[δ]1

• The explicit expressions for 4-point exchange amplitudes can be quite involved, partic-
ularly in a general regularization scheme. This is due to the use of the equation (5.50)
and the complicated structure of the scheme changing terms idiv(u, vj)− idiv(1, 0). As
an example, consider the amplitude î[33,22x2] regulated in the scheme where d̂ = 3− ε
while conformal dimension ∆j are not regulated for all j = 1, 2, 3, 4, x. The amplitude
can be accessed by the command

iReg4ptX[3 - ϵ, {3, 3, 2, 2, 2}]

By passing the option KeepHeld->True one can prevent the scheme-changing terms
from expanding. This produces results similar in presentation to those given in
section 5.5, as illustrated in figure 7.

To fully expand these expressions, use Mathematica’s ReleaseHold command.

• Renormalized amplitudes are accessed in a similar fashion, but no regulator is present.
For iren[222], for example, we get

In[5]:= iRen3pt[3, {2, 2, 2}]

Out[5]= -Log
k1 + k2 + k3

μ
 - [222][1]

• In renormalized amplitudes, by default the renormalization scale is denoted by µ while
renormalization constants are denoted by a. These can be changed by the following
options passed to the functions:
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In[4]:= iReg4ptX[3 - ϵ, {3, 3, 2, 2, 2}, KeepHeld → True]

Out[4]=
1

2
1 + Log

s + k3 + k4

k1 + k2 + k3 + k4
 k1 + k2 +

1

4 s

-
π2

6
+ Log

s + k1 + k2

k1 + k2 + k3 + k4
 Log

s + k3 + k4

k1 + k2 + k3 + k4
 + PolyLog2,

-s + k1 + k2

k1 + k2 + k3 + k4
 +

PolyLog2,
-s + k3 + k4

k1 + k2 + k3 + k4
 -s2 + k1

2 + k2
2 -

1

2
-
3

4
+

1

2 ϵ
k3 -

1

2

7

8
+

1

2 ϵ
+
1

2
-
7

4
+ EulerGamma + Log[2] + Log[k3] k3 -

1

2
-
3

4
+

1

2 ϵ
k4 -

1

2

7

8
+

1

2 ϵ
+
1

2
-
7

4
+ EulerGamma + Log[2] + Log[k4] k4 +

7

8
k3 + k4 +

k3 + k4

4 ϵ
-
1

2
EulerGamma + Log[k1 + k2 + k3 + k4] k3 + k4 +

s-1-ϵ
1

2 ϵ
jReg3pt[3 - 5 ϵ, {3 - 2 ϵ, 3 - 2 ϵ, 2 - 2 ϵ},

{ExpansionOrder → 1, Regulator → ϵ, Momenta → {k1, k2, s}}] +

iReg3pt[3 - ϵ, {2, 2, 2}, {ExpansionOrder → 1, Regulator → ϵ, Momenta → {s, k3, k4}}]

jReg3pt[3 - ϵ, {3, 3, 2}, {ExpansionOrder → 1, Regulator → ϵ, Momenta → {k1, k2, s}}] -

1

s
iReg3pt[3 + 2 ϵ, {2 + ϵ, 2 + ϵ, 2 + ϵ}, {ExpansionOrder → 1, Regulator → ϵ,

Momenta → {s, k3, k4}}] jReg3pt[3 + 2 ϵ, {3 + ϵ, 3 + ϵ, 2 + ϵ},

{ExpansionOrder → 1, Regulator → ϵ, Momenta → {k1, k2, s}}] -
1

ϵ
jReg3pt[3 + 4 ϵ,

{3 + 2 ϵ, 3 + 2 ϵ, 2 + 2 ϵ}, {ExpansionOrder → 1, Regulator → ϵ, Momenta → {k1, k2, s}}]

Figure 7. Suppressing the expansion of scheme-changing terms.

Option Description
RenormalizationScale Symbol for the renormalization scale
RenormalizationConstant Symbol for the renormalization constants
Momenta A list of symbols for the momentum magnitudes

7.2 Notebooks

The package is accompanied by a number of Mathematica notebooks which derive the
results presented in this paper.

• BetaScheme.nb contains calculations of 2-, 3-, and 4-point functions regulated in
the half-integer scheme (1.1). The notebook requires the HypExp package [49], which
is included in the packet. The raw results of the calculations are then saved to
Results_BetaScheme.nb.

• GeneralScheme.nb contains calculations of 2-, 3-, and 4-point functions regulated in
a general scheme. It also contains calculations of the 3-point amplitudes î[∆1∆2∆3]
and ĵ[∆1∆2∆3] including terms of order ε1 in the regulator. The notebook requires the
HypExp package as well as the TripleK package [60], both of which are included in
the packet. The results of the calculations are saved to Results_GeneralScheme.nb.
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• Checks.nb provides checks on the results contained in Results_BetaScheme.nb and
Results_GeneralScheme.nb. Furthermore, it compares these raw results with the
expressions presented in sections 3 and 5.5 and stored in the package file HandbooK.wl.

• Renormalization.nb contains the results presented in section 4. First, we check
that the regulated expressions are renormalized by the counterterms listed, and that
they produce the renormalized amplitudes presented in section 4.3 and stored in
HandbooK.wl. Next, we calculate the beta functions of the symmetric theory from
section 4.5.3, and finally, we check the Callan-Symanzik equation for all 3- and 4-point
functions in the symmetric model.

8 Outlook

This handbook has presented explicit closed-form expressions for all renormalized holographic
4-point functions derived from contact and exchange diagrams of scalar operators with
dimensions ∆ = 2, 3 in d = 3. The results were obtained using dimensional regularization.
We saw that the half-integer scheme (1.1) is very convenient for carrying out explicit
computations, and we also discussed how to change scheme and presented our results
both in the half-integer scheme and the general scheme (1.2). We believe this is the most
extensive set of renormalized correlators of this kind currently available. Besides the listings
given in the text, all our results are available in the accompanying Mathematica notebooks
as explained in the previous section.

There are many natural extensions of our work:

• Generalizations to cases involving both external and internal operators with spin.

• Analysis of even-dimensional spacetimes including d = 4.

• Computations for more general operator dimensions.

As we have seen, there are also subtleties in using the OPE in momentum space and it
would be interesting to understand how to set up the corresponding bootstrap program.
Finally, as we hope to report soon [17], our results have immediate implications for the
computation of wavefunction coefficients and correlators in de Sitter spacetime.
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A Conventions and definitions

A.1 QFT conventions

• We work exclusively in d = 3 Euclidean spacetime dimensions.

• Scaling dimensions are denoted throughout via square brackets, including where they
appear as superscripts on operators and sources. We assign the dimensions [x] = −1
and [∂µ] = 1 for coordinates and their derivatives, [k] = 1 for momenta, [µ] = 1 for
the RG scale, [Oj ] = ∆ for operators and [φj ] = d−∆ for their sources.

• Our main focus will be scalar operators O[2] and O[3] of dimensions ∆ = 2, 3, their
sources φ[1], φ[0] and the holographically dual bulk fields Φ[2] and Φ[3].

• Regarding the relation of the generating functional of connected diagrams W to the
action S, we follow the conventions of [46] and [56] and define W as

Z = eW = 〈e−S〉 (A.1)

from which it follows that

〈O1(x1) . . .On(xn)〉 = (−1)n δnW

δφ1(x1) . . . δφn(xn) . (A.2)

• The most general regularization scheme we use is (1.2). The parameterization is such
that the natural parameters arising in holographic calculations [24],

α = d

2 − 1, βj = ∆j −
d

2 (A.3)

are regulated according to

α 7−→ α̂ = α+ uε, βj 7−→ β̂j = βj + vjε. (A.4)

Here, βj is the index associated with the Bessel function representing the bulk-
boundary propagator for external leg j.

Any quantity f = f(d,∆j) depending on the dimensions d and ∆j is regulated
according to the selected scheme in (1.2). We denote the regulated version of f as f̂ ,
i.e., f̂ = f(d̂, ∆̂j).

• Mostly, though, we work in the special ‘half-integer’ scheme (1.1). This corresponds
to setting u = 1 and vj = 0 for all j = 1, 2, 3, 4, x in the general scheme (1.2). In this
scheme the value of the βj parameters do not change:

α 7−→ α̂ = α+ ε, βj 7−→ β̂j = βj . (A.5)

This is a good renormalization scheme in d = 3 for operators of dimension ∆ = 2, 3 in
the sense that it regulates all correlation functions of such operators.
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• Divergences and scale-violating terms are parametrized by

Diva(k) = Γ(aε)k−aε

= 1
aε
− (log k + γE) + aε

2

(
log k2 + 2γE log k + γ2

E + π2

6

)
+O(ε2), (A.6)

where the momentum magnitude k can also be replaced by the RG scale µ.
Diva(k) satisfies the identity

Diva(k)−Diva(µ) = − log
(
k

µ

)
+O(ε). (A.7)

A.2 Definitions for momenta

• External momenta are denoted kj , with lengths or magnitudes kj = |kj |, where
j = 1, 2, . . .. The Mandelstam variables are

s = |k1 + k2|, t = |k1 + k3|, u = |k2 + k3| (A.8)

without squares. For convenience, we also adopt the convention ks = s.

• The 3- and 4-point total magnitudes are denoted

kt = k1 + k2 + k3, kT = k1 + k2 + k3 + k4. (A.9)

• A contact diagram with n identical particles has symmetry group Sn corresponding
to permutations of the external momenta: kj 7→ kσ(j) for any σ ∈ S4.

• We use σ(m)J to denote the corresponding m-th symmetric polynomial on the set of
indices J . To be precise, let J be an ordered set of indices and let m be an integer
such that 1 ≤ m ≤ |J |. Then,

σ(m)J =
∑
L⊆J
|L|=m

kL1 . . . kLm , (A.10)

where the sum is taken over all ordered subsets L ⊆ J of cardinality m. In particular

σ(1)12 = k1 + k2, σ(1)123 = k1 + k2 + k3, (A.11)
σ(2)12 = k1k2, σ(2)123 = k1k2 + k1k3 + k2k3, (A.12)

σ(3)123 = k1k2k3, (A.13)

σ(1)1234 = k1 + k2 + k3 + k4, (A.14)
σ(2)1234 = k1k2 + k1k3 + k1k4 + k2k3 + k2k4 + k3k4, (A.15)
σ(3)1234 = k1k2k3 + k1k2k4 + k1k3k4 + k2k3k4, (A.16)
σ(4)1234 = k1k2k3k4. (A.17)

We also allow for the indices to take the value s, so that, for example, σ(1)12s =
k1 + k2 + s and so on.
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• For 4-point exchange diagrams we define the following variables,

lij− = ki + kj − |ki + kj |, lij+ = ki + kj + |ki + kj |. (A.18)

In particular all 4-point exchange diagrams will contain the following combinations,

l12− = k1 + k2 − s, l12+ = k1 + k2 + s, (A.19)
l34− = k3 + k4 − s, l34+ = k3 + k4 + s, (A.20)

which we will use in addition to the standard momentum variables.
Note that all lij− and lij+ are non-negative. Furthermore, lij+ = 0 corresponds
to ki = kj = 0, while lij− = 0 indicates the collinear limit, ki ‖ kj , when the two
momenta are parallel.

• The highest possible symmetry group of an exchange diagram 12 7→ 34, arising when
all external particles are identical, is the dihedral group D4. This contains the eight
permutations generated by swapping the numbers within each pair, 12; 34 7→ 21; 34
and 12; 34 7→ 12; 43, as well as exchanging the pairs, 12; 34 7→ 34; 12.
The following dilogarithmic quantities then arise in exchange diagrams:

D(+) = Li2
(
l34−
kT

)
+ Li2

(
l12−
kT

)
+ log

(
l12+
kT

)
log

(
l34+
kT

)
− π2

6 , (A.21)

D(−) = Li2
(
l34−
kT

)
− Li2

(
l12−
kT

)
+ 1

2 log2
(
l12+
kT

)
− 1

2 log2
(
l34+
kT

)
. (A.22)

D(+) is invariant under the group D4,

D(+)(k1, k2; k3, k4) = D(+)(k2, k1; k3, k4) = D(+)(k3, k4; k1, k2), (A.23)

while D(−) acquires a sign when any two pairs of indices are exchanged,

D(−)(k1, k2; k3, k4) = D(−)(k2, k1; k3, k4) = −D(−)(k3, k4; k1, k2). (A.24)

B Conformal Ward identities

Dilatation and special conformal Ward identities for scalar operators O1, . . . ,On in momen-
tum space can be found in [27] and read

0 =

 n∑
j=1

∆j − (n− 1)d−
n−1∑
j=1

kαj
∂

∂kαj

 〈〈O1(k1) . . .On(kn)〉〉, (B.1)

0 =

n−1∑
j=1

(
2(∆j − d) ∂

∂kκj
− 2kαj

∂

∂kαj

∂

∂kκj
+ (kj)κ

∂

∂kαj

∂

∂kjα

) 〈〈O1(k1) . . .On(kn)〉〉. (B.2)

In the absence of renormalization effects, the dilatation Ward identity fixes the total
dimension of the n-point function to ∑n

j=1 ∆j − (n− 1)d.
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Defining the operators

Kβ(k) = ∂2

∂k2 + 1− 2β
k

∂

∂k
, L∆(k) = k

∂

∂k
−∆, (B.3)

an independent set of special conformal Ward identities for 2-, 3-, and 4-point functions
can be written as follows:

• For 2-point functions, we have the single equation

0 = K∆− d2
(k)〈〈O[∆](k)O[∆](−k)〉〉. (B.4)

• For 3-point functions, we have two independent equations

0 =
[
K∆i− d2

(ki)−K∆j− d2
(kj)

]
〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)〉〉, (B.5)

with i, j = 1, 2, 3, where we treat the 3-point function as a function of three independent
magnitudes k1, k2, and k3.

• For 4-point functions there are three independent equations. In [2], these are chosen as

0 = (Dm −Dn)〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)O[∆4](k4)〉〉, (B.6)

where the 4-point function is treated as the function of six scalar parameters: four
magnitudes k1, k2, k3, k4 as well as the Mandelstam variables s and u and

D1 = ∂2

∂k2
1

+ 1
s

∂

∂s

(
k1

∂

∂k1
+ k2

∂

∂k2

)
+ 1
u

∂

∂u

(
k1

∂

∂k1
+ k4

∂

∂k4

)
− k2

3
su

∂2

∂s∂u

− 2
(

∆1 −
d

2 −
1
2

) 1
k1

∂

∂k1
− (∆1 + ∆2)1

s

∂

∂s
− (∆1 + ∆4) 1

u

∂

∂u
. (B.7)

The operators D2, D3 and D4 are obtained by cyclic permutation of the momenta
k1, k2, k3, k4 as well as the conformal dimensions ∆1,∆2,∆3,∆4. Note that under a
single cyclic permutation s↔ u.
Another useful representation of the special conformal Ward identities is

0 = Dij〈〈O[∆1](k1)O[∆2](k2)O[∆3](k3)O[∆4](k4)〉〉, (B.8)

where

D12 = K∆1− d2
(k1)−K∆2− d2

(k2) +
(
−k2

3 + k2
4

) 1
st

∂2

∂s∂t

+ 1
t

∂

∂t
[L∆1 (k1)− L∆2 (k2)− L∆3(k3) + L∆4(k4)] . (B.9)

Here we treat the 4-point function as the function of 4 magnitudes k1, k2, k3, k4 and
the Mandelstam variables s and t. The other operators Dij are obtained by permuting
the momenta and dimensions. Only three are independent, which can be chosen as
D12, D23, D34 corresponding to cyclic permutations.

When deriving the simplified expressions for special conformal Ward identities from (B.2),
one uses repeatedly the dilatation Ward identity (B.1) and its derivatives. This is the
reason why different (equivalent) representations of the special conformal Ward identities
exist in the literature.
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C Useful formulae

The series expansion of the Bessel-I function is

Iβ(z) =
∞∑
n=0

an(β)zβ+2n, an(β) = 1
2β+2nn!Γ(β + n+ 1) . (C.1)

Defining the Bessel-K function via

Kβ(z) = π

2
I−β(z)− Iβ(z)

sin(βπ) , (C.2)

we can concentrate on β ≥ 0 since Kβ(z) = K−β(z). Thus, the series expansion of the
bulk-boundary propagator (2.1) around z = 0 equals

Kd,∆(z, k) =
∑
σ=±1

∞∑
n=0

bn(σβ)zσβ+2n, (C.3)

bn(ν) = (−1)nΓ(−ν − n)
n!Γ(|ν|)

(
p

2

)2n+ν+|ν|
, (C.4)

where β = ∆− d
2 as usual and β /∈ Z.

The derivatives of the Bessel functions with respect to the order read
∂Kβ(z)
∂β

∣∣∣∣
β= 1

2

=
√
π

2zE1(2z)ez, (C.5)

∂Iβ(z)
∂β

∣∣∣∣
β= 1

2

= − 1√
2πz

[
E1(2z)ez + Ei(2z)e−z

]
, (C.6)

and
∂Kβ (z)
∂β

∣∣∣∣
β= 3

2

=
√

π

2z3
[
2e−z + ez (1− z)E1 (2z)

]
, (C.7)

∂Iβ (z)
∂β

∣∣∣∣
β= 3

2

= − 1√
2πz3

[
4 sinh z + ez (z − 1)E1(2z)− e−z(z + 1) Ei(2z)

]
, (C.8)

where6

E1(z) =
∫ ∞
z

dt e
−t

t
, Ei(z) = −P.V.

∫ ∞
−z

dt e
−t

t
. (C.9)

The two exponential integrals are related, but their continuations to negative arguments
differ. For x > 0, one has the relations

Ei(−x) = −E1(x), E1(−x± i0) = −Ei(x)∓ iπ. (C.10)

Finally, we have the integrals∫ ∞
0

dz zα−1e−µzE1(2pz) = Γ(α)
α(µ+ 2p)α 2F1

(
1, α;α+ 1; µ

µ+ 2p

)
, (C.11)∫ ∞

0
dz zα−1e−µz Ei(−2pz) = − Γ(α)

α(µ+ 2p)α 2F1

(
1, α;α+ 1; µ

µ+ 2p

)
− iπΓ(α)

µα
θ(−p). (C.12)

6See, e.g., functions.wolfram.com.
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D Further shift operators

In this appendix, we collect together some further results on weight-shifting operators
supplementary to our discussion in section 6. Section D.1 presents additional shift operators
for contact diagrams based on their representation as a quadruple Bessel integral. Section D.2
shows the weight-shifting shift operators employed in the cosmological bootstrap paper [2]
are a special case of theWσiσj

ij operator discussed here. We also give an explicit derivation of
an additional weight-shifting operator for exchange diagrams proposed in [2]. This operator
acts to shifts the exchange dimension provided all external dimensions are equal to two.

D.1 Contact diagrams of pairwise-equal shifted dimension

In analogy to the triple-K integrals of [27], let us define the quadruple-K integrals as

Iα{β1β2β3β4}(k1, k2, k3, k4) =
∫ ∞

0
dxxα

4∏
j=1

k
βj
j Kβj (kjx). (D.1)

From (2.5) we see that the parameter α = d−1 where d is the spacetime dimension. However,
by keeping α (or d) general we can use additional identities which relate quadruple-K
integrals in different spacetime dimensions. Our 3-dimensional amplitudes are then

i[∆1∆2∆3∆4] =
I2+2ε{β1β2β3β4}

2βt−4Γ(β1)Γ(β2)Γ(β3)Γ(β4) . (D.2)

The identities between quadruple-K integrals can be derived from the identities satisfied
by the Bessel functions following the same reasoning as in section 3.2 of [59]. By employing
the identities

∂

∂k
[kνKν(kx)] = −xkνKν−1(kx), K−ν(x) = Kν(x) (D.3)

we obtain two relations, both raising the value of α by one,

Iα+1{β1−1,β2β3β4} = − 1
k1

∂

∂k1
Iα{β1β2β3β4}, (D.4)

Iα+1{β1+1,β2β3β4} =
(

2β1 − k1
∂

∂k1

)
Iα{β1β2β3β4}. (D.5)

To derive a relation decreasing the value of α consider the following integral∫ ∞
0

dx ∂

∂x

xα 4∏
j=1

k
βj
j Kβj (kjx)


= (α− βt)Iα−1{β1β2β3β4}

−
[
k2

1Iα{β1−1,β2β3β4} + k2
2Iα{β1,β2−1,β3β4} + k2

3Iα{β1β2,β3−1,β4} + k2
4Iα{β1β2β3,β4−1}

]
,

(D.6)

where βt = β1 + β2 + β3 + β4. For generic (regulated) values of α and βj parameters the
left hand side vanishes. Thus we obtain,

Iα{β1β2β3β4} = 1
α+ 1− βt

4∑
j=1

k2
j Iα+1{βi−δij} (D.7)
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We can combine this identity with (D.4) and (D.5) in such a way that the value of
the parameter α stays the same. Since in general the amplitudes with larger conformal
dimensions are more complicated, we will focus on increasing the conformal dimensions.
Thus, we will only apply (D.5). Before we do this, however, note that for this identity to be
useful, the constant α+ 1− βt should not vanish. If this was the case, its regulated version,
α̂+ 1− β̂t, would be of order ε1. This implies that the knowledge of the finite part of order
ε0 of the integrals on the right-hand side of (D.7) would only determine the divergent piece
of the integral on the left hand side. This happens for βt = d.

To proceed, let Nβt be the constant which multiplies the sum in (D.7),

Nβt = 1
3 + 2ε− βt

= 1
3− βt

− 2ε
(3− βt)2 +O

(
ε2
)
. (D.8)

Furthermore, define the differential operators Ln,Mn as follows,

Ln = − 1
kn

∂

∂kn
, (D.9)

M(βn)
n = 2βn − kn

∂

∂kn
. (D.10)

These are the operators featuring on the right hand sides of (D.4) and (D.5). They are
related by k2(β+1)L(k−2βf) =M(β)f , as follows by conjugating L with shadow transforms.

A priori the relation (D.7) contains four different integrals on its right hand side. This
number can be decreased in some special cases. For example, we can use (D.5) to express
both Iα+1{β1−1,β2β3β4} and Iα+1{β1,β2−1,β3β4} in terms of the same integral, Iα{β1−1,β2−1β3β4}.
In this way we obtain

i[∆1∆2∆3∆4] = Nβt

[
k2

1M
(β2−1)
2 + k2

2M
(β1−1)
1

4(β1 − 1)(β2 − 1) i[∆1−1,∆2−1,∆3∆4]

+k2
3M

(β4−1)
4 + k2

4M
(β3−1)
3

4(β3 − 1)(β4 − 1) i[∆1∆2,∆3−1,∆4−1]

]
. (D.11)

This expression contains only two integrals on its right hand side and increases the values
of the appropriate dimensions. Assume now that the dimensions are pairwise equal, i.e.,
∆1 = ∆3 and ∆2 = ∆4. In such a case

i[∆1∆2,∆3−1,∆4−1](k1, k2, k3, k4) = i[∆1−1,∆2−1,∆3∆4](k3, k4, k1, k2) (D.12)

and the right hand side of (D.11) contains only a single integral.
Additional relations are available in other special cases, for example

î[3222] = 4
π2 I2̂{ 3

2
1
2

1
2

1
2}

= 4
π2N3

[
k2

1I3̂{ 1
2

1
2

1
2

1
2}

+ k2
2I3̂{ 3

2 ,−
1
2 ,

1
2

1
2}

+ k2
3I3̂{ 3

2
1
2 ,−

1
2 ,

1
2}

+ k2
4I3̂{ 3

2
1
2

1
2 ,−

1
2}

]
= 4
π2N3

[
k2

1I3̂{ 1
2

1
2

1
2

1
2}

+ (k2 + k3 + k4)I3̂{ 3
2

1
2

1
2

1
2}

]
=
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= 4
π2N3

[
k2

1M
(− 1

2 )
1 I2̂{− 1

2
1
2

1
2

1
2}

+ (k2 + k3 + k4)M( 1
2 )

1 I2̂{ 1
2

1
2

1
2

1
2}

]
= 4
π2N3

[
k3

1L1 + (k2 + k3 + k4)M( 1
2 )

1

]
I2̂{ 1

2
1
2

1
2

1
2}

= N3

[
k3

1L1 + (k2 + k3 + k4)M( 1
2 )

1

]
î[2222]

= 1
2ε

[
−k1kT

∂

∂k1
+ (k2 + k3 + k4)

]
î[2222], (D.13)

and if we keep going,

î[3322] = 1
−1 + 2ε

[(
k2

1M
( 1

2 )
2 + k2

2M
( 1

2 )
1

)
î[2222] + (k3 + k4)M( 1

2 )
2 î[3222]

]
. (D.14)

D.2 Relation to ‘cosmological bootstrap’ operators

In this section we discuss briefly the weight-shifting operators for scalar correlators employed
in the cosmological bootstrap paper [2]. We confirm that, as expected from [3], they are a
special case of the more general weight-shifting operators Wσiσj

ij . We also provide a detailed
derivation of the operator (D.51) proposed in [2] which acts to shift the dimension of the
exchanged operator in the case where all external dimensions are equal to two.

• Weight-shifting operators acting on three-dimensional CFT correlators are discussed
in section 5 and appendix E of [2]. The relation of these operators to the Wσiσj

ij

in (6.2)–(6.5) is not immediately apparent, however, since the operators in [2] are
restricted to act on 4-point functions of the form f(u, v, s), where

u = s

k12
, v = s

k34
, kij = ki + kj . (D.15)

As a starting point, this ansatz is clearly valid for s-channel exchange and contact
diagrams with all ∆ = 2, since propagators with β = 1/2 reduce to plane waves.
Using (6.19) and the identities

1
k1

+ 1
k2

= s

uk1k2
, k2

1 + k2
2 = s2

u2 − 2k1k2, ∂k1f = ∂k2f = −u
2

s
∂uf,

(D.16)
one can show that the action of W−−12 on this ansatz is

W−−12 f(u, v, s) = 1
2k1k2

((
1− u2

)
∂u
(
u2∂uf

)
− (d− 1)u∂uf

)
. (D.17)

The raising operator W++
12 then follows from (6.8). If we explicitly set ∆1 = ∆2 = 2

and d = 3, the result can be written in the form

W++
12 f (u, v, s) = s2

2

(
1 + k1k2

s2 u3∂u

)[(1− u2

u2

)
∂u (uf)

]
= s2U12f, (D.18)

where U12 is defined in (5.10) of [2]. For this latter definition, note that the operator
O12 given in (5.3) of [2] can be rewritten as

O12f (u, v, s) =
(

1− k1k2
k12

∂k12

)
f

(
s

k12
,
s

k34
, s

)
=
(

1 + k1k2
s2 u3∂u

)
f(u, v, s)

(D.19)
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so indeed

U12f (u, v, s) = 1
2O12

[(
1− u2

u2

)
∂u (uf)

]
(D.20)

as per (5.10) of [2]. As the dilatation Ward identity fixes the 4-point function to be
f(u, v, s) = s∆t−9f̂(u, v), one then has

f̂(u, v)
∣∣∣
∆1=∆2=3

= U12f̂(u, v)
∣∣∣
∆1=∆2=2

. (D.21)

This is also consistent with (5.11) of [2], since on the right-hand side the 4-point
function with all ∆j = 2 for j = 1, . . . , 4 is written as f = s−1f̂(u, v) and so

W++
12 W

++
34 f = s4U12U34f = s3U12U34f̂(u, v). (D.22)

• Acting on the ansatz f(u, v, s), the Casimir operator (6.41) with d = 3 and ∆1 =
∆2 = 2 reduces to

C12 f(u, v, s) = (2−∆u)f(u, v, s), (D.23)

where
∆u = u2

(
1− u2

)
∂2
u − 2u3∂u = u2∂u

((
1− u2

)
∂u
)

(D.24)

as defined in (2.30) of [2]. For general ∆x and ∆3 = ∆4 = 2, we then have

E12,∆x ≡ C12 + ∆x(∆x − 3) = −∆u + (∆x − 1)(∆x − 2), (D.25)

E34,∆x ≡ C34 + ∆x(∆x − 3) = −∆v + (∆x − 1)(∆x − 2), (D.26)

compatible with, e.g., (4.57). Let us now define the shift operator

Su,∆x ≡ (1− u2)∂u + 1−∆x

u
(D.27)

which obeys the intertwining relations

E12,∆x+1Su,∆x = Su,∆x+2E12,∆x , (D.28)
E34,∆x+1Sv,∆x = Sv,∆x+2E34,∆x . (D.29)

Given a homogeneous solution h∆x = h∆x(u, v, s) of the Casimir equations

E12,∆xh∆x = E34,∆xh∆x = 0, (D.30)

we find
h∆x+1 ≡ Su,∆xSv,∆xh∆x (D.31)

is a shifted homogeneous solution satisfying

E12,∆x+1h∆x+1 = E34,∆x+1h∆x+1 = 0. (D.32)
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• The shift operator Su,∆x can itself be derived from the solution of the homogeneous
Casimir equation E12,∆x = 0. Making use of the standard quadratic transformations
of the hypergeometric function,7 this can be expressed as

h(u) = c1z
a

2F1(a, a, 2a; z) + c2z
1−a

2F1(1− a, 1− a, 2(1− a); z) (D.33)

where
z = 2u

1 + u
, u = z

2− z , a = ∆x − 1. (D.34)

Here, the two solutions in (D.33) are related by the shadow transformation ∆→ 3−∆
which sends a→ 1− a. In z variables, the shift operator reads

Su,∆x = 2(1− z)∂z + a(z − 2)
z

(D.35)

and one can verify that it acts as expected, namely

Su,∆x (za2F1 (a, a, 2a; z)) = − a2

2 (1 + 2a)z
a+1

2F1 (a+ 1, a+ 1, 2 (a+ 1) ; z) , (D.36)

Su,∆x

(
z1−a

2F1 (1− a, 1− a, 2 (1− a) ; z)
)

= 2 (1− 2a) z−a2F1 (−a,−a, 1− 2a; z) .
(D.37)

To construct Su,∆x in the first place, we concatenate the standard 2F1 shift relations

∂z 2F1(a, b, c; z) = ab

c
2F1(a+ 1, b+ 1, c+ 1; z), (D.38)(

(z − 1)∂z + a+ b− c
)
2F1(a, b, c; z) =

(
a+ b− c− ab

c

)
2F1(a, b, c+ 1; z) (D.39)

then eliminate the second derivative using the hypergeometric equation. This gives
the first-order shift operator

1
z

(
c(1− z)∂z − ab)2F1(a, b, c; z) = −ab(c− a)(c− b)

c(c+ 1) 2F1(a+ 1, b+ 1, c+ 2; z) (D.40)

which, on specializing to (a, b, c) = (a, a, 2a), reads

− 2(2a+ 1)
a2z

(
2(1− z)∂z − a

)
2F1(a, a, 2a; z) = 2F1(a+ 1, a+ 1, 2(a+ 1); z). (D.41)

Multiplying by z1+a and pushing this factor inside the derivative, we recover

− 2(2a+ 1)
a2

(
2(1−z)∂z+ a(z − 2)

z

)
za2F1(a, a, 2a; z) = za+1

2F1(a+1, a+1, 2(a+1); z)
(D.42)

which is precisely (D.36).
7See, e.g., 15.8.13 in the online Digital Library of Mathematical Functions.
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• Having solved the homogeneous problem, let us now turn to the inhomogeneous one.
From (6.46), exchange diagrams with external dimensions ∆j = 2 satisfy

E12,∆xf∆x = E34,∆xf∆x = î[2222] = 1
kT

= uv

s(u+ v) ≡ C, (D.43)

where the same contact term appears on the right-hand side for all ∆x.
To solve this inhomogeneous equation, let us make the ansatz

f∆x+1 = γ∆x(Su,∆xSv,∆xf∆x + g), (D.44)

where γ∆x is a constant depending on ∆x and g = g(u, v) is a function that we will
assume (in order to find a simple solution as below) is independent of ∆x. This gives

C = E12,∆x+1f∆x+1 = γ∆xE12,∆x+1(Su,∆xSv,∆xf∆x + g)
= γ∆x(Su,∆x+2Sv,∆xE12,∆xf∆x + E12,∆x+1g)
= γ∆x(Su,∆x+2Sv,∆xC + E12,∆x+1g). (D.45)

Thus, g must solve the inhomogeneous Casimir problem

E12,∆x+1g =
(
γ−1

∆x
− Su,∆x+2Sv,∆x

)
C ≡ G (u, v) . (D.46)

Evaluating the right-hand side, the only terms with dependence on ∆x are

G = −∆x(∆x − 1)
s(u+ v) +

(γ−1
∆x
−∆x)uv

s(u+ v) + . . . (D.47)

These terms must match those on the left-hand side, which, since g is independent of
∆x by assumption, are

∆x(∆x − 1)g + . . . (D.48)

This gives
γ−1

∆x
= c1 ∆x(∆x − 1) + ∆x + c2, g = c1 uv − 1

s(u+ v) (D.49)

where c1 and c2 are ∆x-independent constants. Here c2 encodes the ∆x-independent
part of γ−1

∆x
which is unconstrained by the above. Plugging this trial solution back

into (D.46), we find c1 = c2 = −1 and hence the solution

γ−1
∆x

= −(∆x − 1)2, g = −(uv + 1)
s(u+ v) . (D.50)

We thus have the shift relation

î[22,22x∆x+1] = − 1
(∆x − 1)2

(
Su,∆xSv,∆x î[22,22x∆x] −

(uv + 1)
s (u+ v)

)
, (D.51)

with Su,∆x as given in (D.27) and u, v, variables as defined in (D.15). This result
is equivalent to (4.58) in [2],8 noting the ∆σ there is ∆σ = ∆x + 1, i.e., the final
dimension of the exchanged operator after applying the shift relation.9

8Note the sign of the final inhomogeneous term in (4.58) of [2] is misprinted.
9This can be seen from (5.6) in [4], correcting the typo in the sign of the first term.
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Note that if we were to drop the simplifying assumption that g is independent of
∆x, we could instead attempt to solve the inhomogeneous Casimir problem (D.46)
through the method of variation of parameters. Using the two homogeneous solutions
h1(u) and h2(u) from (D.33), this gives

g = −h1 (u)
∫ u

dũ
(
1− ũ2

)
G (ũ, v)h2 (ũ) + h2 (u)

∫ u

dũ
(
1− ũ2

)
G (ũ, v)h1 (ũ)

(D.52)
where the Wronskian is W (ũ) = (1− ũ2)−1. Evaluating these integrals is difficult in
general however, and for the special cases that can be evaluated (e.g., ∆x = 2) we
obtain complicated solutions involving the dilogarithm. Thus, the assumption that g
is independent of ∆x is a useful one in that it leads to a simple shift relation that can
be obtained without having to evaluate any integrals.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited. SCOAP3 supports
the goals of the International Year of Basic Sciences for Sustainable Development.

References

[1] N. Arkani-Hamed and J. Maldacena, Cosmological Collider Physics, arXiv:1503.08043
[INSPIRE].

[2] N. Arkani-Hamed, D. Baumann, H. Lee and G.L. Pimentel, The Cosmological Bootstrap:
Inflationary Correlators from Symmetries and Singularities, JHEP 04 (2020) 105
[arXiv:1811.00024] [INSPIRE].

[3] D. Baumann, C. Duaso Pueyo, A. Joyce, H. Lee and G.L. Pimentel, The cosmological
bootstrap: weight-shifting operators and scalar seeds, JHEP 12 (2020) 204
[arXiv:1910.14051] [INSPIRE].

[4] D. Baumann, C. Duaso Pueyo, A. Joyce, H. Lee and G.L. Pimentel, The Cosmological
Bootstrap: Spinning Correlators from Symmetries and Factorization, SciPost Phys. 11 (2021)
071 [arXiv:2005.04234] [INSPIRE].

[5] D. Baumann, W.-M. Chen, C. Duaso Pueyo, A. Joyce, H. Lee and G.L. Pimentel, Linking the
singularities of cosmological correlators, JHEP 09 (2022) 010 [arXiv:2106.05294] [INSPIRE].

[6] C. Sleight, A Mellin Space Approach to Cosmological Correlators, JHEP 01 (2020) 090
[arXiv:1906.12302] [INSPIRE].

[7] C. Sleight and M. Taronna, Bootstrapping Inflationary Correlators in Mellin Space, JHEP 02
(2020) 098 [arXiv:1907.01143] [INSPIRE].

[8] C. Sleight and M. Taronna, From AdS to dS exchanges: Spectral representation, Mellin
amplitudes, and crossing, Phys. Rev. D 104 (2021) L081902 [arXiv:2007.09993] [INSPIRE].

[9] C. Sleight and M. Taronna, From dS to AdS and back, JHEP 12 (2021) 074
[arXiv:2109.02725] [INSPIRE].

[10] L. Di Pietro, V. Gorbenko and S. Komatsu, Analyticity and unitarity for cosmological
correlators, JHEP 03 (2022) 023 [arXiv:2108.01695] [INSPIRE].

– 95 –

https://creativecommons.org/licenses/by/4.0/
https://arxiv.org/abs/1503.08043
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1503.08043
https://doi.org/10.1007/JHEP04(2020)105
https://arxiv.org/abs/1811.00024
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1811.00024
https://doi.org/10.1007/JHEP12(2020)204
https://arxiv.org/abs/1910.14051
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1910.14051
https://doi.org/10.21468/SciPostPhys.11.3.071
https://doi.org/10.21468/SciPostPhys.11.3.071
https://arxiv.org/abs/2005.04234
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.04234
https://doi.org/10.1007/JHEP09(2022)010
https://arxiv.org/abs/2106.05294
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2106.05294
https://doi.org/10.1007/JHEP01(2020)090
https://arxiv.org/abs/1906.12302
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1906.12302
https://doi.org/10.1007/JHEP02(2020)098
https://doi.org/10.1007/JHEP02(2020)098
https://arxiv.org/abs/1907.01143
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1907.01143
https://doi.org/10.1103/PhysRevD.104.L081902
https://arxiv.org/abs/2007.09993
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2007.09993
https://doi.org/10.1007/JHEP12(2021)074
https://arxiv.org/abs/2109.02725
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2109.02725
https://doi.org/10.1007/JHEP03(2022)023
https://arxiv.org/abs/2108.01695
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2108.01695


J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

[11] D. Meltzer, The inflationary wavefunction from analyticity and factorization, JCAP 12 (2021)
018 [arXiv:2107.10266] [INSPIRE].

[12] J.M. Maldacena and G.L. Pimentel, On graviton non-Gaussianities during inflation, JHEP 09
(2011) 045 [arXiv:1104.2846] [INSPIRE].

[13] A. Bzowski, P. McFadden and K. Skenderis, Holography for inflation using conformal
perturbation theory, JHEP 04 (2013) 047 [arXiv:1211.4550] [INSPIRE].

[14] I. Mata, S. Raju and S. Trivedi, CMB from CFT, JHEP 07 (2013) 015 [arXiv:1211.5482]
[INSPIRE].

[15] P. McFadden, On the power spectrum of inflationary cosmologies dual to a deformed CFT,
JHEP 10 (2013) 071 [arXiv:1308.0331] [INSPIRE].

[16] D. Anninos, T. Anous, D.Z. Freedman and G. Konstantinidis, Late-time Structure of the
Bunch-Davies de Sitter Wavefunction, JCAP 11 (2015) 048 [arXiv:1406.5490] [INSPIRE].

[17] A. Bzowski, P. McFadden and K. Skenderis, Holography for de Sitter 4-point functions, to
appear.

[18] E. Witten, Anti-de Sitter space and holography, Adv. Theor. Math. Phys. 2 (1998) 253
[hep-th/9802150] [INSPIRE].

[19] D.Z. Freedman, S.D. Mathur, A. Matusis and L. Rastelli, Correlation functions in the
CFTd/AdSd+1 correspondence, Nucl. Phys. B 546 (1999) 96 [hep-th/9804058] [INSPIRE].

[20] H. Liu and A.A. Tseytlin, On four point functions in the CFT/AdS correspondence, Phys. Rev.
D 59 (1999) 086002 [hep-th/9807097] [INSPIRE].

[21] E. D’Hoker, D.Z. Freedman, S.D. Mathur, A. Matusis and L. Rastelli, Graviton exchange and
complete four point functions in the AdS/CFT correspondence, Nucl. Phys. B 562 (1999) 353
[hep-th/9903196] [INSPIRE].

[22] G. Arutyunov and S. Frolov, Four point functions of lowest weight CPOs in N = 4 SYM(4) in
supergravity approximation, Phys. Rev. D 62 (2000) 064016 [hep-th/0002170] [INSPIRE].

[23] F.A. Dolan and H. Osborn, Conformal partial wave expansions for N = 4 chiral four point
functions, Annals Phys. 321 (2006) 581 [hep-th/0412335] [INSPIRE].

[24] A. Bzowski, P. McFadden and K. Skenderis, Scalar 3-point functions in CFT: renormalisation,
β-functions and anomalies, JHEP 03 (2016) 066 [arXiv:1510.08442] [INSPIRE].

[25] A. Bzowski, P. McFadden and K. Skenderis, Renormalised 3-point functions of stress tensors
and conserved currents in CFT, JHEP 11 (2018) 153 [arXiv:1711.09105] [INSPIRE].

[26] A. Bzowski, P. McFadden and K. Skenderis, Renormalised CFT 3-point functions of scalars,
currents and stress tensors, JHEP 11 (2018) 159 [arXiv:1805.12100] [INSPIRE].

[27] A. Bzowski, P. McFadden and K. Skenderis, Implications of conformal invariance in
momentum space, JHEP 03 (2014) 111 [arXiv:1304.7760] [INSPIRE].

[28] A. Bzowski, P. McFadden and K. Skenderis, Conformal n-point functions in momentum space,
Phys. Rev. Lett. 124 (2020) 131602 [arXiv:1910.10162] [INSPIRE].

[29] A. Bzowski, P. McFadden and K. Skenderis, Conformal correlators as simplex integrals in
momentum space, JHEP 01 (2021) 192 [arXiv:2008.07543] [INSPIRE].

[30] H. Isono, T. Noumi and G. Shiu, Momentum space approach to crossing symmetric CFT
correlators, JHEP 07 (2018) 136 [arXiv:1805.11107] [INSPIRE].

– 96 –

https://doi.org/10.1088/1475-7516/2021/12/018
https://doi.org/10.1088/1475-7516/2021/12/018
https://arxiv.org/abs/2107.10266
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2107.10266
https://doi.org/10.1007/JHEP09(2011)045
https://doi.org/10.1007/JHEP09(2011)045
https://arxiv.org/abs/1104.2846
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1104.2846
https://doi.org/10.1007/JHEP04(2013)047
https://arxiv.org/abs/1211.4550
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1211.4550
https://doi.org/10.1007/JHEP07(2013)015
https://arxiv.org/abs/1211.5482
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1211.5482
https://doi.org/10.1007/JHEP10(2013)071
https://arxiv.org/abs/1308.0331
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1308.0331
https://doi.org/10.1088/1475-7516/2015/11/048
https://arxiv.org/abs/1406.5490
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1406.5490
https://doi.org/10.4310/ATMP.1998.v2.n2.a2
https://arxiv.org/abs/hep-th/9802150
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9802150
https://doi.org/10.1016/S0550-3213(99)00053-X
https://arxiv.org/abs/hep-th/9804058
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9804058
https://doi.org/10.1103/PhysRevD.59.086002
https://doi.org/10.1103/PhysRevD.59.086002
https://arxiv.org/abs/hep-th/9807097
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9807097
https://doi.org/10.1016/S0550-3213(99)00525-8
https://arxiv.org/abs/hep-th/9903196
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9903196
https://doi.org/10.1103/PhysRevD.62.064016
https://arxiv.org/abs/hep-th/0002170
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0002170
https://doi.org/10.1016/j.aop.2005.07.005
https://arxiv.org/abs/hep-th/0412335
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0412335
https://doi.org/10.1007/JHEP03(2016)066
https://arxiv.org/abs/1510.08442
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1510.08442
https://doi.org/10.1007/JHEP11(2018)153
https://arxiv.org/abs/1711.09105
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1711.09105
https://doi.org/10.1007/JHEP11(2018)159
https://arxiv.org/abs/1805.12100
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1805.12100
https://doi.org/10.1007/JHEP03(2014)111
https://arxiv.org/abs/1304.7760
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1304.7760
https://doi.org/10.1103/PhysRevLett.124.131602
https://arxiv.org/abs/1910.10162
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1910.10162
https://doi.org/10.1007/JHEP01(2021)192
https://arxiv.org/abs/2008.07543
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2008.07543
https://doi.org/10.1007/JHEP07(2018)136
https://arxiv.org/abs/1805.11107
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1805.11107


J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

[31] S. Albayrak and S. Kharel, Towards the higher point holographic momentum space amplitudes,
JHEP 02 (2019) 040 [arXiv:1810.12459] [INSPIRE].

[32] S. Albayrak, C. Chowdhury and S. Kharel, New relation for Witten diagrams, JHEP 10 (2019)
274 [arXiv:1904.10043] [INSPIRE].

[33] C. Corianò and M.M. Maglio, On Some Hypergeometric Solutions of the Conformal Ward
Identities of Scalar 4-point Functions in Momentum Space, JHEP 09 (2019) 107
[arXiv:1903.05047] [INSPIRE].

[34] H. Isono, T. Noumi and G. Shiu, Momentum space approach to crossing symmetric CFT
correlators. Part II. General spacetime dimension, JHEP 10 (2019) 183 [arXiv:1908.04572]
[INSPIRE].

[35] C. Corianò, M.M. Maglio and D. Theofilopoulos, Four-Point Functions in Momentum Space:
Conformal Ward Identities in the Scalar/Tensor case, Eur. Phys. J. C 80 (2020) 540
[arXiv:1912.01907] [INSPIRE].

[36] S. Albayrak, C. Chowdhury and S. Kharel, Study of momentum space scalar amplitudes in
AdS spacetime, Phys. Rev. D 101 (2020) 124043 [arXiv:2001.06777] [INSPIRE].

[37] N. Anand, Z.U. Khandker and M.T. Walters, Momentum space CFT correlators for
Hamiltonian truncation, JHEP 10 (2020) 095 [arXiv:1911.02573] [INSPIRE].

[38] M. Gillioz, Conformal partial waves in momentum space, SciPost Phys. 10 (2021) 081
[arXiv:2012.09825] [INSPIRE].

[39] S. Jain, R.R. John, A. Mehta, A.A. Nizami and A. Suresh, Momentum space parity-odd CFT
3-point functions, JHEP 08 (2021) 089 [arXiv:2101.11635] [INSPIRE].

[40] S. Jain, R.R. John, A. Mehta, A.A. Nizami and A. Suresh, Higher spin 3-point functions in 3d
CFT using spinor-helicity variables, JHEP 09 (2021) 041 [arXiv:2106.00016] [INSPIRE].

[41] C. Armstrong, A.E. Lipstein and J. Mei, Color/kinematics duality in AdS4, JHEP 02 (2021)
194 [arXiv:2012.02059] [INSPIRE].

[42] S. Albayrak, S. Kharel and D. Meltzer, On duality of color and kinematics in (A)dS
momentum space, JHEP 03 (2021) 249 [arXiv:2012.10460] [INSPIRE].

[43] H. Gomez, R.L. Jusinskas and A. Lipstein, Cosmological Scattering Equations, Phys. Rev. Lett.
127 (2021) 251604 [arXiv:2106.11903] [INSPIRE].

[44] C. Corianò, M.M. Maglio and D. Theofilopoulos, The conformal anomaly action to fourth
order (4T) in d = 4 in momentum space, Eur. Phys. J. C 81 (2021) 740 [arXiv:2103.13957]
[INSPIRE].

[45] C. Corianò and M.M. Maglio, Conformal field theory in momentum space and anomaly actions
in gravity: The analysis of three- and four-point function, Phys. Rept. 952 (2022) 1
[arXiv:2005.06873] [INSPIRE].

[46] K. Skenderis, Lecture notes on holographic renormalization, Class. Quant. Grav. 19 (2002)
5849 [hep-th/0209067] [INSPIRE].

[47] D. Karateev, P. Kravchuk and D. Simmons-Duffin, Weight Shifting Operators and Conformal
Blocks, JHEP 02 (2018) 081 [arXiv:1706.07813] [INSPIRE].

[48] M.S. Costa and T. Hansen, AdS Weight Shifting Operators, JHEP 09 (2018) 040
[arXiv:1805.01492] [INSPIRE].

– 97 –

https://doi.org/10.1007/JHEP02(2019)040
https://arxiv.org/abs/1810.12459
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1810.12459
https://doi.org/10.1007/JHEP10(2019)274
https://doi.org/10.1007/JHEP10(2019)274
https://arxiv.org/abs/1904.10043
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1904.10043
https://doi.org/10.1007/JHEP09(2019)107
https://arxiv.org/abs/1903.05047
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1903.05047
https://doi.org/10.1007/JHEP10(2019)183
https://arxiv.org/abs/1908.04572
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1908.04572
https://doi.org/10.1140/epjc/s10052-020-8089-1
https://arxiv.org/abs/1912.01907
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1912.01907
https://doi.org/10.1103/PhysRevD.101.124043
https://arxiv.org/abs/2001.06777
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2001.06777
https://doi.org/10.1007/JHEP10(2020)095
https://arxiv.org/abs/1911.02573
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1911.02573
https://doi.org/10.21468/SciPostPhys.10.4.081
https://arxiv.org/abs/2012.09825
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2012.09825
https://doi.org/10.1007/JHEP08(2021)089
https://arxiv.org/abs/2101.11635
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2101.11635
https://doi.org/10.1007/JHEP09(2021)041
https://arxiv.org/abs/2106.00016
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2106.00016
https://doi.org/10.1007/JHEP02(2021)194
https://doi.org/10.1007/JHEP02(2021)194
https://arxiv.org/abs/2012.02059
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2012.02059
https://doi.org/10.1007/JHEP03(2021)249
https://arxiv.org/abs/2012.10460
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2012.10460
https://doi.org/10.1103/PhysRevLett.127.251604
https://doi.org/10.1103/PhysRevLett.127.251604
https://arxiv.org/abs/2106.11903
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2106.11903
https://doi.org/10.1140/epjc/s10052-021-09523-9
https://arxiv.org/abs/2103.13957
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2103.13957
https://doi.org/10.1016/j.physrep.2021.11.005
https://arxiv.org/abs/2005.06873
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.06873
https://doi.org/10.1088/0264-9381/19/22/306
https://doi.org/10.1088/0264-9381/19/22/306
https://arxiv.org/abs/hep-th/0209067
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0209067
https://doi.org/10.1007/JHEP02(2018)081
https://arxiv.org/abs/1706.07813
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1706.07813
https://doi.org/10.1007/JHEP09(2018)040
https://arxiv.org/abs/1805.01492
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1805.01492


J
H
E
P
1
2
(
2
0
2
2
)
0
3
9

[49] T. Huber and D. Maître, HypExp: A Mathematica package for expanding hypergeometric
functions around integer-valued parameters, Comput. Phys. Commun. 175 (2006) 122
[hep-ph/0507094] [INSPIRE].

[50] D.Z. Freedman, S.D. Mathur, A. Matusis and L. Rastelli, Comments on 4 point functions in
the CFT/AdS correspondence, Phys. Lett. B 452 (1999) 61 [hep-th/9808006] [INSPIRE].

[51] T. Suyama and M. Yamaguchi, Non-Gaussianity in the modulated reheating scenario, Phys.
Rev. D 77 (2008) 023505 [arXiv:0709.2545] [INSPIRE].

[52] V. Assassi, D. Baumann and D. Green, On Soft Limits of Inflationary Correlation Functions,
JCAP 11 (2012) 047 [arXiv:1204.4207] [INSPIRE].

[53] A. Bzowski and K. Skenderis, Comments on scale and conformal invariance, JHEP 08 (2014)
027 [arXiv:1402.3208] [INSPIRE].

[54] A. Schwimmer and S. Theisen, Diffeomorphisms, anomalies and the Fefferman-Graham
ambiguity, JHEP 08 (2000) 032 [hep-th/0008082] [INSPIRE].

[55] A. Schwimmer and S. Theisen, Universal features of holographic anomalies, JHEP 10 (2003)
001 [hep-th/0309064] [INSPIRE].

[56] A. Bzowski, Dimensional renormalization in AdS/CFT, arXiv:1612.03915 [INSPIRE].

[57] A. Bzowski and M. Schillo, Dimensional regularization for holographic RG flows, JHEP 10
(2019) 025 [arXiv:1906.02234] [INSPIRE].

[58] I. Papadimitriou and K. Skenderis, Thermodynamics of asymptotically locally AdS spacetimes,
JHEP 08 (2005) 004 [hep-th/0505190] [INSPIRE].

[59] A. Bzowski, P. McFadden and K. Skenderis, Evaluation of conformal integrals, JHEP 02
(2016) 068 [arXiv:1511.02357] [INSPIRE].

[60] A. Bzowski, TripleK: A Mathematica package for evaluating triple-K integrals and conformal
correlation functions, Comput. Phys. Commun. 258 (2021) 107538 [arXiv:2005.10841]
[INSPIRE].

– 98 –

https://doi.org/10.1016/j.cpc.2006.01.007
https://arxiv.org/abs/hep-ph/0507094
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0507094
https://doi.org/10.1016/S0370-2693(99)00229-4
https://arxiv.org/abs/hep-th/9808006
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9808006
https://doi.org/10.1103/PhysRevD.77.023505
https://doi.org/10.1103/PhysRevD.77.023505
https://arxiv.org/abs/0709.2545
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0709.2545
https://doi.org/10.1088/1475-7516/2012/11/047
https://arxiv.org/abs/1204.4207
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1204.4207
https://doi.org/10.1007/JHEP08(2014)027
https://doi.org/10.1007/JHEP08(2014)027
https://arxiv.org/abs/1402.3208
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1402.3208
https://doi.org/10.1088/1126-6708/2000/08/032
https://arxiv.org/abs/hep-th/0008082
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0008082
https://doi.org/10.1088/1126-6708/2003/10/001
https://doi.org/10.1088/1126-6708/2003/10/001
https://arxiv.org/abs/hep-th/0309064
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0309064
https://arxiv.org/abs/1612.03915
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1612.03915
https://doi.org/10.1007/JHEP10(2019)025
https://doi.org/10.1007/JHEP10(2019)025
https://arxiv.org/abs/1906.02234
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1906.02234
https://doi.org/10.1088/1126-6708/2005/08/004
https://arxiv.org/abs/hep-th/0505190
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0505190
https://doi.org/10.1007/JHEP02(2016)068
https://doi.org/10.1007/JHEP02(2016)068
https://arxiv.org/abs/1511.02357
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1511.02357
https://doi.org/10.1016/j.cpc.2020.107538
https://arxiv.org/abs/2005.10841
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.10841

	Introduction
	Definitions for regulated amplitudes
	Regulated amplitudes in the half-integer scheme
	2-point amplitudes
	3-point amplitudes
	Contact diagrams
	Exchange diagrams
	Exchange diagrams with Delta(x) = 2
	Exchange diagrams with Delta(x) = 3

	OPE limit of exchange diagrams

	Renormalization
	Conventions and definitions
	Every amplitude is a correlator
	Regulated correlators

	Renormalized amplitudes
	3-point functions
	4-point functions
	Example
	Contact diagrams
	Renormalized amplitudes

	Asymmetric theory
	Symmetric theory
	Regulated correlators
	Renormalization
	Beta functions
	Anomalies


	Change of scheme
	2-point amplitudes
	3-point amplitudes
	Definitions
	Scheme change
	Example

	4-point contact amplitudes
	4-point exchange diagrams
	Definitions
	Change of scheme
	Example
	Proofs

	List of results
	Definitions
	3-point amplitudes hat(i)([Delta(1) Delta(2) Delta(3)])
	3-point amplitudes hat(j)([Delta(1) Delta(2); Delta(3)])
	4-point contact amplitudes
	4-point exchange diagrams


	Weight-shifting operators
	Shift operators from the shadow transform
	Action on exchange diagrams
	Action on contact diagrams
	Exchanges to contacts
	Generating exchange diagrams with derivative vertices
	Shifted contact diagrams from symmetrization

	Reduction scheme
	Available relations
	The scheme
	Shifting the dimension of the exchanged operator


	Mathematica notebooks
	The package
	Notebooks

	Outlook
	Conventions and definitions
	QFT conventions
	Definitions for momenta

	Conformal Ward identities
	Useful formulae
	Further shift operators
	Contact diagrams of pairwise-equal shifted dimension
	Relation to `cosmological bootstrap' operators


