
http://www.aimspress.com/journal/Math

AIMS Mathematics, 8(3): 7535–7559.
DOI: 10.3934/math.2023378
Received: 12 November 2022
Revised: 06 January 2023
Accepted: 10 January 2023
Published: 17 January 2023

Research article

Dynamics of a predator-prey model with fear effects and gestation delays

Yaping Wang, Yuanfu Shao* and Chuanfu Chai

College of Science, Guilin University of Technology, Guilin, Guangxi 541004, China

* Correspondence: Email: shaoyuanfu@163.com; Tel: +8615877039525.

Abstract: Recent studies have shown that, in addition to direct predation, fear of predators alters the
physiological behavior of prey. Based on this fact, this paper investigates a three-species food chain
based on ratio-dependent and Beddington-DeAngelis type functional responses, which incorporates
fear effects and two gestation delays. The positivity, boundedness and existence of equilibrium points
of the system are investigated, and the local stability behavior of the equilibrium points and the
occurrence of Hopf-bifurcation when the time lag parameters exceed the critical values are studied
by analyzing the corresponding characteristic equations. The main results show that Hopf-bifurcation
occurs when the time delay parameters attain the thresholds. Finally, numerical simulations are
performed to verify our main results.
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1. Introduction

Predator-prey interactions play an important role in shaping community structure and maintaining
ecological diversity. Over the past few decades, food chain models have been extensively studied
and a large number of papers have been published. Researchers have used mathematical models to
understand the complexity of ecosystems and predict the consequences of ecosystems [1–8].

Generally, predators affect prey populations by killing them directly, but many recent studies [9–11]
have shown that fear effects play a crucial role in ecology and evolutionary biology. In [9], fear was
found to cause prey species to exhibit many anti-predator behaviors and defense mechanisms. In [10],
prey birth and death rates were affected by fear of predation risk. In [11], higher levels of fear were
found to result in lower equilibrium levels of coexistence and global asymptotic stability of species near
equilibrium. Their results all point to the importance of fear in predator-prey systems. The presence
of predators forces prey to be more alert and spend less time foraging or choosing new habitats due
to the fear of being killed, while fear also reduces the mating rate of prey populations, resulting in a
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decrease in prey population size. In 2011, Zanette et al. [12] used song sparrows as subjects for their
experiments. They left the population of song sparrows in a predator-free area and then manipulated
artificial predation risk by playing the sounds of predators. Through experiments, they observed that
the song sparrows’ perception of predation risk led to a reduction in their breeding population by
about 40% compared to the previous population. So this experiment confirms that fear reduces the
reproductive rate of prey. In another experiment involving elk, Creel et al. [13] observed that the risk of
predation by wolves caused elk to remain alert and move to areas with low predation risk. This suggests
that the physiological behavior of elk is influenced by anti-predator behavior. Suraci et al. [14] used
sound playback of large carnivores to induce fear in medium carnivores and found that fear of large
carnivores increased vigilance and greatly reduced foraging behavior in medium carnivores. These
experiments all confirm the important effects of fear on the dynamic behavior of species. In recent
years, many researchers have proposed that the predator-prey system should incorporate a fear factor.
In 2016, Wang et al. [15] proposed a mathematical model with fear and confirmed the importance of
fear on the growth of prey.

In ecology, how predators feed on prey is a very important factor, and the way they interact with
each other affects the dynamics of the entire ecosystem. This interaction is called the “functional
response”, which gives the per capita rate of the predator feeding on prey and is a key component of the
mathematical model, allowing us to study the dynamics of the model in a better way. The most widely
used functional responses include Holling type II, Holling type III, Holling type IV [16–18], Monod-
Haldane functional response, Beddington-DeAngelis functional response, Crowley-Martin functional
response and the ratio-dependent functional responses, etc. [19–23]. The Holling type II functional
response is the more commonly used functional response, but this functional response depends only
on prey density and is not applicable for ecosystems with large population sizes. To achieve the
elimination of this situation, we introduce a ratio-dependent functional response, which is determined
simultaneously by the relationship between prey density and predator density. In particular, when
predators have to go in search of food, they will face a situation of sharing and competition with other
predators. Therefore, ratio-dependent functional responses will be more closely related to practicality.
Also, considering that predators are disturbed by other predators while handling or searching for prey,
the Beddington-DeAngelis functional response deserves further study. Therefore, we will consider
introducing ratio-dependent functional response and Beddington-DeAngelis functional response in
the model.

Delay differential equations (DDEs) have a long history in modeling predator-prey systems,
where delays usually represent the required reaction time, gestation period, maturation, feeding time,
etc. [24–29]. In terms of mathematical modeling, delayed systems [30, 31] make more sense than
non-delayed systems. The introduction of time delays in a predator-prey model causes the model to
exhibit more complex dynamics. Among them, the gestation delay represents the time delay that occurs
when biomass is transferred from prey to predator. For example, Tripathyi et al. [5] investigated the
degree of mutual interference between density-dependent predators in a model incorporating discrete
gestation delays and Beddington-DeAngelis-type functional responses. They observed that when
the delay parameter exceeded a certain threshold, the system experienced Hopf bifurcation and the
system lost its stability. Based on this finding, they investigated two different time delay effects
in a proportionally dependent predator-prey system and studied the conditions under which Hopf-
bifurcation occurred when both delays were present in the model. From the above example, we can
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determine the importance of delay in stability analysis. Therefore, we add the time lag parameters to
the model.

In this paper, we aim to study the effect of time lag parameters on the dynamics of the system.
The rest of the paper is organized as follows. In the next section, we construct a predator-prey model
with fear effects and multiple delays. In Section 3, we analyze the positivity and boundedness of the
solutions of the system. In Section 4, we present the criterion of the existence of equilibrium points. In
Section 5, we study the stability of the equilibrium point and the conditions of the occurrence of Hopf
bifurcation with time lags as the bifurcation parameter. In Section 6, we use numerical simulations to
verify our main analytical results. Finally, we conclude the whole paper.

2. Model formulation

Let x1(t), x2(t), and x3(t) be the population densities of prey, intermediate predator, and top predator
at time t, respectively. We construct the mathematical model through the following assumptions.

(1) In the absence of predators, the prey population increases logically. However, in the presence of
intermediate predators, the prey perceives fear, and fear affects the reproductive rate of the prey.

(2) Intermediate predators prey on preys based on a ratio-dependent functional response. However,
the interaction between intermediate and top predators follows a Beddington-DeAngelis type
functional response. Among them, the expression form of the ratio-dependent functional response
is f (x1, x2) = αx1

x1+mx2
, and the expression form of the Beddington-DeAngelis type functional response is

f (x2, x3) = θx2
v+px2+qx3

.
(3) Most biological processes involve delays, and here we consider two gestation delays, a time

interval between the predator preying on its prey and the prey breeding offspring, denoted by τ1, τ2.
Based on these assumptions, we obtain the following model:

dx1

dt
=

rx1

1 + kx2
− bx1 − ax2

1 −
αx1x2

x1 + mx2
,

dx2

dt
=

βx1(t − τ1)x2(t − τ1)
x1(t − τ1) + mx2(t − τ1)

− dx2 −
θx2x3

v + px2 + qx3
,

dx3

dt
=

ηx2(t − τ2)x3(t − τ2)
v + px2(t − τ2) + qx3(t − τ2)

− ex3,

(2.1)

where r, k, b, a and α are the intrinsic growth rate of prey, intermediate predator-induced fear, mortality,
intraspecific competition rate and prey consumption rate, respectively. Meanwhile, β, d, θ, η and e
are prey conversion rate, intermediate predator mortality and consumption rate, intermediate predator
conversion rate and top predator mortality rate, respectively. Here m is the half-saturation constant
of the ratio-dependent functional response, v is the saturation constant of the Beddington-DeAngelis-
type functional response. p and q are the abundance of intermediate predators and disturbance of top
predators, respectively. τ1 and τ2 represent gestation time delays.

The initial conditions are

x1(s) = φ1(s), x2(s) = φ2(s), x3(s) = φ3(s), −τ ≤ s ≤ 0, (2.2)

where τ = max {τ1, τ2}, Φ = (φ1, φ2, φ3), and Φ = (φ1, φ2, φ3) belongs to the Banach space of
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continuous function Φ : [−τ, 0]→ R3 with

‖Φ‖ = sup
−τ≤s≤0

(|φ1(s)| , |φ2(s)| , |φ3(s)|) .

From the biological perspective, we assume φi(s) ≥ 0 and φi(0) > 0, i = 1, 2, 3.

3. Positivity and boundedness of solutions

Theorem 3.1. All solutions of system (2.1) with initial conditions (2.2) are positive for all t > 0.

Proof. System (2.1) can be written in the following matrix form:

Ẇ = F(W),

where W =


x1

x2

x3

, and F(W) =


F1(W)
F2(W)
F3(W)

 =


rx1

1+kx2
− bx1 − ax2

1 −
αx1 x2

x1+mx2
βx1(t−τ1)x2(t−τ1)

x1(t−τ1)+mx2(t−τ1) − dx2 −
θx2 x3

v+px2+qx3
ηx2(t−τ2)x3(t−τ2)

v+px2(t−τ2)+qx3(t−τ2) − ex3

 with the initial condition

W(s) = (φ1(s), φ2(s), φ3(s)) ∈ C([−τ, 0], R3
+) and φ1(0), φ2(0), φ3(0) > 0.

We have easily checked in system (2.1) that whenever choosing W(s) ∈ R3
+, then

Fi(W)|W∈R3
+
≥ 0, i = 1, 2, 3.

Using the Lemma 4 given in [32], we obtain that every solution W(t) of the system (2.1) with initial
conditions (2.2) exists in the region R3

+ and is positive and invariant for all t > 0. �

Theorem 3.2. The solutions of system (2.1) which starts in R3
+ are uniformly bounded.

Proof. Let U(t) = x1(t − τ1 − τ2) + α
β

x2(t − τ2) + αθ
βη

x3(t).
Calculating the derivative of U(t) along the solution of system (2.1), we have

dU
dt

=
dx1

dt
(t − τ1 − τ2) +

α

β

dx2

dt
(t − τ2) +

αθ

βη

dx3

dt
(t)

=
rx1(t − τ1 − τ2)

1 + kx2(t − τ1 − τ2)
− bx1(t − τ1 − τ2) − ax2

1(t − τ1 − τ2) −
αx1(t − τ1 − τ2)x2(t − τ1 − τ2)

x1(t − τ1 − τ2) + mx2(t − τ1 − τ2)

+
αx1(t − τ1 − τ2)x2(t − τ1 − τ2)

x1(t − τ1 − τ2) + mx2(t − τ1 − τ2)
−
αd
β

x2(t − τ2) −
αθ

β

x2(t − τ2)x3(t − τ2)
v + px2(t − τ2) + qx3(t − τ2)

+
αd
β

x2(t − τ2) −
αθ

β

x2(t − τ2)x3(t − τ2)
v + px2(t − τ2) + qx3(t − τ2)

−
αθe
βη

x3(t)

≤rx1(t − τ1 − τ2) − bx1(t − τ1 − τ2) − ax2
1(t − τ1 − τ2) −

αd
β

x2(t − τ2) −
αθe
βη

x3(t)

≤
r2

4a
−min {b, d, e}U(t).

Let z = min {b, d, e} and Q = r2

4a . Using the theory of differential inequality [33], we obtain

0 < U(t) ≤
Q
z

(
1 − e−zt) + U(0)e−zt.
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When t −→ ∞, we get 0 < U ≤ Q
z . Therefore, all the solutions of system (2.1) starting from R3

+ are
restricted in the region:

D =

{
(x1, x2, x3) ∈ R3

+ : 0 < U ≤
Q
z

}
.

This completes the proof. �

4. Equilibrium points and their criteria of existence

The possible equilibrium points of the model are as follows:
(1) The trivial equilibrium point E0(0, 0, 0) always exists.
(2) The predator free axial equilibrium point E1

(
r−b

a , 0, 0
)

exists if r > b.
(3) The top predator free equilibrium point E2(x̄1, x̄2, 0) where x̄2 =

β−d
md x̄1 and x̄1 is a positive root

of −ac(1 + cm)x2
1 −

[
(1 + cm)(cb + a) + c2α

]
x1 + (r − b)(1 + cm) − cα = 0, where c =

β−d
md . According

to Descarte’s rule of sign, the equation must have a unique positive root if (r − b)(1 + cm) > cα. Thus,
the equilibrium E2 exists if (r − b)(1 + cm) > cα.

(4) The interior equilibrium point E∗(x∗1, x
∗
2, x

∗
3) exists if the following two isoclines have a positive

intersection:  f (x1, x2) = A1x2
1 + B1x1 + C1 = 0,

g(x1, x2) = A2x2
2 + B2x2 + C2 = 0,

where

x∗3 = ρ1x∗2 − ρ2, ρ1 =
η − pe

qe
, ρ2 =

v
q
,

A1 = −a(1 + kx2) < 0,
B1 = r − (1 + kx2)(b + amx2),
C1 = x2 [rm − (mb + α)(1 + kx2)] ,
A2 = −m

[
d(p + ρ1q) + θρ1

]
< 0,

B2 = βx1(p + ρ1q) + d
[
(p + ρ1q)x1 + mv − ρ2mq

]
− θ(ρ2x1 − m),

C2 = βx1(v − ρ2q) − dx1(v − ρ2q) + ρ2θx1.

As x2 −→ 0, then the above two isoclines become: f (x1, 0) = −ax2
1 + (r − b)x1 = 0,

g(x1, 0) = C2 = 0,

where the number of positive roots of the f (x1, 0) = 0 depends on the sign of r − b, then the above
two isoclines have a unique intersection on the first quadrant (the positive quadrant) if the following
sufficient condition holds: 

r > b,
dx2
dx1

= −
∂ f (x1,x2)/∂x1
∂ f (x1,x2)/∂x2

< 0,
dx2
dx1

= −
∂g(x1,x2)/∂x1
∂g(x1,x2)/∂x2

> 0.
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5. Local stability and Hopf bifurcation

In this section, our goal is to determine the local behavior of the system (2.1) around the equilibrium
point. First, system (2.1) can be expressed as

dW
dt

= F(W(t),W(t − τ1),W(t − τ2)),

where W(t) = [x1(t), x2(t), x3(t)]T .
We take E(x1, x2, x3) as an arbitrary equilibrium point of the system (2.1). Assume x̃1(t) = x1(t)−x1,

x̃2(t) = x2(t)− x2 and x̃3(t) = x3(t)− x3. Then, the linearized system (2.1) around the equilibrium point
E is

dG
dt

= D1G(t) + D2G(t − τ1) + D3G(t − τ2),

where

D1 =

(
∂F
∂W(t)

)
E
, D2 =

(
∂F

∂W(t − τ1)

)
E
, D3 =

(
∂F

∂W(t − τ2)

)
E
,

and G(t) = [x̃1(t), x̃2(t), x̃3(t)]T . The Jacobian matrix of the system (2.1) at E is given by

J = D1 + D2e−λτ1 + D3e−λτ2 .

Then

J =


a11 a12 0

b21e−λτ1 a22 + b22e−λτ1 a23

0 c32e−λτ2 a33 + c33e−λτ2

 ,
where

a11 =
r

1 + kx2
− b − 2ax1 −

αmx2
2

(x1 + mx2)2 , a12 = −
krx1

(1 + kx2)2 −
αx2

1

(x1 + mx2)2 ,

a22 = −d −
θx3(v + qx3)

(v + px2 + qx3)2 , a23 = −
θx2(v + px2)

(v + px2 + qx3)2 , a33 = −e,

b21 =
βmx2

2

(x1 + mx2)2 , b22 =
βx2

1

(x1 + mx2)2 , c32 =
ηx3(v + qx3)

(v + px2 + qx3)2 , c33 =
ηx2(v + px2)

(v + px2 + qx3)2 .

According to the Jacobian matrix, we analyze the stability of the equilibrium point E0, E1 and E2,
and obtain the following theorems:

Theorem 5.1. The trivial equilibrium point E0(0, 0, 0) is locally asympototically stable if r < b and
becomes unstable if r > b.

Theorem 5.2. When τ1 ≥ 0, the predator free axial equilibrium point E1

(
r−b

a , 0, 0
)

is locally
asympototically stable if β < d; otherwise it is unstable.

Theorem 5.3. For system (2.1), according to the value of τ1, there are the following two cases:

(1) When τ1 = 0, the top predator free equilibrium point E2 = (x̄1, x̄2, 0) is locally
asympototically stable for any τ2 ≥ 0 if x̄2 < ve

η−pe , ax̄1 + d +
βx̄2

1
(x̄1+mx̄2)2 > αx̄1 x̄2

(x̄1+mx̄2)2 and(
−ax̄1 + αx̄1 x̄2

(x̄1+mx̄2)2

) (
βx̄2

1
(x̄1+mx̄2)2 − d

)
+

βmx̄2
2

(x̄1+mx̄2)2

(
krx̄1

(1+kx̄2)2 +
αx̄2

1
(x̄1+mx̄2)2

)
> 0; otherwise unstable.
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(2) When τ1 > 0 and x̄2 < ve
η−pe , if H2

2 − N2
2 < 0 and 2ϕ2

0 + H1 − N2
1 − 2H2 > 0 hold, the super

predator free equilibrium point E2 = (x̄1, x̄2, 0) is locally asympototically stable for τ1 ∈ [0, τ̂1)
and unstable for τ1 > τ̂1. Moreover, the system (2.1) undergoes a Hopf bifurcation when τ1 = τ̂1,
where

τ̂1 = min
j=0,1,2...

τ1 j = min
j=0,1,2...

[
1
ϕ0

arccos
[
N2(ϕ2

0 − H2) − H1N1ϕ
2
0

N2
1ϕ

2
0 + N2

2

]
+

2π j
ϕ0

]
,

and ϕ0 is defined in the proof.

Next, we study the local stability of E∗ = (x∗1, x
∗
2, x

∗
3). The Jacobian matrix at E∗ is

JE∗ =


A11 A12 0

B21e−λτ1 A22 + B22e−λτ1 A23

0 C32e−λτ2 A33 + C33e−λτ2

 ,
where

A11 = −ax∗1 +
αx∗1x∗2

(x∗1 + mx∗2)2 , A12 = −
krx∗1

(1 + kx∗2)2 −
α(x∗1)2

(x∗1 + mx∗2)2 ,

A22 = −d −
θx∗3(v + qx∗3)(

v + px∗2 + qx∗3
)2 , A23 = −

θx∗2(v + px∗2)(
v + px∗2 + qx∗3

)2 ,

A33 = −e, B21 =
βm(x∗2)2

(x∗1 + mx∗2)2 , B22 =
β(x∗1)2

(x∗1 + mx∗2)2 ,

C32 =
ηx∗3(v + qx∗3)(

v + px∗2 + qx∗3
)2 , C33 =

ηx∗2(v + px∗2)(
v + px∗2 + qx∗3

)2 .

The corresponding characteristic equation of the above Jacobian matrix is

λ3 + P1λ
2 + P2λ + P3 + e−λτ1(Q1λ

2 + Q2λ + Q3)
+ e−λτ2(R1λ

2 + R2λ + R3) + e−λ(τ1+τ2)(S 1λ + S 2) = 0,
(5.1)

where

P1 = −(A11 + A22 + A33), P2 = A11A22 + A22A33 + A33A11,

P3 = −A11A22A33, Q1 = −B22, Q2 = A11B22 + A33B22 − A12B21,

Q3 = A12A33B21 − A11A33B22, R1 = −C33, R2 = A11C33 + A22C33 − A23C32,

R3 = A11A23C32 − A11A22C33, S 1 = B22C33, S 2 = A12B21C33 − A11B22C33.

We divide the following analysis into five cases according to the different ranges of values of
the two time delays. Based on the characteristic equation (5.1), we analyze the stability of the
interior equilibrium point E∗ and the conditions for the occurrence of Hopf-bifurcation, and obtain
the following theorems.
Case 1: τ1 = τ2 = 0.
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Theorem 5.4. In absence of both delays, the interior equilibrium point E∗ is locally asymptotically
stable if P1 +Q1 +R1 > 0, P3 +Q3 +R3 +S 2 > 0 and (P1 +Q1 +R1)(P2 +Q2 +R2 +S 1) > P3 +Q3 +R3 +S 2.

Case 2: τ1 > 0, τ2 = 0.

Theorem 5.5. For system (2.1), when τ1 > 0, τ2 = 0, if (P3 + R3)2 < (Q3 + S 2)2 holds, the interior
equilibrium point E∗ is locally asymptotically stable for all τ1 ∈ [0, τ10) and unstable for τ1 > τ10.
Furthermore, when 3ϕ4

0 + (2E2
11 − 4E12 − 2F2

11)ϕ2
0 + (E2

12 − 2E11E13 + 2F11F13 − F2
12) > 0, then Hopf-

bifurcation occurs at τ1 = τ10, where

τ10 = min
k, j
τ

( j)
1k

= min
k, j

[
1
ϕk

arccos
(E11ϕ

2
k − E13)(F13 − F11ϕ

2
k) + F12ϕk(ϕ3

k − E12ϕk)

(F13 − F11ϕ
2
k)2 + F2

12ϕ
2
k

+
2π j
ϕk

]
, k = 1, 2, 3, j = 0, 1, 2...,

and ϕk are defined in the proof.

Case 3: τ1 = 0, τ2 > 0.

Theorem 5.6. For system (2.1), when τ1 = 0, τ2 > 0, if (P3 + Q3)2 < (R3 + S 2)2 holds, the interior
equilibrium point E∗ is locally asymptotically stable for all τ2 ∈ [0, τ20) and unstable for τ2 > τ20.
Furthermore, when 3ϕ4

0 + (2E2
21 − 4E22 − 2F2

21)ϕ2
0 + (E2

22 − 2E21E23 + 2F21F23 − F2
22) > 0, then Hopf-

bifurcation occurs at τ2 = τ20, where

τ20 = min
k, j
τ

( j)
2k

= min
k, j

[
1
ϕk

arccos
(E21ϕ

2
k − E23)(F23 − F21ϕ

2
k) + F22ϕk(ϕ3

k − E22ϕk)

(F23 − F21ϕ
2
k)2 + F2

22ϕ
2
k

+
2π j
ϕk

]
, k = 1, 2, 3, j = 0, 1, 2...,

and ϕk are defined in the proof.

Case 4: τ1 > 0, τ2 ∈ (0, τ20).

Theorem 5.7. For system (2.1), when τ1 > 0, τ2 ∈ (0, τ20), if (P3 + R3)2 < (Q3 + S 2)2 holds, the interior
equilibrium point E∗ is locally asymptotically stable for all τ1 ∈ [0, τ̂10) and unstable for τ1 > τ̂10.
Furthermore, when M1M3 + M2M4 > 0, then Hopf-bifurcation occurs at τ1 = τ̂10, where

τ̂10 = min
k, j
τ

( j)
1k = min

k, j

1
ϕk

arccos
Ψ1Ψ3 + Ψ2Ψ4

(Ψ1)2 + (Ψ2)2 +
2π j
ϕk

, k = 1, 2, ..., l; j = 0, 1, 2, ....

and ϕk are defined in the proof.

Case 5: τ1 ∈ (0, τ10), τ2 > 0.

Theorem 5.8. For system (2.1), when τ1 ∈ (0, τ10), τ2 > 0, if (P3 + Q3)2 < (R3 + S 2)2 holds, the interior
equilibrium point E∗ is locally asymptotically stable for all τ2 ∈ [0, τ̂20) and unstable for τ2 > τ̂20.
Furthermore, when M5M7 + M6M8 > 0, then Hopf-bifurcation occurs at τ2 = τ̂20, where

τ̂20 = min
k, j
τ

( j)
2k = min

k, j

1
ϕk

arccos
Ψ5Ψ7 + Ψ6Ψ8

(Ψ5)2 + (Ψ6)2 +
2π j
ϕk

, k = 1, 2, ..., l; j = 0, 1, 2, ...,
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and ϕk are defined in the proof, where

M5 = ϕ4
0 − P2ϕ

2
0 − Q2ϕ0 cos(ϕ0τ

0
1) + (−Q1ϕ

2
0 + Q3) sin(ϕ0τ

0
1),

M6 = −P1ϕ
3
0 + P3ϕ0 + (−Q1ϕ

2
0 + Q3) cos(ϕ0τ

0
1) + Q2ϕ0 sin(ϕ0τ

0
1),

M7 = 3ϕ3
0 − P2 − 2Q1ϕ0 sin(ϕ0τ

0
1) − Q2 cos(ϕ0τ

0
1) − 2R1ϕ0 sin(ϕ0τ2)

− R2 cos(ϕ0τ2) + (S 2τ
0
1 − S 1) cos(ϕ0(τ0

1 + τ2)) + S 1ϕ0τ
0
1 sin(ϕ0(τ0

1 + τ2)),
M8 = −2P1ϕ0 − 2Q1ϕ0 cos(ϕ0τ

0
1) + Q2 sin(ϕ0τ

0
1) − 2R1ϕ0 cos(ϕ0τ2)

+ R2 sin(ϕ0τ2) + S 1ϕ0τ
0
1 cos(ϕ0(τ0

1 + τ2)) + (S 1 − S 2τ
0
1) sin(ϕ0(τ0

1 + τ2)),
Ψ5 = −R1ϕ

2
k + R3 + S 2 cos(ϕkτ

0
1) + S 1ϕk sin(ϕkτ

0
1),

Ψ6 = R2ϕk − S 2 sin(ϕkτ
0
1) + S 1ϕk cos(ϕkτ

0
1),

Ψ7 = P1ϕ
2
k − P3 + (Q1ϕ

2
k − Q3) cos(ϕkτ

0
1) − Q2ϕk sin(ϕkτ

0
1),

Ψ8 = ϕ3
k − P2ϕk − Q2ϕk cos(ϕkτ

0
1) + (Q3 − Q1ϕ

2
k) sin(ϕkτ

0
1).

Remark 1. The proofs of above theorems are given in the Appendix.

6. Numerical simulations

In this section, we use MATLAB R2020a to perform some numerical simulations to illustrate the
results of the analysis in the previous sections and plot the corresponding graphs of system (2.1). Since
the problem is not a species-specific case study and no real data are available, some hypothetical data
are taken here for the simulation.

We make the parameters values r = 4.5, k = 6, b = 0.2, a = 0.06, α = 1, m = 1,
β = 1.3, d = 0.03, θ = 4, v = 3.1, p = 1.14, q = 1.13, η = 2.2, e = 0.2, and the
initial value is (φ1(s), φ2(s), φ3(s)) = (2, 2, 2), s ∈ [−τ, 0]. According to the above parameters, we
can obtain all equilibrium points, respectively E0(0, 0, 0), E1(71.67, 0, 0), E2(0.0111, 0.4699, 0) and
E∗(14.5, 1.73, 0.51). In the following, we mainly show several cases of interior equilibrium points.

For τ1 = 0, τ2 = 0, the interior equilibrium point E∗ is locally asymptotically stable (see Figure 1).
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Figure 1. The time series and phase portrait of interior equilibrium point E∗ for system (2.1)
when τ1 = 0 and τ2 = 0.
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For τ1 > 0, τ2 = 0, we plotted the Hopf-bifurcation diagram Figure 2 concerning τ1. If we
change the value of τ1 from 0 to 14, then the system undergoes Hopf-bifurcation. Hence, the interior
equilibrium E∗ is locally asymptotically stable for τ1 = 1 < τ10 ≈ 10.88 (see Figure 3) and unstable
for τ1 = 13 > τ10 ≈ 10.88 (see Figure 4).
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Figure 2. The Hopf-bifurcation diagram for system (2.1) with respect to τ1 when τ2 = 0.

0 50 100 150 200 250 300 350 400 450 500

t

0

5

10

15

20

25

30

S
ta

te

x1(t)

x2(t)

x3(t)

Figure 3. When τ2 = 0, E∗ is locally asymptotically stable for τ1 = 1 < τ10 ≈ 10.88.
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Figure 4. When τ2 = 0, E∗ undergoes a Hopf-bifurcation for τ1 = 13 > τ̂10 ≈ 10.88.
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For τ1 = 0, τ2 > 0, if we continuously increase the value of τ2, we can find a critical value of τ20,
namely τ20 ≈ 0.11 for which system (2.1) undergoes Hopf-bifurcation (see Figure 5). Hence, E∗ is
locally asymptotically stable for τ2 = 0.1 < τ20 ≈ 0.11 (see Figure 6) and unstable for τ2 = 0.2 > τ20 ≈

0.11 (see Figure 7).
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Figure 5. The Hopf-bifurcation diagram for system (2.1) with respect to τ2 when τ1 = 0.
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Figure 6. When τ1 = 0, E∗ is locally asymptotically stable for τ2 = 0.1 < τ20 ≈ 0.11.
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Figure 7. When τ1 = 0, E∗ undergoes a Hopf-bifurcation for τ2 = 0.2 > τ̂20 ≈ 0.11.
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For τ1 > 0, fixing τ2 = 0.1 ∈ (0, τ20), we get τ̂10 ≈ 10.28, so when τ1 = 2 < τ̂10, E∗ is locally
asymptotically stable (see Figure 8), when τ1 = 12 > τ̂10, E∗ is unstable (see Figure 9). Then Hopf-
bifurcation occurs at τ̂10 ≈ 10.28 (see Figure 10).
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Figure 8. Fixing τ2 = 0.1 ∈ (0, τ20), when τ1 = 2 < τ̂10, E∗ is locally asymptotically stable.
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Figure 9. Fixing τ2 = 0.1 ∈ (0, τ20), when τ1 = 12 > τ̂10, E∗ undergoes a Hopf-bifurcation.
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Figure 10. The Hopf-bifurcation diagram for system (2.1) with respect to τ1 when τ2 = 0.1.
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For τ2 > 0, fixing τ1 = 1 ∈ (0, τ10), we get τ̂20 ≈ 0.96, so when τ2 = 0.1 < τ̂20, E∗ is locally
asymptotically stable (see Figure 11), when τ2 = 1.1 > τ̂20, E∗ is unstable (see Figure 12). Then Hopf
bifurcation occurs at τ̂20 ≈ 0.96 (see Figure 13).
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Figure 11. Fixing τ1 = 1 ∈ (0, τ10), when τ2 = 0.1 < τ̂20, E∗ is locally asymptotically stable.
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Figure 12. Fixing τ1 = 1 ∈ (0, τ10), when τ2 = 1.1 > τ̂20, E∗ undergoes a Hopf-bifurcation.
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Figure 13. The Hopf-bifurcation diagram for system (2.1) with respect to τ2 when τ1 = 1.
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Based on above analysis, we summarize the dynamics of the interior equilibrium E∗ of system (2.1)
in Table 1.

Table 1. The effect of delays on the stability of the interior equilibrium E∗ of system (2.1).

Values of delay Thresholds of delay Simulation results Explanations of simulation

τ2 = 0 τ10 ≈ 10.88 Figure 2
When τ2 = 0, E∗ is locally

asymptotically stable for τ1 < 10.88
and unstable for τ1 > 10.88.

τ1 = 0 τ20 ≈ 0.11 Figure 5
When τ1 = 0, E∗ is locally

asymptotically stable for τ2 < 0.11
and unstable for τ2 > 0.11.

τ2 = 0.1 ∈ (0, τ20) τ̂10 ≈ 10.28 Figure 10
When τ2 = 0.1 ∈ (0, τ20), E∗ is locally
asymptotically stable for τ1 < 10.28

and unstable for τ1 > 10.28.

τ1 = 1 ∈ (0, τ10) τ̂20 ≈ 0.96 Figure 13
When τ1 = 1 ∈ (0, τ10), E∗ is locally
asymptotically stable for τ2 < 0.96

and unstable for τ2 > 0.96.

Finally we investigate how the fear of predators affect the population dynamics. By increasing the
fear values and taking k = 6, 9, 15 and 20 respectively, we plot the time series graphs of each species
(see Figures 14–16).
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Figure 14. The influence of different degrees of fear k on x1(t).

AIMS Mathematics Volume 8, Issue 3, 7535–7559.



7549

0 50 100 150 200 250 300 350 400 450 500

t

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

S
ta

te

k=6

k=9

k=15

k=20

Figure 15. The influence of different degrees of fear k on x2(t).
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Figure 16. The influence of different degrees of fear k on x3(t).

(1) The effect of fear on prey. In Figure 14, we observe that fear inhibits prey reproduction and
excessive fear leads to prey extinction.

(2) The effect of fear on intermediate predators. In Figure 15, we observe that an increase in the
value of fear leads to a shorter duration of intermediate predator turbulence, but little change in the
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number of species, and too much fear leads to a decrease and stabilization of the number of species.
(3) The effect of fear on the top predator. In Figure 16, an increase in fear leads to a decrease in

the turbulence time of the highest predator and a decrease in the number of species, and too much fear
leads the highest predator to extinction.

7. Discussion and conclusions

In this paper, we analyze the dynamics of a three-chain model containing indirect predation (fear of
predator) and two delays, where the three species are the prey, intermediate predator and top predator,
and the two delays represent the gestation delays of the intermediate and top predator, respectively.

First, we investigate the positivity and boundedness of this system, where boundedness can be seen
as a natural limit to expansion due to limited resources and positivity implies that species persist. Next,
we study the effect of delay on the stability of the model by varying the delay parameters τ1 and τ2.
According to the theorem in Section 5, we obtain the conditions when the system is stable. By selecting
appropriate parameter values, we draw the Hopf-bifurcation diagrams (Figures 2, 5, 10 and 13), that is,
if τ increases continuously, a threshold τ0 will be obtained. If τ < τ0, the system is stable; otherwise,
the system becomes unstable, that is, a Hopf-bifurcation occurs at τ = τ0. These observations confirm
the important role of delay in the system. Through numerical simulations, we find that fear may reduce
the number of species and even lead to extinction of species. Thus, fear has an important influence on
the dynamics of predator-prey systems.

In nature, in addition to fear, other factors such as refuge, additional food, and human capture
influence the predator-prey system. As a part of future research on the model in this paper, the inclusion
of refuge and human capture could be considered to make the model more realistic. Moreover, for the
discrete-time model [6,7] and the infectious disease model [8], we believe there will be some intresting
findings. All these will be left to our future work.
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Appendix

Here, we give the proofs of Theorems 5.1 to 5.8.

Proof of Theorem 5.1:
Proof. Based on the eigenvalues less than 0, we obtain that E0 is locally asymptotically stable when
r < b. �
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Proof of Theorem 5.2:
Proof. By calculating the Jacobian matrix at the equilibrium E1, we obtain

JE1 =


−(r − b) −kr r−b

a − α 0
0 −d + βe−λτ1 0
0 0 −e

 .
Obviously, we get λ1 = −(r − b) < 0, λ2 = −e < 0, and the other eigenvalue is the root of the following
equation:

− d + βe−λτ1 − λ = 0. (A.1)

In the absence of delay, i.e. when τ1 = 0, E1 is locally asymptotically stable if β < d.
When τ1 > 0 and β < d, we assume that λ = ξ + iϕ(ξ, ϕ ∈ R) is the root of Eq (A.1). Then

substituting the value of λ into Eq (A.1) and separating the real and imaginary parts, we obtain

βe−ξτ1 cos(ϕτ1) − d − ξ = 0, (A.2)
βe−ξτ1 + ϕ = 0. (A.3)

To eliminate τ1, we square and add the Eqs (A.2) and (A.3), and obtain the following equation

ϕ2 = β2e−2ξτ1 − (d − ξ)2,

i.e., ϕ = ±
√

(βe−ξτ1 + d + ξ) (βe−ξτ1 − d − ξ).

Let ξ ≥ 0, then
(
βe−ξτ1 − d − ξ

)
≤ (β − d − ξ) < 0. Thus, if ξ ≥ 0, no such real ϕ exists, which

contradicts the previous assumption ϕ ∈ R. So ξ < 0, i.e., the Eq (A.1) contains a negative real root
and an imaginary root with a negative real part (if exists).

Therefore, E1 is locally asymptotically stable if β < d. �

Proof of Theorem 5.3:
Proof. The Jacobian matrix at E2 is:

JE2 =


−ax̄1 + αx̄1 x̄2

(x̄1+mx̄2)2 −
krx̄1

(1+kx̄2)2 −
αx̄2

1
(x̄1+mx̄2)2 0

βmx̄2
2

(x̄1+mx̄2)2 e−λτ1 −d +
βx̄2

1
(x̄1+mx̄2)2 e−λτ1 −

θx̄2
v+px̄2

0 0 −e +
ηx̄2

v+px̄2
e−λτ2

 .
The characteristic equation of above matrix JE2 is given by det(JE2 − λI) = 0.

One root of det(JE2 − λI) = 0 is given by −e +
ηx̄2

v+px̄2
e−λτ2 − λ = 0. The analysis process is similar

to Eq (A.1). Therefore, if −e +
ηx̄2

v+px̄2
< 0, i.e., x̄2 <

ve
η−pe , then the equation contains negative real roots

and imaginary roots with negative real parts (if exists).
The other two eigenvalues are the root of the quadratic equation

λ2 + H1λ + H2 + e−λτ1(N1λ + N2) = 0, (A.4)

where

H1 = ax̄1 + d −
αx̄1 x̄2

(x̄1 + mx̄2)2 ,
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H2 = −d
(
−ax̄1 +

αx̄1 x̄2

(x̄1 + mx̄2)2

)
,

N1 =
βx̄2

1

(x̄1 + mx̄2)2 ,

N2 =
βx̄2

1

(x̄1 + mx̄2)2

(
−ax̄1 +

αx̄1 x̄2

(x̄1 + mx̄2)2

)
+

βmx̄2
2

(x̄1 + mx̄2)2

(
krx̄1

(1 + kx̄2)2 +
αx̄2

1

(x̄1 + mx̄2)2

)
.

Case 1: τ1 = 0, then Eq (A.4) becomes

λ2 + (H1 + N1)λ + H2 + N2 = 0. (A.5)

According to Routh-Hurwitz criteria, both roots of the Eq (A.5) are negative real parts if (H2 +

N2) > 0 and (H1 + N1) > 0, i.e.
(
−ax̄1 + αx̄1 x̄2

(x̄1+mx̄2)2

) (
βx̄2

1
(x̄1+mx̄2)2 − d

)
+

βmx̄2
2

(x̄1+mx̄2)2

(
krx̄1

(1+kx̄2)2 +
αx̄2

1
(x̄1+mx̄2)2

)
> 0 and

ax̄1 + d +
βx̄2

1
(x̄1+mx̄2)2 >

αx̄1 x̄2
(x̄1+mx̄2)2 .

Case 2: τ1 > 0 and x̄2 <
ve

η−pe . By substituting λ = ξ + iϕ into Eq (A.4) and separating the real and
imaginary parts, we have

ξ2 − ϕ2 + H1ξ + H2 + e−ξτ1
[
(N1ξ + N1N2) cos(ϕτ1) + N1ϕ sin(ϕτ1)

]
= 0, (A.6)

2ξϕ + H1ϕ + e−ξτ1
[
N1ϕ cos(ϕτ1) − (N1ξ + N1N2) sin(ϕτ1)

]
= 0. (A.7)

Putting ξ = 0, Eqs (A.6) and (A.7) become

N2 cos(ϕτ1) + N1 sin(ϕτ1) = ϕ2 − H2, (A.8)
N1ϕ cos(ϕτ1) − N2 sin(ϕτ1) = −H1ϕ. (A.9)

By squaring and adding, we obtain

ϕ4 + (H2
1 − 2H2 − N2

1 )ϕ2 + H2
2 − N2

2 = 0. (A.10)

Using Descarte’s rule of sign, the equation has at least one positive root ϕ0 if H2
2 − N2

2 < 0. By
calculating (A.8) and (A.9), we get

τ1 j =
1
ϕ0

arccos
[
N2(ϕ2

0 − H2) − H1N1ϕ
2
0

N2
1ϕ

2
0 + N2

2

]
+

2π j
ϕ0

j = 0, 1, 2.... (A.11)

Let τ̂1 = min
j=0,1,2...

τ1 j.

Now the transversality condition Re
(

dλ
dτ1

)−1

λ=iϕ0
> 0 will be verified.

By differentiating Eq (A.4) with respect to τ1, we obtain(
dλ
dτ1

)−1

= −
2λ + H1

λ
(
λ2 + H1λ + H2

) +
N1

λ(N1λ + N2)
−
τ1

λ
,
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which leads to

Re
(

dλ
dτ1

)−1

λ=iϕ0

= Re
(
−

2λ + H1

λ
(
λ2 + H1λ + H2

))
λ=iϕ0

+ Re
(

N1

λ(N1λ + N2)

)
λ=iϕ0

=
H2

1 + 2
(
ϕ2

0 − H2

)
H2

1ϕ
2
0 +

(
ϕ2

0 − H2

)2 −
N2

1

N2
1ϕ

2
0 + N2

2

.

From (A.10), we have
H2

1ϕ
2
0 +

(
ϕ2

0 − H2

)2
= N2

1ϕ
2
0 + N2

2 .

Then

Re
(

dλ
dτ1

)−1

λ=iϕ0

=
H2

1 − N2
1 + 2

(
ϕ2

0 − H2

)
H2

1ϕ
2
0 +

(
ϕ2

0 − H2

)2 =
2ϕ2

0 + H1 − N2
1 − 2H2

H2
1ϕ

2
0 +

(
ϕ2

0 − H2

)2 .

When 2ϕ2
0 + H1 − N2

1 − 2H2 > 0, Re
(

dλ
dτ1

)−1

λ=iϕ0
> 0. Therefore, the transversality condition is satisfied

and a Hopf-bifurcation occurs at E2 for τ1 = τ̂1. �

Proof of Theorem 5.4:
Proof. The characteristic (5.1) becomes

λ3 + (P1 + Q1 + R1)λ2 + (P2 + Q2 + R2 + S 1)λ + P3 + Q3 + R3 + S 2 = 0. (A.12)

Therefore, by Routh-Hurwitz Criteria, we obtain all the roots of (A.12) have negative real part, if
P1 + Q1 + R1 > 0, P3 + Q3 + R3 + S 2 > 0 and (P1 + Q1 + R1)(P2 + Q2 + R2 + S 1) > P3 + Q3 + R3 + S 2.
This means that the interior equilibrium E∗ is locally asymptotically stable. �

Proof of Theorem 5.5:
Proof. The characteristic (5.1) becomes

λ3 + E11λ
2 + E12λ + E13 + e−λτ1(F11λ

2 + F12λ + F13) = 0, (A.13)

where E11 = P1 + R1, E12 = P2 + R2, E13 = P3 + R3, F11 = Q1, F12 = Q2 + S 1, F13 = Q3 + S 2. Let
λ = ξ + iϕ be the root of (A.13). Then we obtian

ξ3 − 3ξϕ2 + E11ξ
2 − E11ϕ

2 + E12ξ + E13 + e−ξτ1[(F11ξ
2 − F11ϕ

2

+F12ξ + F13) cos(ϕτ1) + (2F11ξϕ + F12ϕ) sin(ϕτ1)] = 0,
−ϕ3 + 3ξ2ϕ + 2E11ξϕ + E12ϕ + e−ξτ1[(2F11ξϕ + F12ϕ) cos(ϕτ1)

−(F11ξ
2 − F11ϕ

2 + F12ξ + F13) sin(ϕτ1)] = 0.

A necessary condition for changing the stability of the equilibrium point E∗ is that the real part of
the root of the Eq (A.13) changes the sign. To find the stable switching point, we consider ξ = 0, then
we have (

F13 − F11ϕ
2
)

cos(ϕτ1) + F12ϕ sin(ϕτ1) = E11ϕ
2 − E13, (A.14)
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F12ϕ cos(ϕτ1) +
(
F11ϕ

2 − F13

)
sin(ϕτ1) = ϕ3 − E12ϕ. (A.15)

By squaring and adding (A.14) and (A.15), we obtain

ϕ6 + K11ϕ
4 + K12ϕ

2 + K13 = 0, (A.16)

where K11 = E2
11 − 2E12 − F11, K12 = E2

12 − 2E11E13 + 2F11F13 − F2
12, K13 = E2

13 − F2
13.

Let ϕ2 = σ, we get
h1(σ) = σ3 + K11σ

2 + K12σ + K13 = 0. (A.17)

Then, h1(0) = K13 = E2
13 − F2

13 = (P3 + R3)2 − (Q3 + S 2)2 and limσ→∞ h1(σ) = +∞. We assume that
h1(0) < 0 ⇒ (P3 + R3)2 < (Q3 + S 2)2. According to Descarte’s rule of sign, the Eq (A.17) has at least
one positive root and can have at most three positive roots.

Without loss of generality, we assume that it has three positive roots, denoted by ϕk =
√
σk and

k = 1, 2, 3. By calculating (A.14) and (A.15), we obtain

τ
j
1k =

1
ϕk

arccos
(E11ϕ

2
k − E13)(F13 − F11ϕ

2
k) + F12ϕk(ϕ3

k − E12ϕk)

(F13 − F11ϕ
2
k)2 + F2

12ϕ
2
k

+
2π j
ϕk

where k = 1, 2, 3 and j = 0, 1, 2, .... Let τ10 = min
k, j
τ

( j)
1k , k = 1, 2, 3, j = 0, 1, 2....

Now the transversality condition Re
(

dλ
dτ1

)−1

λ=iϕ0
> 0 will be verified.

By differentiating Eq (A.13) with respect to τ1, we obtain(
dλ
dτ1

)−1

= −
3λ2 + 2E11λ + E12

λ(λ3 + E11λ2 + E12λ + E13)
+

2F11λ + F12

λ(F11λ2 + F12λ + F13)
−
τ1

λ
,

which leads to

Re
(

dλ
dτ1

)−1

λ=iϕ0

=
3ϕ4

0 + (2E2
11 − 4E12)ϕ2

0 + (E2
12 − 2E11E13)

ϕ6
0 + (E2

11 − 2E12)ϕ4
0 + (E2

12 − 2E11E13)ϕ2
0 + E2

13

+
−2F2

11ϕ
2
0 + (2F11F13 − F2

12)

F2
11ϕ

4
0 + (F2

12 − 2F11F13)ϕ2
0 + F2

13

.

From (A.16), we have

ϕ6
0 + (E2

11 − 2E12)ϕ4
0 + (E2

12 − 2E11E13)ϕ2
0 + E2

13 = F2
11ϕ

4
0 + (F2

12 − 2F11F13)ϕ2
0 + F2

13.

Then

Re
(

dλ
dτ1

)−1

λ=iϕ0

=
3ϕ4

0 + (2E2
11 − 4E12 − 2F2

11)ϕ2
0 + (E2

12 − 2E11E13 + 2F11F13 − F2
12)

ϕ6
0 + (E2

11 − 2E12)ϕ4
0 + (E2

12 − 2E11E13)ϕ2
0 + E2

13

.

When 3ϕ4
0 + (2E2

11−4E12−2F2
11)ϕ2

0 + (E2
12−2E11E13 +2F11F13−F2

12) > 0, Re
(

dλ
dτ1

)−1

λ=iϕ0
> 0. Therefore,

the transversality condition is satisfied and a Hopf-bifurcation occurs around when τ1 passes through
the critical value τ10. �

Proof of Theorem 5.6:
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Proof. The characteristic (5.1) becomes

λ3 + E21λ
2 + E22λ + E23 + e−λτ2(F21λ

2 + F22λ + F23) = 0,

where E21 = P1 + Q1, E22 = P2 + Q2, E23 = P3 + Q3, F21 = Q1, F22 = R2 + S 1, F23 = R3 + S 2.
The calculation process is similar to Theorem 5.5. �

Proof of Theorem 5.7:
Proof. We consider that τ2 = τ0

2 in its stable interval, with τ1 as the parameter.
Let λ = ξ + iϕ be the root of (5.1), we get

ξ3−3ξϕ2 + P1ξ
2 − P1ϕ

2 + P2ξ + P3 + e−ξτ1[(Q1ξ
2 − Q1ϕ

2 + Q2ξ + Q3) cos(ϕτ1)

+ (2Q1ξϕ + Q2ϕ) sin(ϕτ1)] + e−ξτ
0
2[(R1ξ

2 − R1ϕ
2 + R2ξ + R3) cos(ϕτ0

2) + (2R1ξϕ

+ R2ϕ) sin(ϕτ0
2)] + e−ξ(τ1+τ0

2)[(S 1ξ + S 2) cos(ϕ(τ1 + τ0
2)) + S 1ϕ sin(ϕ(τ1 + τ0

2))] = 0,
3ξ2ϕ−ϕ3 + 2P1ξϕ + P2ϕ + e−ξτ1[(2Q1ξϕ + Q2ϕ) cos(ϕτ1) − (Q1ξ

2 − Q1ϕ
2 + Q2ξ + Q3)

× sin(ϕτ1)] + e−ξτ
0
2[(2R1ξϕ + R2ϕ) cos(ϕτ0

2) − (R1ξ
2 − R1ϕ

2 + R2ξ + R3) sin(ϕτ0
2)]

+ e−ξ(τ1+τ0
2)[S 1ϕ cos(ϕ(τ1 + τ0

2)) + (S 1ξ + S 2) sin(ϕ(τ1 + τ0
2))] = 0.

A necessary condition for the stability change of the equilibrium point E∗ is that the
characteristic Eq (5.1) has a pair of purely imaginary roots, i.e., ξ = 0. Let ξ = 0, and we obtain

[−Q1(ϕ)2 + Q3 + S 2 cos(ϕτ0
2) + S 1ϕ sin(ϕτ0

2)] cos(ϕτ1)

+
[
Q2ϕ − S 2 sin(ϕτ0

2) + S 1 cos(ϕτ0
2)
]

sin(ϕτ1)

= P1(ϕ)3 − P3 + (R1ϕ − R3) cos(ϕτ0
2) − R2ϕ sin(ϕτ0

2),

(A.18)

[Q2ϕ − S 2 sin(ϕτ0
2) + S 1 cos(ϕτ0

2)] cos(ϕτ1)

+
[
Q1(ϕ)2 − Q3 − S 2 cos(ϕτ0

2) − S 1ϕ sin(ϕτ0
2)
]

sin(ϕτ1)

= (ϕ)3 − P2ϕ − R2ϕ
∗
1 cos(ϕτ0

2) + (R3 − R1ϕ) sin(ϕτ0
2).

(A.19)

Squaring and adding the two equations, and we have

ϕ6 + K21ϕ
4 + K22ϕ

2 + K23 + K24 sin(ϕτ0
2) + K25 cos(ϕτ0

2) = 0, (A.20)

where

K21 = P2
1 + R2

1 − Q2
1 − 2P2, K23 = P2

3 + R2
3 − Q2

3 − S 2
2,

K22 = P2
2 + R2

2 − Q2
2 − S 2

1 − 2P1P3 − 2R1R3 + 2Q1Q3,

K24 = −2R1ϕ
5 − 2P1R2ϕ

4 + 2(R3 + P2R1 + Q1S 1)ϕ3 + 2(P3R2 − P2R3 + Q2S 2 − Q3S 1),
K25 = 2(−R2 + P1R2)ϕ4 − 2(P1R3 + P3R1 − P2R2 + Q2S 1 − Q1S 2)ϕ2 + 2P3R3 − 2Q3S 2.

Denote
h2(ϕ) = ϕ6 + K21ϕ

4 + K22ϕ
2 + K23 + K24 sin(ϕτ0

2) + K25 cos(ϕτ0
2). (A.21)
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Obviously, h2(0) = K23 + K25 |ϕ=0= (P3 + R3)2 − (Q3 + S 2)2 and limϕ→∞ h2(ϕ) = +∞. We assume that
h2(0) < 0⇒ (P3 + R3)2 < (Q3 + S 2)2. Then, the Eq (A.21) has at least one positive root.

Assume that Eq (A.21) has finite positive roots ϕk(k = 1, 2, ..., l). The critical value

τ
( j)
1k =

1
ϕk

arccos
Ψ1Ψ3 + Ψ2Ψ4

(Ψ1)2 + (Ψ2)2 +
2π j
ϕk

, k = 1, 2, ..., l; j = 0, 1, 2, ....

where

Ψ1 = −Q1ϕ
2
k + Q3 + S 2 cos(ϕkτ

0
2) + S 1ϕk sin(ϕkτ

0
2),

Ψ2 = Q2ϕk − S 2 sin(ϕkτ
0
2) + S 1ϕk cos(ϕkτ

0
2),

Ψ3 = P1ϕ
2
k − P3 + (R1ϕ

2
k − R3) cos(ϕkτ

0
2) − R2ϕk sin(ϕkτ

0
2),

Ψ4 = ϕ3
k − P2ϕk − R2ϕk cos(ϕkτ

0
2) + (R3 − R1ϕ

2
k) sin(ϕkτ

0
2).

Let τ̂10 = min
k, j
τ

( j)
1k , k = 1, 2, ..., l; j = 0, 1, 2, ....

Next, we differentiate both sides of (5.1) concerning τ1 to verify the transversality condition.
Taking the derivative of λ with respect to τ1 in (5.1) and substituting λ = iϕ0, we obtain

Re
(

dλ
dτ1

)−1

λ=iϕ0

=
M1M3 + M2M4

M2
1 + M2

2

,

where

M1 =ϕ4
0 − P2ϕ

2
0 − R2ϕ0 cos(ϕ0τ

0
2) + (−R1ϕ

2
0 + R3) sin(ϕ0τ

0
2),

M2 = − P1ϕ
3
0 + P3ϕ0 + (−R1ϕ

2
0 + R3) cos(ϕ0τ

0
2) + R2ϕ0 sin(ϕ0τ

0
2),

M3 =3ϕ3
0 − P2 − 2Q1ϕ0 sin(ϕ0τ1) − Q2 cos(ϕ0τ1) − 2R1ϕ0 sin(ϕ0τ

0
2)

− R2 cos(ϕ0τ
0
2) + (S 2τ

0
2 − S 1) cos(ϕ0(τ1 + τ0

2)) + S 1ϕ0τ
0
2 sin(ϕ0(τ1 + τ0

2)),
M4 = − 2P1ϕ0 − 2Q1ϕ0 cos(ϕ0τ1) + Q2 sin(ϕ0τ1) − 2R1ϕ0 cos(ϕ0τ

0
2)

+ R2 sin(ϕ0τ
0
2) + S 1ϕ0τ

0
2 cos(ϕ0(τ1 + τ0

2)) + (S 1 − S 2τ
0
2) sin(ϕ0(τ1 + τ0

2)).

If M1M3 + M2M4 > 0 holds, then Re
(

dλ
dτ1

)−1

λ=iϕ0
> 0. Therefore, the transversality condition is satisfied

and a Hopf-bifurcation occurs at E∗ for τ1 = τ̂10. �

Proof of Theorem 5.8:
Proof. We consider that τ1 = τ0

1 in its stable interval, with τ2 as the parameter.
The calculation process is similar to Theorem 5.7. �
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