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Abstract

A precise spectrophotometric method to determine the refractive index of a semitransparent metallic thin film is
presented. This method relies on interference enhancement of the measured spectra, employing an opaque substrate
with a dielectric spacer layer beneath the absorbing layer of interest to create interference fringes.The resulting
spectral oscillations of the stack are highly sensitive to the properties of the top absorbing layer, allowing precise
determination of the refractive index via fitting. The performance of this method is verified using simulations in
comparison to the typical method of depositing the absorbing thin film directly onto a transparent substrate. An
experimental demonstration is made for titanium thin films over the visible range (370-835 nm). The refractive index
of these films is extracted from experimental data using a combination of the Modified Drude and Forouhi-Bloomer
models. This method showed high repeatability and precision, and is verified for Ti films between 6-70 nm thickness.
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Introduction

Precise determination of the refractive index of materials
is of paramount importance in the field of optical coatings.
To control the optical properties of thin-film coatings, it
is imperative to know the refractive index of these mate-
rials to a high degree of accuracy. However, the refractive
index dispersion of a given material when deposited as a
thin-film often differs from the bulk value reported in lit-
erature, and is further influenced by the exact method and
parameters of deposition [1]. Even for two nominally iden-
tical machines performing electron beam (e-beam) evap-
oration deposition, the parameters of deposition (surface
properties, evaporation voltage and deposition rate, envi-
ronment gasses) are generally not perfectly identical and
will influence the final outcome of the index dispersion
of the film. In turn, these small differences in refractive
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index can have a large impact on the optical properties of
the resulting coating, especially within the domain of high
precision optics. Therefore, for most technical applica-
tions of thin films, index determination is a topic of prime
importance.

The problem of index determination of metallic thin
films is an especially challenging one, due to the pres-
ence of absorption, the significant and complex index
dispersion relations, and potential inhomogeneities from
metallic/dielectric mixing and oxide formation. In addi-
tion, previous work on metallic layer characterisation
shows index dispersion tends to vary significantly with
layer thickness [2—4]. Furthermore, different approaches
are required depending on whether the metallic film in
question is opaque or sufficiently thin to be semitranspar-
ent.

The most classical method that is used in the
community to characterize the dispersion properties of
metallic layers is ellipsometry. This technique consists of
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measuring the polarisation change of a beam of light inci-
dent upon a surface. However, this technique is an indirect
measurement of the optical properties of the materials
and requires advanced models and techniques to extract
these parameters. This technology has proven to be very
mature as commercial algorithms are available from ellip-
someter manufacturers. Nevertheless, there is as of yet
not one single and universal technique that has proven
to be the key method for such characterization. In this
study we chose to restrict our analysis to spectrophoto-
metric techniques, as they provide a direct measurement
of the spectral performances of the layers and do not
require any specialised equipment, allowing simple direct
determination of refractive index.

We will focus on the case of semitransparent absorb-
ing thin-films, particularly within the range of near UV to
NIR (370-835 nm). When the absorbing layer of interest
is semitransparent rather than opaque, the layers below
it will also contribute to the reflectance and transmit-
tance spectra. Motivated by this, in 1999 Forouhi et al
patented a novel approach for spectrophotometric char-
acterisation of such layers that makes use of a multilayer
structure [5]. The method was initially developed to inves-
tigate the properties of DLC films, but it showed promise
for characterisation of other absorbing semitransparent
films. Instead of the traditional method of direct deposi-
tion of the metallic layer on a transparent substrate, the
method utilises an opaque substrate coated with a dielec-
tric layer of several hundred nanometers thickness, where
both of these materials are well-characterised; and the
semitransparent metallic layer is deposited on top (see
Fig. 1 for a schematic). The dielectric layer creates oscilla-
tions in the reflectance spectrum of the stack, which are
then strongly modulated by the metallic top layer, with a
high degree of sensitivity to the precise index of this layer.
It is thought that this extra information could improve
the precision and repeatability of the fit. Indeed, a sim-
ilar method making use of interference enhancement is
known for ellipsometric methods of index determination
[6, 7]. Additionally, the use of an oscillatory structure has
previously been demonstrated in some spectrophotomet-
ric techniques to enhance the available information in the
problem of index determination [8, 9].

However, although this method was first introduced
in 1999, it has not yet begun to see wide adoption in
the thin-film community. One reason is that use of an
opaque substrate restricts spectroscopic measurements to
only reflectance, rather than both reflectance and trans-
mittance as is possible with a transparent substrate. As
the problem of index fitting is underdetermined [10], it
is often recommended to use multiple different measure-
ments during the fitting (for example, in both reflectance
and transmittance, or at multiple angles of incidence or
with different polarisation states of light) to minimise
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errors and improve precision [11]; so it was unknown
whether the interference enhancement would provide a
net positive to the overall precision of the fitting. The
introduction of an additional thin film layer may also
introduce uncertainties if this layer is not properly char-
acterised. The patent provides a schematic overview of
the method, but does not detail parameters such as the
substrate choice and optimal dielectric thickness; in other
words, it does not present a clear example of realisation of
the method.

We present here a comparison and validation of this
method for index dispersion determination when com-
pared to the traditional method of deposition of the
absorbing layer on a transparent substrate, and an assess-
ment of the optimal parameters and tolerances of the
method. We first use simulations to investigate the effect
of approach and stack design on the precision and
repeatability of the index determination. We then demon-
strate an experimental verification of the method for
semitransparent titanium thin films, using two models to
approximate the refractive index dispersion of these films.

Simulation work: comparison of two stack types for
numerical index determination

Method

We began by using simulations to compare the perfor-
mance of two stack designs. One employed this novel
interference enhancement method, using an opaque sub-
strate overcoated with a dielectric layer of several hundred
nanometers thickness and a metallic layer with thickness
chosen to be semitransparent (usually tens of nanome-
ters, depending on the material). This design will here be
referred to as the opaque substrate (OS) stack. Its perfor-
mance is compared to the standard method for metallic
thin-film index determination of deposition of the metal-
lic layer directly on a transparent substrate, which will
be referred to as the transparent substrate (TS) stack.
Schematics of both stack designs and the resulting spec-
tral features can be seen in Figs. 1 and 2. The layers are
modelled using nondispersive refractive indices chosen to
be close to those of real materials. However, we seek here
to show a general proof-of-concept for this method that
can in theory be applied irrespective of material or chosen
wavelength range. The issue of dispersion is considered
later in the paper.

The index for the metallic top layer in both stacks is
2.54—3.43i, chosen to be similar to titanium at a represen-
tative wavelength of 549 nm [12]. A corresponding initial
thickness of 40 nm was used for this layer. In the OS case,
the index for the dielectric spacer layer was chosen to be
1.47, similar to the dielectric silicon dioxide, with a thick-
ness of 800 nm. The substrate index was 4.087 — 0.044,
similar to bulk silicon. In the TS case, the substrate index
was 1.46, similar to bulk silica glass.
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Fig. 1 Schematic for the OS (opaque substrate) stack design. Inset shows the typical shape of the resulting reflectance spectrum
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Fig. 2 Schematic for the TS (transparent substrate) stack design. Insets show the typical shapes of the resulting reflectance and transmittance spectra
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We sought to study the effect of random multiplica-
tive and additive noise on the spectra used for fitting, to
mimic measurement errors and biases respectively in a
real measurement. Using the refractive indices and thick-
nesses above, we generated a reflectance spectrum in the
OS case, or a pair of reflectance and transmittance spec-
tra in the TS case, where reflectance R and transmittance
T take values between 0 and 1. An amount of additive and
multiplicative noise is applied to these spectra, and the
simulation script then attempts to fit against these spectra
to determine the refractive index of the metallic top layer.
In the TS case, both the transmittance and reflectance
spectra are considered simultaneously, whereas the OS
case is limited to reflectance only. If this limitation is
significant and leads to the problem being underdeter-
mined, it will therefore be very susceptible to the effects
of noise and other random errors. Conversely, if the OS
stack design provides more information as theorised due
to higher sensitivity to the precise refractive index of the
metallic layer, it should display more resistance to these
errors compared to the TS stack. Therefore, assessing how
this noise impacts the fit would allow us to judge the
suitability of the method.

The stack designs (OS and TS) were simulated in Mat-
Lab using functions from the Thin-Film toolbox, devel-
oped by Ulf Griesmann [13]. The stacks are stored in a
structure array, with each element of the structure repre-
senting a layer of the stack containing information about
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the layer thickness and refractive index. The toolbox uses
the matrix transfer method to calculate reflectance and
transmittance at each layer interface, over the chosen
spectral range with a wavelength spacing of 5 nm. For
this initial analysis, we treated all of our materials as
nondispersive, with the assumption that findings could be
generalised to the case of dispersive materials. The ques-
tion of index dispersion is discussed further in the next
section.

The noise was generated using a normal distribution
via MatLab’s normrnd function [14]. For each spectrum,
additive noise from a normal distribution with mean 0 and
standard deviation 0.001 was added to each wavelength
point to represent measurement bias. The spectrum was
then multiplied by a bias value generated from a normal
distribution with mean 1 and standard deviation 0.001,
to represent measurement error and noise. To ensure the
sampled population of noise was itself approximately nor-
mally distributed, it was necessary to have a sufficiently
large number of noisy spectra for each test [15]. Therefore
this process was repeated 100 times for each configura-
tion studied, generating 100 reflectance spectra for each
OS case or 100 reflectance and 100 transmittance spectra
in each TS case.

Index fitting for each noisy spectrum (or pair of spectra
in the TS case) was performed via direct numerical opti-
mization, using MatLab’s nonlinear optimization function
[16] with n, k and the absorbing layer thickness d as
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Fig. 3 The stages of fitting to determine noise resistance: the initial simulated reflectance spectrum (blue), here for the OS stack; a generated noisy

spectrum (yellow); and the resulting fit (red, dashed)
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the parameters of optimization. The merit function to be
minimized is %v 252: the least-squares sum of the dif-
ference § over N wavelength points between the target
spectrum or spectra, and the trial spectrum or spectra
generated at each step using trial values of n, k and d.
Figure 3 illustrates the stages of the fitting procedure,
showing the initial spectrum; the result of superimposed
noise; and the resulting fit against the noisy data. The dif-
ference between the initial spectrum and the fit reflects a
deviation in #, k and d between the nominal values used
to generate the initial spectrum, and the optimized val-
ues found in the fit, due to the addition of noise to the
spectrum.

This process is repeated 100 times for each configura-
tion tested to generate a population of #, k and d triplets.
Figure 4 shows sample scatter plots for 100 #, k and d
values, generated using the OS case.

Since each sample population of 100 noisy spectra
can be assumed to be equally normally distributed, the
resulting variation in the populations of #, k and d will
reflect the susceptibility of the fitting method to the noise.
Greater variation suggests a higher susceptibility to noise,
whereas smaller variation suggests the model is more
robust. This effect can be assessed by calculating the stan-
dard deviation of the n, k and d values. The standard
deviation can then be used as a figure of merit to assess the
performance of the fitting model and the impact of stack
design choices, such as thickness of different layers.

The uniqueness range of both methods was also calcu-
lated. This is a qualitative way to assess the uniqueness
of a given optimum, as an underdetermined optimization
problem may present multiple optimal solutions, but only
one of them will be the desired ‘true’ solution. The unique-
ness test varies one fit parameter within a range around
its ‘true’ value, and optimizes the remaining free parame-
ters to minimise the merit function [7]. If the lowest merit
function can only be obtained in a narrow window for
the fixed parameter, then the solution is strongly unique.
Conversely, if multiple widely-spread values for the fixed
parameter yield the same merit function, then the solution
is not unique and indeed the problem is poorly posed for
this optimization method. As the index (1 — ik) of a film
may be correlated with its thickness d, d was chosen as the
fixed parameter in this analysis.

It is important to note that the work described here is
all qualitative. Indeed, these simulations somewhat sim-
plify the notion of the ‘true’ value to the parameters used
to generate the target spectra. In the experimental case
the ‘true’ values of the parameters sought are unknown
and generally inaccessible; and so along with the method,
careful considerations must be made to the choice of mea-
surements, model etc. Therefore, it should be kept in mind
that what this work offers is a qualitative proof-of-concept
of the novel OS method against the traditionally used and
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Fig. 4 Three sample scatter plots of 100 n, k and d values for the
metallic top layer from fitting against spectra with normally
distributed additive (u = 0, 0 = 0.001) and multiplicative (u = 1,
o = 0.001) noise, for the OS stack with a 800 nm dielectric layer and a
40 nm metallic top layer. Top, k against n; mid, n against d; bottom, k
against d. The cross on each plot indicates the nominal values used to
generate the initial spectrum of n = 2.54, k = 343 and d = 40nm.
The standard deviation for these data is 0.015in n, 0.0116 in k and
0.236, corresponding to the first row in Table 1

proven TS method. This emphasises the need to further
validate the method using real samples, as described in the
second half of the paper.
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Table 1 Standard deviation for 100 simulated cases of n, k (both unitless) and d (nm) when using four different methods
Configuration Standard Deviation

n k d
OS near-normal incidence 0.015 0.0116 0.236
OS normal + oblique incidence 0.0095 0.0064 0.132
TS near-normal incidence 0.5365 0.0207 55
TS normal + oblique incidence 0.0212 0.0081 0.223

Results

The OS and TS stacks were both tested for noise sus-
ceptibility. Four configurations were trialed, for a metallic
layer thickness of 40 nm: the OS stack in reflectance
with 800 nm dielectric, calculated at close to normal inci-
dence (8°); the TS stack in reflectance and transmittance,
calculated at this same near-normal incidence; and both
configurations with additional calculations at oblique inci-
dence (45°) taken into account. The results are seen in
Table 1.

These results show that the improvement factor gained
with the addition of oblique measurements depends on
the stack (OS or TS). For the TS, the improvement in stan-
dard deviation when oblique measurements are taken into
account is huge: a reduction of more than 20-fold in the
standard deviation of # and d, and a reduction by more
than half in the standard deviation of k. This suggests
that, without the oblique measurements, the TS method
is somewhat reliable in determination of k but extremely
vulnerable to errors and bias in the determination of »
and d. Conversely, while an improvement is gained in the
OS case by adding oblique measurements, it is more sub-
tle - a reduction by less than half in standard deviation
for all three of n, k and d. Indeed, the performance of the
OS method when only using near-normal incidence mea-
surements is roughly equivalent to the performance to the
performance of TS using both near-normal and oblique
incidence measurements, with slightly less sensitivity to
k but better precision when determining #n. As measure-
ments at larger incidence can often be less reliable, due
to factors such as larger beam area at glancing angles, the
comparative high reliability of the OS stack even when
used only at near-normal incidence is a strong point in its
favour.

Additionally, observing the scatter of #, k and d gives
some insight to how these parameters behave during opti-
mization, as seen in Fig. 4. For instance, the plot of n
against d shows a strong negative correlation. This sug-
gests that the fitting method here is mostly sensitive to the
product nd, and that an overestimate in #» may be com-
pensated for by an underestimate in d and vice-versa. A
similar correlation is seen in k against d, although the
relation is less strong, suggesting that k has a stronger
uniqueness in the fitting method. # and k show an overall

positive correlation, since an overestimate in d is therefore
likely to lead to an underestimate in both # and k.

Uniqueness range

The uniqueness range of both the TS and OS stacks were
calculated. A reference spectrum (or spectra in the TS
case) was generated using n = 2.54, k = 3.43 and d
= 40 nm. The metallic layer thickness d was chosen as
the fixed parameter, which was varied around its optimal
value of 40 nm. The other parameters # and k were then
optimized against the reference spectrum or spectra.

The evolution of the least-squares merit function, given
by %\/ 3§82 (for § the difference between the optimized
and reference spectra at each point for N points), as d is
varied between 35 and 45 nm for the OS and TS cases can
be seen in Fig. 5. For the OS case, the merit rises sharply
as d moves away from the optimum of 40 nm. Conversely,
for the TS case the merit increases slowly as d is varied
from the optimum, suggesting a lower sensitivity to the
parameters of the fit. This supports our prediction that

Merit (e-4)

35 37 39 41 43 45

Layer thickness (nm)

Fig. 5 Evolution of least squares merit function with d fixed and
varied around from the optimum at 40 nm, for the two fitting cases

(OS and TS)




Shurvinton et al. Journal of the European Optical Society-Rapid Publications

the OS stack design presents a well-posed problem that is
more sensitive to the parameters of the fit.

These promising initial results indicated that there was
merit to the OS approach for index determination. There-
fore, we chose to move forward with the case of OS at
near-normal incidence in our simulations. We chose not
to use oblique measurements, as the results in Table 1
suggested the method was stable without them, and in
experiments they may contribute to an additional source
of error. We then investigated the impact of certain stack
design choices within this approach, such as thicknesses
of the various layers and effect of material choices.

Impact of metallic layer thickness

We assessed the range of Ti thicknesses over which this
method can be implemented, and the effect this has on
the fit. For our chosen method of thin film deposition
(electron beam evaporation), the lower thickness limit is
in practical terms between 5 and 10 nm, and we can-
not reliably deposit layers of lower thickness which are
homogeneous, uniform and continuous. Conversely, for
sufficiently thick absorbing layers, the spectral oscillations
of the dielectric spacer layer are strongly washed out, and
the spectrum tends towards that of the TS stack with the
same metallic thickness — ie, the contributions of the sub-
strate are minimised. The thickness at which this occurs
varies depending on the material in question; based on
simulations, we found it to be around 100 nm for tita-
nium with the assumption k~ 3. We therefore analysed
thicknesses between 10 and 100 nm for the simulated Ti
layer.

The evolution in the standard deviation as the layer
thickness changes can be seen in Fig. 6. The optimal
thickness for the OS stack is shown to be 30-40 nm. In
particular, for metallic layer thicknesses above ~60 nm
the standard deviation increases sharply, suggesting that
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as the spectral oscillations become weaker, the sensitiv-
ity to the precise index of the absorbing layer becomes
lower. Equally, for layer thicknesses below 20 nm the stan-
dard deviation also increases. This may be due to the fact
that these thinner layers have a much smaller impact on
the overall reflectance spectrum, and these features can
more easily be obscured by noise. This emphasizes the
importance of minimising errors for characterisation of
very thin layers.

Impact of dielectric layer

The optimum index and thickness of the dielectric layer
was also an important question. Oscillations in the
reflectance spectrum of the OS occur due to interference
within the dielectric layer. By analogy with a Fabry-Perot
etalon, troughs in R occur when the phase difference per
round trip, ¢ = 2nd where d is the thickness of the dielec-
tric layer and n is the real part of its refractive index, is
an integer multiple of the wavelength A; and peaks occur
when ¢ is instead an odd multiple of % Therefore, the
number of peaks visible within a given wavelength range
depends on the thickness d and refractive index n of
the dielectric layer, which may impact the precision and
sensitivity of the fitting.

Thicknesses of the dielectric layer between 100 and
1500 nm were trialled for the OS stack, correspond-
ing to an optical thickness range of 146-2190 nm for
the silica-like dielectric layer. The standard deviation in
the determined n and k of the metallic layer was again
used for the assessment of merit. Standard deviation was
seen to fluctuate significantly with the optical thickness,
with stronger fluctuation at lower optical thicknesses, and
smaller fluctuations for larger thicknesses (optical thick-
ness > 1000 nm, corresponding to physical thickness
> 700 nm). Similar trends were seen when an index of 2.3
was instead used for the dielectric layer, representing the
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real dielectric niobia (NbyOs). This suggests that different
dielectrics will give approximately equivalent behaviour,
and the main contribution of the dielectric layer is its opti-
cal thickness. We concluded that dielectric thickness and
index both did not have a large impact on the fitting, as
long as the optical thickness was sufficient to show at least
one full oscillation. This was investigated further with our
physical samples.

Optimal wavelength spacing was similarly chosen by
evaluating the resulting change in the standard deviation.
It was found that 5 nm wavelength spacing was sufficient
to minimise the standard deviation without significantly
slowing computation time.

These results suggested the OS fitting regime provided
a viable alternative to the transparent stack, and indeed
could even offer an improvement based on the simula-
tions. We then proceeded with experimental verification
using for Ti thin films.

Experimental work: index determination of thin Ti
layers using interference enhancement

The simulation work detailed above only gave part of the
picture regarding the performance of the OS stack design.
Crucially, it did not consider the dispersion of the mate-
rials in question. Real materials, especially metals, have
refractive indices that can vary strongly with wavelength,
and this makes the problem of index fitting considerably
more complicated. It was therefore important to verify
these results using real materials.

Methods
Sample deposition and measurement

We chose titanium (Ti) as our metal whose index would
be investigated. Commercial 4” silicon (Si) wafers were
used as the opaque substrate, as they were stable and
had well-known and repeatable dispersion properties. The
wafers were cut into pieces approximately 1 x 2” in size
to form the samples. For the dielectric layer we used sil-
ica (SiOy), as it is well-calibrated and repeatable and had
natural compatibility with the substrate material, since Si
naturally forms a thin layer of oxide when exposed to air.
Samples were deposited in a Biihler-Leybold Optics
SYRUSpro 710 deposition machine, which uses electron
beam evaporation in a vacuum of 2x10~7 mbars. The
deposition rates were 0.5 nm/s for SiO3, and 0.05 nm/s
for Ti. The slow deposition rate allowed for high precision
and repeatability of the deposited Ti thickness. The layer
thickness was monitored using a quartz microbalance.
The reflectance spectra of the samples were measured
using a Perkin-Elmer Lambda 1050 spectrophotometer.
The wavelength range was 370-835 nm, and the wave-
length spacing was 5 nm. Measurements were taken at as
close to normal incidence as possible, approximately 8°.
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Description of index dispersion with a model

The indices of real materials are typically dispersive.
Therefore the refractive index must be determined not
just as a single value, but for a sufficiently large number
of wavelength points depending on the shape of the dis-
persion and the wavelength range of interest. However,
determining the index dispersion separately at hundreds
of points is computationally expensive and often prone to
errors, leading to unphysical or strangely shaped distribu-
tions.

An alternative approach is to instead proceed using a
function, or model, which describes the index dispersion
using several parameters. The parameters of the model
then become the parameters of optimization, reducing the
number of values to be optimized from tens or hundreds
to just a few. For this reason, use of a dispersion model is
often highly advantageous. However, care must be taken
to choose an appropriate model to describe the material
in question, especially as metals often have complex dis-
persion relationships. The models used in this work to
describe the semitransparent Ti layer are described below.

Refractive index models for thin Ti layer

4-parameter analytical model

Initial investigation of the Ti layer was made using a
simple 4-parameter analytical model to approximate the
index dispersion, obtained by testing simple geometric
functions derived from observing the shape of the index
dispersion of bulk titanium. From the functions we tri-
alled, it was found that the most suitable fit was given
using a linear function of wavelength for # and a reciprocal
function of wavelength for k:

D
= —_ 1
k C+A (1)

n=A+BA
where A, B, C and D are the analytical parameters to be
determined.

Use of a simple model is advantageous in minimisation
of the parameter space. However, it also has some impor-
tant drawbacks. It is not Kramers-Kronig compliant [17]
(although this is a minor concern over our limited wave-
length range); and the parameters do not have any physical
origin. Hence, while this model is useful to validate the
approach using the simplest form of the problem, it was
also important to investigate a more complex physical
model alongside it.

Combined Drude and Forouhi-Bloomer model

The Ti layer was also described using the modified Drude
model, which treats free electrons as kinetic particles and
describes # and k of a metal using three parameters: E, g,
Ep and s (see [18], section VIII A for a full description).
However, the Drude model on its own was found to be
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insufficient to describe the index of the layer, as it does
not take into account contributions from interband tran-
sitions. As such, it is commonly extended by combination
with a dielectric model [19, 20]. In our trials, the best per-
formance was found using a combination of the modified
Drude model with the Forouhi-Bloomer model.

The Forouhi-Bloomer model [21] is a physical model
derived from interband transitions within a solid. The
model uses one or multiple absorbent transitions to deter-
mine k:

(A[E-E])/ (B -B+E+C) E>E,

k(E) = { (2)
0 E<E

In testing, it was found that describing a single transi-
tion within our wavelength range was sufficient. The real
part can then be obtained via the Kramers-Kronig rela-
tions [17] by adding one extra parameter #;,¢ (see [21] for
the full derivation). This gives A, B, C, Eg and n;,¢ as the
five Forouhi-Bloomer parameters to be optimised in this
model. Eg is the band gap energy of the absorber and 7;,,¢
is the high-energy refractive index of the material (one
or larger). Initial guesses for the other parameters can be
made by observing their physical origin [22]:

e A (in eV) is derived from the square of the dipole
matrix, and it gives the strength of the absorption
peak. A and C are correlated, describing respectively
the height and the width of the peak. As such, the
larger A is, the smaller C becomes. Generally,
0<A <24

e B/2 (in eV) is approximately the center of the
absorption peak. Generally, 3 < B < 30.

e C (in eV?) is related to the width of the absorption
peak. Generally, 3 < C < 150.

The contributions of the Drude and Forouhi-Bloomer
models can be combined by summation. Hence, €,y =
empm + €rp, where permittivity and refractive index are
related by e = (n + ik)?.

Results

Several stack designs consisting of a thick layer of silica
(SiO2) and a thin layer of titanium (Ti) were deposited
on silicon wafers using electron beam evaporation. Based
on the simulation work, three thicknesses of SiOy were
initially trialed: 300 nm, 500 nm and 800 nm. The tita-
nium layer deposited on these samples was expected to
be 28 nm thick based on initial calibration of our quartz
microbalance. This thickness was confirmed by measure-
ment via optical profilorimetry performed using a Zygo
NewView 7300™ machine. As the quartz microbalance
in the SyrusPRO deposition machine is known to be linear
and highly stable, it was sufficient to calibrate for only one
layer to ensure that we could well control the thickness.
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The index fitting proceeds similarly to the theoreti-
cal case, using the measured spectra of the samples as
the target and with the refractive index dispersion model
parameters as the parameters of optimization, and seeking
to minimise the least-squares merit function %\/ »682.

Confirmation of Si and SiO, index

We chose the materials of commercial Si wafers for the
substrate and SiO; for the dielectric spacer layer due to
them being reliable and repeatable, but it was still neces-
sary to first carefully characterise these materials, as any
inaccuracies in the values of their index dispersions would
propagate through to the final estimate for the refractive
index.

For the Si substrate, we used literature values for the
refractive index dispersion. The data used were those
included in the Thin-Film Toolbox used for simulations,
originally measured by the SOPRA company in the late
80s and 90s and currently available at a website main-
tained by Software Spectra [23]. The reflectance spectrum
generated using these data was very close to the measured
reflectance spectrum of the wafers, showing an average
divergence of approx. 0.1% and a total least-squares merit
0f 0.897 x 10~%. Hence, these data were deemed sufficient
to use in our model.

However, the approach of using literature values was not
suitable for the SiO9 layer. Thin-film properties typically
differ from those of the bulk material, and further vary
depending on the precise parameters of deposition. Addi-
tionally, the thickness of the deposited layer may vary with
atolerance of ~ 1 percent depending on the sample’s posi-
tion in the machine. Since the OS fitting method is very
sensitive to the optical thickness of the dielectric layer, it
was necessary to individually determine the parameters of
the SiOj layer for each sample.

In order to allow separate measurement and characteri-
sation of both the SiO; and the Ti layers, the Ti layer was
only deposited on part of each sample. This was achieved
by partial masking in between deposition of the SiO; layer
and the Ti layer. Samples were cut along the tangent to
the direction of rotation within the deposition machine to
take advantage of the higher uniformity in this direction.
This ensured that the variation in SiOj layer thickness
between the two parts of the sample was minimised to less
than 0.1%.

For the index of the SiO; layer, a two-parameter Cauchy
model [24, 25] was used for the real part of the refractive
index, with the imaginary part taken to be 0 (valid for silica
in the visible range [24]). The thickness of the layer is also
a free parameter in this fitting. The Cauchy approximation
for the SiO, layer was optimized using nonlinear func-
tion minimization, and the resulting calculated spectra is
shown in Fig. 7 alongside the measured spectra used for
the fitting. Although simple, the Cauchy approximation
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Fig. 7 Measured reflectance spectrum from Si substrate coated with

800 nm SiO2 (dashed) at near-normal incidence, and the resulting fit

for the index of the SiO2 layer using a two-parameter Cauchy
approximation (solid)

shows good agreement against the measured data, with
maximum divergence 1-2% and a typical least-squares
merit of 3.90 x 10~%. This fitting was performed for every
sample to precisely determine the thickness before fitting
for the Ti index.

Index determination of metallic layer

Several models were tested for the approximation of the
index of the Ti layer, including several analytical mod-
els using geometric functions, and physical models such
as the Drude model and the combined Drude-Lorentz
model. We chose to closely investigate two: the four-
parameter geometric model detailed in equation (1), and
a combined Modified Drude and Forouhi-Bloomer (MD-
FB) model. The resulting fits from these models for a Ti
layer of nominal 28 nm thickness can be seen in Fig. 8.
The thickness obtained from fitting via each model was
27.2 nm for the four-parameter model, and 26.9 nm for
the FB-MD model.

Reduction of the parameter space reduces the degrees of
freedom of the fit and improves the likelihood of converg-
ing to a unique solution. However, it is also vital to choose
an appropriate model for the layer in question. Use of a
purely analytical model may result in a solution that, while
a strong match to the data, has no physical significance
and therefore cannot be considered useful or representa-
tive of the ‘true’ value of the parameters. This must be
taken into consideration when comparing the results of
the two models used in this work.

The four-parameter geometric model was initially used
to fit the Ti layer in our investigation. The least-squares
merit function achieved with this model is 3.66 x 1074,
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indicating a very good fit to the experimental data. How-
ever, if one looks closer there are several places, for exam-
ple the troughs at 500-540 nm and 620-700 nm, where
the fitting clearly diverges from the measured spectrum,
motivating the use of a more complex model to investigate
whether improvements could be made.

The only model that was found to give comparable per-
formance to the four-parameter model for the index of
the Ti layer was the combination of the Modified Drude
and Forouhi-Bloomer models (MD-FB). This model gave
a slightly improved least-squares merit function for these
data of 3.20 x 10~%, Comparison with the four-parameter
model fit in Fig. 8 shows that it gives closer agree-
ment with the measured data at shorter wavelengths,
but diverges further from the data at longer wavelengths
(namely at the trough between 415-440 nm).

The results given by both models for the index disper-
sion of the 28 nm Ti layer are seen in the bottom graph of
Fig. 8, along with the literature data for bulk Ti for com-
parison. Both the simple model and the MD-FB model
give similar approximations for the index dispersion of the
Ti layer. These results generally agree with other work on
characterisation of Ti thin films [26]. Furthermore, as was
previously demonstrated, the OS stack design exhibits a
high uniqueness in its fitting.

However, despite the improvements achieved with the
MD-FB model, the fitting still shows some divergence at
the peaks and troughs of the spectrum. It is possible that
this is due to errors introduced from the refractive index
values used for the materials of silicon and silica. Indeed,
the merit function obtained for the SiO layer fitting is
larger than that obtained for the Ti layer (3.90 x 10~%
vs 3.20 x 107%). As such, the Ti fit returning a lower
merit function than this may not actually be an indication
of a better fit, but rather a compensation by the model
for errors. In this way, paradoxically, a lower merit func-
tion may indicate an unphysical fit. This reflects one of
the problems with using models with a larger parame-
ter space, as it enlarges the degeneracy of the solution
space and increases the possibility of fits with equal or
improved merit functions being inaccurate or unphysical.
However, close agreement with the results of the simpler
4-parameter model, and strong repeatability, indicate that
the MD-FB model is performing well.

We can use the repeatability of the fitting and the pre-
vious estimates of uniqueness to estimate the tolerances
of this method. From the calculations of the uniqueness
range, a least-squares merit of ~ 3 x 10™* corresponds
to a range in thicknesses of around +10%. If we expect
this to correspond to a similar range in n and k, then this
suggests we can expect around 10% variation in n and k
as well, or a variation of around £0.2. From experiments,
when multiple samples were analysed, deposited in the
same conditions with the same 28 nm thick Ti layer, we



Shurvinton et al. Journal of the European Optical Society-Rapid Publications (2021) 17:29 Page 11 of 14
a 06 T : ;
0.58 1
0.56 J
0.54 1
0.52 1
X 05r J
0.48 1
0.46 1
——MD-FB fit
0.44r Simple fit 1
- --- Measured target
042+ ] 1
1
0.4 1 Il 1 1 1
0.3 0.4 0.5 0.6 0.7 0.8 0.9
Wavelength (um)
b 4
3.5
3
o)
©:2.5
L=
2 . ) )
Pty n simple k simple
""—
1.5 o7 e ) FB+MD ===k FB+MD
L’
== ==n bulk == === bulk
1
0.35 0.45 0.55 0.65 0.75 0.85
Wavelength (um)
Fig. 8 Top: measured reflectance spectrum for Si/800 nm SiO2/28 nm Ti stack at near-normal incidence, and resulting fits for index dispersion of the
Ti layer using simple and MD-FB models. Bottom: comparison between literature data for bulk Ti (dashed), and simple and MD-FB models for index
dispersion of 28nm Ti layer (solid)

found the method was repeatable to around £0.1 in # and
k and £1 nm in layer thickness d, corresponding to around
+5% for all three parameters.

The effect of the SiO; layer thickness on the perfor-
mance of the OS stack was also tested experimentally.
Three Si samples with different thicknesses of SiO; (300,
500 and 800 nm) were all coated simultaneously with a Ti
layer of 28 nm nominal thickness. Fitting was performed
on these samples to determine n and k. We report in

Table 2 the parameters for the index dispersion of Ti for
these samples using the simple four-parameter model. It is
seen that parameters C and D are very close to within £0.1
and +0.03, respectively. Parameters A and B show more
variation, likely because within this wavelength range they
can strongly compensate for one another. The resulting
approximations for n and k were within +0.1, in agree-
ment for our previous determination of the tolerance,
and the estimations for the Ti layer thickness were within
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Table 2 Parameters A, B, C and D and layer thickness d for fitting Ti layer using the four-parameter model (equation 1) for three

different SiO, thicknesses (300, 500 and 800 nm)

SiO, thickness A B(um™") C D (um) d (nm)
300 0.546 3.52 4.05 -0.654 285
500 0.897 2.99 3.98 -0.685 289
800 0.779 341 4.13 -0.650 27.2

£1 nm. Equally, the MD-FB model was found to give a
very similar result for index dispersion for each sample,
determining index to within £0.13 for all values of n and k
and layer thickness d to within £0.7 nm. This result shows
stability of the technique, and corroborates the predic-
tion from simulations that above ~ 250 nm the dielectric
thickness does not have a large impact on the fitting. We
concluded that for a given thickness of metallic Ti layer,
this method showed good repeatability.

Of note, the values for the index dispersion of the Ti
thin-film layer are significantly different from the litera-
ture values for bulk Ti. The real part n is slightly higher,
and the imaginary part k is much lower. It is not uncom-
mon for the index of thin film materials to differ sub-
stantially from that of the bulk material, due to a variety
of phenomena. One possible effect that is likely to have
a large impact on Ti thin film layers is the formation of
oxides at the upper air/layer boundary.

If these oxide layers are indeed present and have some
effect on the refractive index of the layer, it is also likely
that their impact would vary with the thickness of the
deposited layer, since if oxidation depth is independent of
layer thickness, the proportion of oxide formation varies
with the total layer thickness. In addition, several other
metals (such as gold [3]) are known to exhibit addi-
tional index variation with thickness independent of oxide
formation, which arise from various factors such as crys-
talline grain formation. This motivated investigation of
the index of Ti films of different thicknesses.

Impact of ti layer thickness

The OS fitting method was used to investigate the change
in refractive index of titanium with layer thickness. We
deposited samples using 800 nm SiO; and a range of Ti
thicknesses. The index was fit using the combined MD-FB
model. We focused on thicknesses within the initial esti-
mate for the validity range of this method determined by
the simulation work — that is, from approximately 15 to
40 nm of a Ti-like material. We performed dense sampling
within this range, and then took additional samples at 6
nm and 70 nm to examine the extremes of this range and
assess whether the method was still applicable.

The results of this fitting are shown in Fig. 9, which
displays the evolution with layer thickness of the refrac-
tive index at a representative wavelength of 450 nm. As
the index dispersion varies gradually over the wavelength

range, this is sufficient to describe the trend. For layers
between 13-40 nm, an increase in layer thickness yields a
slight upward trend in k, from ~ 2.25 to ~ 2.5. Conversely,
n appears approximately stable over this range.

Within this range there are noticeable fluctuations of
around £0.2 from this trend, which are slightly larger
than the repeatability tolerances of £0.1 previously found.
This may suggest slight instability in the layer index
due to potentially slightly different deposition conditions
between samples. Therefore, £0.2 may be considered as
the overall errors for this index determination, taking into
account deposition and measurement errors.

The thinnest layer investigated (~ 6 nm) and the thick-
est (~ 70 nm) both show significantly different behaviour
from the layers in the 13-40 nm range. The 6 nm layer
exhibits a much lower absorbance than the thicker lay-
ers. This is possibly due to oxidation of a comparatively
large proportion of the layer, forming the nonabsorbing
dielectric TiO;. This corresponds with other work on Ti
thin films suggesting that the oxide thickness formed in
air at room temperature is on the order of 3-6 nm [27]. As
Ti and TiO; have significantly different index dispersions,
presence of a large proportion of both within the layer
suggests substantial inhomogeneities within the layer. As
such, the models described above, which treat all layers as
homogeneous with regards to index dispersion, may not
be sulfficient to fully describe this layer. It is possible that
a more detailed assessment of this layer could be achieved
using a model that considers these inhomogeneities. How-
ever, such analysis is outside of the scope of this paper, and
we instead conclude that the obtained result represents
the effective index of this layer if treated as homogeneous.

In contrast to the layers of 17-40 nm thickness, the
70 nm layer does not follow the trend of increasing index
with thickness. This suggests that for thicker layers, a sim-
ple linear trend is no longer sufficient to describe the
evolution in index dispersion with layer thickness. How-
ever, as this layer is close to the absorbing limit for the OS
method, investigation of thicker Ti layers (100 nm+) is not
compatible with the proposed technique.

Limitations of the fitting method

The effective lower limit for the layer thickness in this
work was the thinnest layer we could reliably deposit
using our process (electron beam deposition in Biihler
Leybold Optics SYRUSpro 710 deposition machine) while
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still ensuring a uniform and homogeneous layer. This
represents a thickness limit of 5-6 nm.

The upper thickness limit for this method arises due
to absorbance. From theoretical concerns, as the thick-
ness of the top metallic layer increases, the oscillations
of the stack below become strongly washed out, and this
fitting procedure is therefore less suitable. As such, we
restricted our investigation to layers of 70 nm thickness or
less. Refinement of the model and method could poten-
tially improve this. However, for many applications such
as transmission filters [28, 29], anti-reflection coatings
[30] and absorbers [31], and colour coatings [32, 33], a
semitransparent absorbing layer is ideal, and this method
of index determination is well-suited to characterise such
layers.

Conclusion

A spectrophotometric method of determining refractive
index for a semitransparent absorbing layer was intro-
duced. This method uses a dielectric spacer layer between
the opaque substrate and the absorbing top layer to gener-
ate an oscillatory reflectance spectrum. These oscillations
enhance the sensitivity of the spectrum to the refractive
index dispersion of the absorbing layer, providing more
information in the fitting. In simulations, the method was
compared against the standard method of depositing the
semitransparent layer on a transparent substrate using
simulations. We found that the opaque substrate method
is more robust and resistant to noise than the method
of using a transparent substrate, and shows improved
uniqueness, being more likely to converge to a single
solution. An experimental verification of the method was
carried out for the case of Ti thin films between 6-70 nm
in the visible spectrum (370-835 nm). The Ti film was

deposited on a silicon substrate over a layer of silicon
dioxide, fabricated in-house using electron beam evapo-
ration. In experimental testing, this method can quickly
compute dispersive refractive index of a titanium sam-
ple with repeatability to within +5%. The effect of layer
thickness on the index of titanium thin-films was found
to be roughly linear, with the thinnest film studied (6 nm)
showing a large divergence in refractive index.

Abbreviations
OS: (opaque stack); TS: (transparent stack); MD-FB: (modified Drude and
Forouhi-Bloomer)
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