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Abstract
In this paper, a new application of teaching learning-based optimization algorithm is presented for tuning the parameters of the
controller based on disturbance observer with coefficient diagrammethod and backsteppingmethod for electrohydraulic servo
system to compensate the external disturbances and parameter uncertainties. Accurate stability and asymptotic convergence
of the tracking errors to zero are achieved. Simulation results are integrated to expose the efficacy and robustness of the
proposed approach.

Keywords Electrohydraulic servo system · Backstepping control · Coefficient diagram method controller · Disturbance
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1 Introduction

Electrohydraulic servo systems (EHSS) are commonly
employed in recent engineering applications such as man-
ufacturing equipment, aircrafts, submarine operations and
robotic (Detiček and Kastrevc 2016). Compared with their
electrical counterparts (Yuan et al. 2018), a good power-to-
weight ratio is achieved. However, the EHSS is characterized
by highly nonlinear properties rising from square-root flow
function (Baek et al. 2018); a great challenges for controller
design of EHSS are presented by parameter uncertainties and
external disturbances. Several control methods have been
implemented for EHSS, the employment of linear method
of control is permitted by local linearization of the nonlin-
ear dynamics about a nominal operating form, but the global
stability of this technique was not confirmed such that PID
control (Yuan et al. 2018). Input–output linearization has
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been suggested; on the other hand, a high amplitude of control
input signal can be acquired due to elimination of the nonlin-
ear terms (Shoja-Majidabad 2016). Slidingmode control was
used to control the EHSS, it is robust to modeling error with
certain conditions, but the problem of chattering is produced,
due to the switching input (Ahn et al. 2014). Variable struc-
ture control methods were proposed; however, chattering
problem can be produced in the control signal by excite-
ment of high-frequency modes (Ahn et al. 2014). Several
backstepping control method using the nonlinear dynam-
ics properties of an EHSS has been suggested and recover
the position tracking performance (Ba et al. 2016; Detiček
and Kastrevc 2016). However, in these researches, the dis-
turbance elements in terms of the external disturbance were
estimated by observer and were not discussed to estimate
and compensate the unknown disturbance and uncertainties
in order to improve the performance.

Newly, more attention has been won by the disturbance
observer-based control for system plants subject to large
disturbances and uncertainties due to its faster response in
handling the disturbances (Vieira et al. 2017). So far var-
ious disturbance observers have been planned for EHSS.
In one study, an integral sliding mode disturbance observer
was suggested to deal with the problem of load pressure
control in the company of the external disturbances (Has
et al. 2015), the structure of this controller can be simply
applied, and a robust performance is presented where the
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chattering effect is minimized. In other study (Sheng and Li
2016), a disturbance observer based on hybrid robust control
was presented to reject low-frequency disturbance and high-
frequency noises, but was employed only for a linear model
of the considered system. In other research it was offered a
disturbance observer-based backstepping control; however,
the high amplitude of the control input signal was affected
(Wang and Wang 2017).
In this work, a disturbance observer-based coefficient dia-
gram method CDM was planned (Ali et al. 2019; Coelho
et al. 2016; Erkan et al. 2017;Mohamed et al. 2016) and back-
stepping control (CDM-backstepping) (Arsalan et al. 2018;
Dashkovskiy and Pavlichkov 2017) to estimate the distur-
bance and to increase the position tracking performance in
the presence of external disturbances containing friction and
load force, while evading amplification of the measurement
noise. An auxiliary state variable can be employed to evade
theuseof the derivative of themeasured signal. This approach
is arranged among the robust control, and its efficient can
be proven for unstable system and nonminimum phase sys-
tem where the TLBO is another technique for increasing the
robustness by finding the optimum parameters. The asymp-
totic convergence of the tracking error can be guaranteed in
the presence of both friction and load force. The performance
of the proposed method is validated without any chattering
effect via simulations.

It is evident that the performance of controlled system
depends not only on controller structure but also on the arti-
ficial intelligent technique employed; therefore, proposing
new controller approaches by means of high-performance
optimization technique such as teaching learning-based opti-
mization (TLBO) is always welcome.
TLBO is a novel nature-inspired algorithm (Chatterjee and
Mukherjee 2016; Sahu et al. 2016) and frequently employed
in practical optimization problems. Some attractive features
was attained and generally applied to get global optimal
solutions for optimization problems with a reduced compu-
tational cost, but also is simple for having only the number
of learners as a parameter comparing with many optimiza-
tion techniques, such that genetic algorithm, GA, which has
three parameters, population size, crossover rate and muta-
tion rate. The same case is with particle swarm optimization
PSO where the inertia weight, social and cognitive param-
eters are employed. Similarly, in artificial bee colony ABC
employed, scout and onlookers are required as the param-
eters; in harmony search, HS, the parameters of harmony
memory consideration rate, the pitch-adjusting rate and the
number of improvizations are necessitated. A very crucial
role in the performance of the algorithms is motivated by
the number and the proper selection of these control param-
eters; this optimization method is achieved by simulating the
teaching phase and learning phase. The outcome is related
to the performance of the learners and the teacher. In this

algorithm, the knowledge is upgraded by the learners on the
basis of the teacher knowledge which is known as a highly
qualified person. If the student is teaching by the teacher in
a well-mannered way, then the outcome of the students will
definitely improve. The algorithm works on the principle of
preserving the best student as the teacher, and the other func-
tions are improvized on the basis of best solution obtained
(Chatterjee and Mukherjee 2016). Here, the effectiveness of
the TLBO algorithm is exploited to find the optimum value
parameters of CDM-backstepping with disturbances while
controlling the EHSS.

The paper is organized as follows. In Sect.2, EHSS
state space model is presented. In Sect. 3, the CDM con-
troller is designed for linear system. In Sect. 4, disturbance
observer-based CDM-backstepping is proposed. In Sect. 5,
the explanation of TLBO algorithm is presented. In Sect. 6,
the numerical results and discussion are treated to appear the
effectiveness of the proposed control scheme; finally, con-
clusions are presented in Sect. 7.

2 EHSS State SpaceModel

The state space model of EHSS is taken 5th order on the way
to include an accurate model of dynamic characteristics and
so its influence on performance of position control, and it is
written as follows

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2
ẋ2 = f1 + Ap

m x3 − d
m

ẋ3 = f2 + bx4
ẋ4 = x5
ẋ5 = f3 + a6u
y = x1.

(1)

where x1(t) is the piston position of the hydraulic cylinder,
x2(t) is the piston velocity, x3(t) is the load pressure of the
hydraulic cylinder, x4(t) is the spool position of the servo
valve, u(t) is the input voltage of the servo amplifier, y(t)
is the system output, and d is the disturbance in unmodeled
friction and load force.
where f1 = −(−Ksx1 − Bx2) /m, f2 = a2x2 + a3x3, f3 =
a4x4 + a5x5, a1 = Ap/m, a2 = −4βeApVt, a3 = −4βe

CtpVt, a4 = −ωsv
2, a5 = −2ζsvωsv, a6 = ωsv

2KsKa and
b = (−4βeCdωVt

√
ρ
)√

Ps − sgn(x4)x3.
m is the equivalent mass with considerations of the mass of
the pistons and the oil in the chambers of the hydraulic cylin-
der, Ap is the effective pressure area of the piston, Vt is the
total actuator volume with consideration of the pipe volume
between the servo valve and the hydraulic cylinder, Cd is the
discharge coefficient, ρ is the density of hydraulic oil, Ks is
the spring stiffness, B is the viscous damping coefficient of
the pistons, Ka is the servo amplifier gain, βe is the effective
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volume elasticity modulus of the hydraulic fluid, ω is the
area gradient of the servo valve spool,Ctp is the total leakage
coefficient, Ps is the supply pressure of the pump, ωsv is the
servo valve natural frequency, ζsv is the servo valve damping
ratio, and Ksv is the torque motor gain.

3 Linear Control Using CDMDesign

CDM is one of the algebraic methods with polynomial struc-
ture by combining classical and modern control design (Ali
et al. 2019), the design of the controller is permitted for
the indicated settling time with a good balance in terms of
simplicity, minimum overshoot, stability and robustness, and
more reliable parameters selection can be designed based on
the stability index and equivalent time constant.
For the specified system, the output of the CDM control sys-
tem as illustrated in Fig. 1 is expressed as

yi = N (s)F(s)

P(s)
ri + A(s)N (s)

P(s)
di . (2)

where yi is the output, ui is the input control, ri is the ref-
erence input, di is the external disturbance signal, N (s) and
D(s) are the numerator and the denominator of the transfer
function of the system, respectively, A(s) is the denominator
polynomial of the controller transfer function, while F(s)
and B(s) are named the reference numerator (prefilter) and
the feedback numerator polynomials of the controller trans-
fer function. As well, the characteristic polynomial P(s) is
formulated in the following polynomial form (Abtahi and
Yazdi 2019; Coelho et al. 2016).

P(s) = D(s)A(s) + N (s)B(s) =
n∑

i=0

μi s
i

= μ0

⎡

⎣

⎧
⎨

⎩

n∑

i=2

⎛

⎝
i−1∏

j=1

1

γ
j
i− j

(T0s)
i

⎞

⎠

⎫
⎬

⎭
+ T0s + 1

⎤

⎦ (3)

where A(s) = ∑n
i=0 li s

i and B(s) = ∑n
i=0 ri s

i , the tran-
sient response characteristic is represented by the equivalent
time constant, given as T0 = ts (2.5 ∼ 3) = μ1μ0, fur-
thermore, the recommended standard values of the stability
indices are γ1 = 2.5, γi = 2, i = 2 ∼ (n−1), γ0 = γn = ∞
and the stability limits are γi

∗ = 1γi−1+1γi+1 to perform the
stability and the shape of the time response, but the robust-
ness is specified by the variation of stability indices due to
plant perturbations and parameter variations.
Stability indices are related to the coefficients of character-
istic polynomial by γi = μi

2(μi−1μi+1).
The parameters ts and T0 can be modified to provide the
needed performance, with γi > 1.5γ ∗

i for all i = 1 ∼ (n −

Fig. 1 Block scheme of the CDM control

1). When the prefilter F(s) = P(s)|s=0 N (s) is chosen to
decrease the steady-state error to zero (Coelho et al. 2016).

4 Disturbance Observer-Based
CDM-Backstepping

Backstepping technique is a recursive procedure that the Lya-
punov function is used with the design of feedback control
(Chaoui and Gualous 2017; Chihab et al. 2015; Benslimane
et al. 2017; Ting et al. 2016). The n-order system is divided
into n subsystems and is taken one of the states of the second
subsystem as the control of the first subsystem; this state is
replaced by the desired control and a new virtual state (Chen
et al. 2016; Nguyen et al. 2019; Pratap and Purwar 2014).
Continuing backstepping until the last subsystem, all shifted
nonlinearities can be cancelled by the actual control (Ahn
et al. 2014).

In this section the robust CDM-backstepping is proposed
step by step to control the angular displacement of an EHSS
which yields external disturbance and noise rejections. In
this work, the use of an observer is necessary to estimate
the disturbance d of the friction and load force, where the
stability is proven by Lyapunov theorem.
From the dynamics model of EHSS system, it can be formu-
lated d as d = −mẋ2 + Apx3 − f1.
The estimations of the disturbance d̂ are defined. The esti-
mation error is specified as ed = d − d̂, and the dynamic of
d̂ can be obtained as˙̂d = −lo

(
mẋ2 − Apx3 + f1 + d̂

)
. where the observer

gain is represented by lo, and the disturbance and its time
derivative are bounded, where

∣
∣ḋ
∣
∣ ≤ ḋmax.

The auxiliary variable is assumed ξ = −d̂ − lomx2; then,

the time derivative of ξ is taken, ξ̇ = − ˙̂d − lomx2. It can be
specified as

ξ̇ = −lo (ξ + lomx2) + lo
(−Apx3 + f1

)
(4)

The estimation error can be taken such that ėd = −loed +
ḋ with ed ≤ exp(−lot). |ed(0)| + 1loρ(t) and ρ(t) ≥∣
∣ḋ
∣
∣ , ∀t ≥ 0.
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Firstly, the error z1 is taken z1 = x1 − xd , and the first
Lyapunov function is defined as V1 = 0.5z12, its derivative
with respect to time is specified as V̇1 = z1 ż1, and this can be
written as : V̇1 = z1(x2 − ẋd), after that the error z2 is taken
: z2 = x2 − ẋd − φ1, V̇1 is obtained as V̇1 = z1(z2 + φ1) =
z1(z2 − k1z1) = −k1z12 + z1z2.
Let the second Lyapunov function V2 is as follows V2 =
V1+0.5z22+0.5ed2, and its time derivative can be expressed
as V̇2 = V̇1 + z2 ż2 + ed ėd then, taking ż2 = ẋ2 − ẍd − φ̇1,
consequently

V̇2= V̇1 + z2(ẋ2 − ẍd − φ̇1) + ed ėd
= V̇1 + z2

(
Ap
m x3 − f1

m − d
m − ẍd − φ̇1

)

+ed ėd
= V̇1 + z2

(
Ap
m (z3 + ẍd + φ2) − f1

m − d
m − ẍd − φ̇1

)

+ ed(−loed + ḋ)

= V̇1
+ z2

(
Ap
m z3 + Ap−m

m ẍd + Ap
m φ2 − f1

m − d
m − ẍd − φ̇1

)

+ ed(−loed + ḋ)

(5)

φ2 is taken as φ2 = (1Ap)( f1 − (Ap − m)ẍd − k2mz2 −
mz1 + d̂), and one has

V̇2 = −k1z1
2−k2z2

2− 1

m
z2ed+ Ap

m
z2z3+ed(−loed+ḋ) (6)

Then

V̇2 ≤ −k1z12 − k2
(
z22 + 1

k2m
z2ed

)

+ Ap
m z2z3 − loed2 + |ed |

∣
∣ḋ
∣
∣

= −k1z12 − k2
(
z2 + 1

2k2m
ed
)2 + Ap

m z2z3

− η
(
|ed | − 1

2η

∣
∣ḋ
∣
∣
)2 + 1

4η

∣
∣ḋ
∣
∣2

≤ −k1z12 − k2
(
z2 + 1

2k2m
ed
)2 + Ap

m z2z3

− η
(
|ed | − 1

2η

∣
∣ḋmax

∣
∣
)2 + 1

4η ḋ
2
max

(7)

The third Lyapunov function is taken as V3 = V2 + 0.5z32,
subsequently V̇3 = V̇2 + z3 ż3, z3 is selected as z3 = x3 −
ẍd − φ2, at that time ż3 = ẋ3− ...

xd −φ̇2, and consequently :

V̇3 = V̇2 + z3(ẋ3− ...
xd −φ̇2)

= V̇2 + z3(a2x2 + a3x3 + bx4− ...
xd −φ̇2)

(8)

Then, z4 is taken as z4 = x4− ...
xd −φ3, and as a conse-

quence V̇3 = V̇2 + z3(a2x2 + a3x3 + b(z4+ ...
xd +φ3)− ...

xd
−φ̇2), as well V̇3 = V̇2 + z3(a2x2 +a3x3 +bz4 + (b−1)

...
xd

+bφ3 − φ̇2).

In that case, φ3 is chosen as φ3 = (1b)(−a2x2 −a3x3 − (b−
1)

...
xd +φ̇2 − k3z3 − (Apm)z2); then,

V̇3 ≤ −k1z21 − k2
(
z2 + 1

2k2m
ed
)2 − η

(
|ed | − 1

2η ḋmax

)2

+ 1
4η ḋ

2
max − k3z23 + bz3z4

(9)

The fourth Lyapunov function is designed as V4 = V3 +
0.5z42, its time derivative is given by V̇4 = V̇3 + z4 ż4, after

that z4 is defined as z4 = x4− ...
x 4 −φ3, also ż4 = x5 − .̇..

x 4 −
φ̇3, then

V̇4 = V̇3 + z4(ẋ4 − .̇..
x 4 − φ̇3) = V̇3 + z4(x5 − .̇..

x 4 − φ̇3) (10)

where

z5 = x5 − .̇..
x 4 − φ4 (11)

The time derivative of V4 is specified as V̇4 = V̇3 + z4(z5 +
φ4 − φ̇3), and φ4 is taken φ4 = φ̇3 − k4z4 − bz3, and one has
:

V̇4 ≤ −k1z
2
1 − k2

(

z2 + 1

2k2m
ed

)2

− η

(

|ed | − 1

2η
ḋmax

)2

+ 1

4η
ḋ2max − k3z

2
3 − k4z

2
4 + z4z5

The final Lyapunov function is designed as follows V5 =
V4 + 0.5z2

5
, then V̇5 = V̇4 + z5 ż5, and one has

V̇5 ≤ −k1z21 − k2
(
z2 + 1

2k2m
ed
)2 − η

(
|ed | − 1

2η ḋmax

)2

+ 1
4η ḋ

2
max − k3z23 − k4z24 + z4z5 + z5 ż5

(12)

where ż5 = ẋ5 − .̈..
x 4 − φ̇4.

The virtual control is defined as ζ = x5; then, the control
signal is expressed as follows

ao0(x)u + ao1(x)
du

dt
= eo(t) (13)

where

eo(t) = co0(x)φ4 − bo0(x)ζ − bo1(x)ζ̇ (14)

ao0(x), ao1(x), co0(x), bo0(x) and bo1(x) are nonlinear
gains of nonlinear coefficient diagrammethod controller pre-
sented in (13)–(14).
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Consider the electrohydraulic servo system dynamic spec-
ified by (1) with coefficient diagram method control (13)–
(14), and that the gains δo and co are assumed such that

∣
∣
∣
∣coδosign(zo)

∫ t

0
z5(σ )dσ

∣
∣
∣
∣ > �o with �o ≥ |z4| + |h(x)|

(15)

The errors z5(t) are obliged by the control signal to converge
to zero that will be now defined. Firstly the next nonlinear
gains are selected as

{
ao0(x) = −ko (da6dt) = 0
ao1(x) = −koa6.

(16)

With ko is any positive constant. Then, Eq. (11) is substi-
tuted into (14); it is given z5 = (

b−1
0o

c0o − 1
)
φ4 −b−1

0o
eo and

the next nonlinear gains are taken co0(x) = bo0(x) = co and
bo1(x) = 0, then

eo = −coz5 (17)

Its second derivative with respect to time is expressed as

ëo = coφ̈4 − coζ̈ + co
...
...
x 4 (18)

Equations (13), (14) and (16) are combined and yield

ζ̈ = ḟ3 − ko1eo (19)

With ko1 = ko−1 after that, Eq. (19) is substituted into (18),

and it is obtained ëo = coφ̈4 − co( ḟ3 − ko1eo) + co
...
...
x 4, then

ėo = coφ̇4 − co

(

f3 − ko1

∫ t

0
eo(σ )dσ

)

+ co
.̈..
x 4 (20)

And Eq. (17) is used to find

ż5 = ho(x) − ko1

∫ t

0
eo(σ )dσ (21)

With ho(x) = f3 − φ̇4(t) − .̈..
x 4(t), then taking ko1 =

δosign (zo) and zo = z5
∫ t
0 z5(σ )dσ , then replacing the

dynamics of z5 given by (21) and the control signal spec-
ified by (13), next one has

V̇5 ≤ −k1z21 − k2
(
z2 + 1

2k2m
ed
)2 − η

(
|ed | − 1

2η ḋmax

)2

+ 1
4η ḋ

2
max − k3z23 − k4z24 + vo(t)

(22)

where vo(t) = z5
(
z4 + ho(x) − ko1

∫ t
0 z5(σ )dσ

)
, then V̇5

is written as V̇5 ≤ −(1−ς)V̇50−ς V̇50+ 1
4η ḋ

2
max+vo(t)with

: V̇50 = k1z21+k2
(
z2 + 1

2k2m
ed
)2+η

(
|ed | − 1

2η ḋmax

)2

+k3z23 + k4z24
and 0 < ς < 1, if lo is chosen such that 1

lo
< 4m2k2 and

‖zl‖ ≥ Bl, where zl = [z1, z2, z3, z4, z5, ed ]T , Bl ={
zl
∣
∣ς V̇5 = 1

4η ḋ
2
max

}
, but :

vo(t) = z5 (z4 + ho(x) − coδozosign(zo)) is negative,
then it is obtained V̇5 ≤ −(1 − ς)V̇50, and as a result, the
tracking errors z1, z2, z3, z4, z5 and the disturbance observer
error ed are asymptotically stable.

5 TLBO Algorithm

The key idea of TLBO is the reproduction of a traditional
teaching learningmethod of a classroom between the teacher
and the students to search the optimum solution. The algo-
rithm has two phases, the teacher phase and the learner phase
(Chatterjee andMukherjee 2016). Throughout the first phase,
the knowledge is instructed by the teacher among the learn-
ers and an effort is made to increase the mean result of the
class. The knowledge will be gained by learners depending
upon the quality of the learners present in the class and the
quality of the teaching.
The secondphase is the learner phase inwhich the learner acts
as a teacher for other learners and his knowledge is tried to
improve bymeans of interaction. Therefore, their knowledge
has been allowed by the learners to improve by interaction
if more knowledge has been acquired than him by the other
learner.
The subjects are the parameters of the controller CDM-
backstepping with disturbance observer, and the teacher/
learner with the best performance index is treated as the near-
optimum solution. The overall block diagram of the EHSS
with theTLBOalgorithm is shown inFig. 2. The convergence
of the TLBO algorithm on the way to global optimum solu-
tion is supervised by the performance index of the system.
As the iteration increased, the parameters of the controller
are adapted in such way to produce a minimum performance
index.
The following steps are integrated by the TLBO algorithm:
Step 1: In this step the number of students is initialized, and
then the objective function is evaluated for each student.
The initial number of students is chosen on the basis of
parameters adjusted employing traditional method.

ψn = [
δo co lo

]

n (23)

where n is the number of student in a class.
Step 2: Themean of each student is computed. Then themean
of performance index ITAE = ∫∞

0 t |e(t)| dt (Bouchebbat
and Gherbi 2016; Bourouba et al. 2017; Razmjooy et al.
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Fig. 2 TLBO tuning approach for CDM-backsteppingwith disturbance
observer

2016) of the generated population is calculated.

�mean=
∑n

i=1 ITAE

n
(24)

Step 3: On the basis ofminimumperformance index attained,
the best student is detected

�best = [
δo co lo

]

min ITAE (25)

In addition, the teaching factor is determinate so that the best
student would operate as a teacher for the next iteration.

TF =
∑n

i=1 ITAE − n
∑n

i=1 ITAE − min(ITAE)
(26)

Step 4: For all students, the learners’ knowledge acquired by
the acting teacher is updated as follows

�new = �old + r (�best − T F × �mean) (27)

where r ∈ [
0 1

]
is the random variable.

For these updated parameters, the performance index is com-
puted and compared with the ITAE of old students. If new
parameters are better than the preceding one, then it is kept
for next iteration; otherwise, it is excluded.
Step 5: Any two variables from �new are chosen randomly,
and her performance index is comparedwith the performance
index of these of each student. If �newi is better, then �new j :

⎧
⎨

⎩

ψnew=�old + r (�newi − �new)

else
�new=�old + r

(
�newj − �newi

)

⎫
⎬

⎭
(28)

Step 6: The updated learners’ knowledge is saved, and their
performance index is compared with the current one. The
new learners’ knowledge is selected if they are better in the
sense of ITAE; otherwise, the preceding solution is accom-
plished for next iteration. The process is ended if the design
requirements are satisfied.

Fig. 3 CDM-backstepping control, position tracking performance

Fig. 4 CDM-backsteppingwith disturbance observer, position tracking
performance

Fig. 5 Estimation performance of disturbance

6 Computer Simulation

In this section, the parameters of the combined CDM-
backstepping and disturbance observer are adjusted by using
TLBO algorithm. Firstly the parameters are randomly desig-
nated using trial and error method. For TLBO algorithm, the
number of students is selected twenty. The performance is
computed for every parameter of controller. The parameters
of the EHSS are set as follows :

m = 0.29 kg, Ap = 6.032 × 10−4 m2, ρ = 870 kg/m3,

Vt = 6.6 × 10−6 m3,Cd = 0.62, Ks = 5 × 10−5 N/m,

B = 830 N/(m/s), βe = 7 × 108 N/m2, ω = 0.0314m,

ζsv = 0.6,Ctp = 8 × 1012 m5/(N s), Ksv = 0.0075m/A,

Ka = 0.001A/V, Ps = 11 × 106 Pa, ωsv = 282 rad/s.

Test one Unknown disturbance
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Simulation results are shown in Figs. 3, 4, 5, and the
unknown disturbance in friction and load force is taken :
d = − 500 − 50sin(π t) + 2sign(x2), where d(0) = − 500,
d̂(0) = 0 and x(0) = [0 0 0 0]T. The corresponding per-
formance index in terms of ITAE value and settling time is
shown in Table 1. It is clear that, with the proposed TLBO
technique,minimumITAEvalue (= 0.06×10−5) is obtained
compared to conventional approach (= 3.1 × 10−5), Also a
satisfactory transient behavior is produced by the optimized
controller, without overshoot and shorten settling time about
0.09 s, and it can be noticed that the maximum value of the
position error is approximately zero at steady state. Conse-
quently, better systemperformance is achievedwith proposed
optimized controller. From the above analysis it is shown
that the system performance is improved by applying the
proposed approach. Also it is shown in Figs. 3 and 4 that
better performance than conventional CDM-backstepping is
exhibited by the optimized controller. It is indicated in Fig. 5
that the unknown disturbance was well estimated using the
optimized controller.

Test two Measurement noise

To evaluate the performance of the optimized disturbance
observer based on CDM-backstepping in the presence of a
measurement noise, the disturbance estimation performance
was compared with the conventional controller; from Fig. 6,
it can be seen that the estimated disturbances of the conven-
tional approach had large ripples; however, the optimized
approach had small ripples in the estimated disturbances. So
we can conclude that themeasurement noises produced in the
sensors can be reduced; then, better dynamic performance of
the disturbance estimation is obtained with proposed TLBO
optimized controller. So, it can be concluded that the perfor-
mance of proposed control with TLBO algorithm is superior
than conventional controller algorithms.

Test three Uncertainties

In order to evaluate the performance of the proposed con-
trol algorithms against uncertainties; parameter uncertainties
are added to the system. Figures 7 and 8 show the position
tracking of the twomethods and the estimation performances
of the disturbance. Due to the parameter uncertainties, the
position tracking performance of the conventional control
was the worst and did not satisfy the position tracking with
shorten settling time and converge with large steady-state
error in comparing with the result obtained from the opti-
mized controller, also the disturbances were well estimated

Fig. 6 Disturbance estimation performance with measurement noises

Fig. 7 CDM-backsteppingwith disturbance observer, position tracking
performance

Fig. 8 Disturbance estimation performance with uncertainties

with the optimized method, so that the proposed method has
the best position tracking performance among the conven-
tional method.
We can conclude that the proposed controller is highly
improved by TLBO and can show its proficient against
unknown disturbance, measurement noise and uncertainties.

7 Conclusion

The TLBO method is used to tune the parameters of the
integrated disturbance observer andCDM-backstepping con-

Table 1 The comparison of
each algorithm performance

Algorithms � ts(s) ITAE

Conventional CDM-backstepping
[
32 0.29 2.1

]
0.12 3.1 × 10−5

TLBO/CDM-backstepping
[
22 0.26 1.54

]
0.09 0.06 × 10−5
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troller for guarantying high performance in position tracking
of the EHSS. The optimal parameters are tuned by the pre-
sented TLBO technique where the objective function of the
desired performance is minimized. The effectiveness of the
suggested optimization technique under noise, external dis-
turbance and parameters uncertainties was proven bymaking
comparison between conventional CDM-backstepping and
TLBO/CDM-backstepping, Furthermore, it can be decided
that the offered controller has more robustness and perfor-
mance characteristics than the traditional controller.
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