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Abstract

The Global Navigation Satellite System (GNSS) positioning solution may be computed to a cm level of error, if the signal
carrier phase is properly considered during the calculations. With such a precision, even attitude angles can be precisely
estimated if more than one antennae is available. However, using the carrier phase information depends on solving the carrier
phase integer ambiguity problem which is intrinsic to this approach. Since only a fraction of the carrier phase is observed
by the GNSS receivers, the solution for the integer ambiguity is usually obtained by means of search algorithms, based on
least squares. This contribution investigates the performance of the integer ambiguity solution for the attitude determination
problem and also proposes a novel application: angle of attack and angle of sideslip estimation for specific aeronautical
application. This novel application benefits aeronautical industry by introducing a new alternative for measuring reliable
airdata parameters, namely angle of attack and angle of sideslip, by using a nonsusceptible to icing conditions data. The
results presented here are based on the constrained LAMBDA method. Dynamic real data are used for evaluation of the
proposed novel application.

Keywords Attitude determination - Angle of attack - Angle of sideslip - GNSS positioning - Carrier phase integer ambiguity -

C-LAMBDA

1 Introduction

The navigation solution consists in determining an object
position and attitude along time. In the case of inertial nav-
igation systems, the solution is obtained based on sensors
which do not depend on external inputs. In such a condi-
tion, due to the inertial sensors errors, the navigation solution
uncertainty increases indefinitely along time. To avoid this
behavior, external sensors are required, so that when their
inputs are available, it is guaranteed that the uncertainty is
limited to the external sensors accuracy, independently of the
system operation time (Farrel and Barth 1999; Groves 2008;
Hermerly and Schad 2004; Titterton and Weston 1997).
Many navigation algorithms in the literature describe
methods to maintain the solution accuracy, even in the pres-
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ence of sensors errors (Bar-Itzhack 1977; de F. E. Campos
2011; Savage 1998a,b). However, the solution quality will
directly depend on the sensors accuracy and availability. In
application which requires high-accuracy, high-cost sensors
are required, which may cause the solution to be nonviable.
Currently, GNSS is a low-cost, high-accuracy alternative for
this kind of problem.

As summarized in Kim and Langley (2000), Chang and
Zhou (2006), many contributions have being published in
the last decades considering the GNSS carrier phase appli-
cation for low-cost, very high-precision navigation solution.
The following types of algorithms can be found in the liter-
ature: (a) C/A or P code based—which combines L1 and L2
pseudorange observations to determine ambiguities carrier
phases ambiguities; (b) AFM (ambiguity function method)—
considered the first single-epoch ambiguity resolution tech-
nique; (c) and the search-based techniques—which basically
consists in three steps: float solution, integer ambiguity esti-
mation, and fixed solution. The search-based algorithms
essentially only differ from one another in terms of compu-
tational complexity. Examples of such methods are LSAST
(Least-Squares Ambiguity Search Technique), FARA (Fast
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Ambiguity Resolution Approach), MILES (Mixed Integer
Least-Squares Method), Modified Cholesky Decomposition,
Null Space, FASF (Fast Search Filter), OMEGA (Method
of Estimating GPS Ambiguities), LAMBDA (Least-Squares
Ambiguity Decorrelation Adjustment).

Position error in the order of centimeters can be achieved
using the carrier phase information and a set of two or more
GNSS antennae. With such a precision, even attitude solu-
tion can be precisely obtained; however, this requires the
integer ambiguity solution to be available in real time or
“on-the-fly” as usually described in the literature (Leik 1995;
Hofmann-Wellenhof et al. 2001). In Hatch (1990), discus-
sions regarding real-time application were introduced, but
the computational resources available were yet very limited.
In Teunissen (1994), Teunissen (2017), Jonge and Tiberius
(1996), Verhagen (2005); Verhagen and Teunissen (2006),
Chang and Zhou (2006), Wang et al. (2009), Li and Shen
(2010), Giorge et al. (2010), the LAMBDA method was
proposed and represented an important improvement in the
solution reliability based on least squares. Improvements to
the method were later introduced (constrained LAMBDA)
as described in Teunissen (2007), Wang et al. (2009), Park
and Teunissen (2009), Giorge et al. (2010), Giorge and Teu-
nissen (2012). Baroni and Kuga (2009), Baroni and Kuga
(2012) and Teunissen et al. (2011) evaluation on the ambi-
guity resolution methods, and applications for positioning
and attitude determination are described in details. More
recently investigations on the advantages of mixing several
GNSS technologies from multiple countries, and consider-
ing several carrier frequencies, are under discussion for long
(> 10km) and short (< 10km) baselines applications (Liu
et al. 2016; Nadarajah et al. 2016; Quan et al. 2016).

The considerable efforts applied in the development of
reliable GNSS carrier phase algorithms can also benefit the
aeronautical industry, as will be demonstrated in the main
contribution of this paper. In the past few years several
incidents and accidents have been reported due to unreli-
able airdata caused icing conditions (Flottau 2010; Skybrary
2018). After the last reports, the main authorities FAA (Fed-
eral Aviation Administration) and EASA (European Aviation
Safety Agency) initiated several investigations on the root
cause of the failures. It was found that rare atmospheric icing
conditions (such as ice crystals and supercooled large drops)
are now being more easily found in nature. Figure 1 presents
example of ice accretion in a typical pitot tube that could lead
to unreliable airdata.

So, new and tighter certification requirements for airdata
systems had to be released in order to keep the safety lev-
els of the aeronautical segment (NPA 2012-22 2012; EDD
2015/08/R 2015; Sultan 2015). Other authorities world-
wide usually update their certification basis a few months
after FAA, and/or EASA releases their new requirements
for the aircraft’s manufacturers. Initially one alternative to

Fig.2 Airbus A-350 Airdata Systems

comply with the more restrictive requirements for airdata
systems consists in including additional redundant systems—
see Airbus recently certified A-350 XW in Fig. 2. However,
the inclusion of additional airdata systems considerably
impacts the aircraft aerodynamics, maintainability, weight,
and power consumption. (These equipments must include
high-power heating capability in order to avoid icing con-
ditions.) Each new system integration demands complex,
multi-disciplinary, highly specialized manpower, and asso-
ciated extensive certification tests (in laboratory, and on
aircraft) besides the extensive amount of paperwork involved
in the process.

In this contribution the C-LAMBDA (Teunissen et al.
2011) method will be applied for attitude determination
and also for the novel aeronautical application to provide
low-cost, zero weight, virtually zero power consuming, inde-
pendent and dissimilar source of angle of attack and angle
of sideslip. The results here presented introduce a rele-
vant alternative for aeronautical industry to overcome the
more restrictive certification requirements with considerably
reduced certification costs and with essentially no impact to
aircraft performance and maintainability.
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The paper is organized as follows: Sect. 1 presents the
introduction of the work here developed; Sect. 2 reviews
the GNSS observation equations; Sect. 3 summarizes the
C-LAMBDA method; Sect. 4 presents the attitude compu-
tation equations; in Sect. 5 the GNSS-based angle of attack
and angle of sideslip equations are presented. The obtained
results and observations are presented in Sect. 6. Conclusions
are presented in Sect. 7.

2 GNSS Position Determination

The position solution computed based on code pseudorange
triangulation is widely used in several civil applications,
such as mobile phones, cars, ships, aircrafts, UAVs. The
triangulation is usually performed by the GNSS receivers,
using the open civil signals from each visible satellite.
Although the obtained precision is acceptable for most of
these applications—in the order of meters—this may not be
true for some particular cases, for example, when attitude is
being estimated based on GNSS data. In such a case, a preci-
sion in the order of centimeters may be required. This can be
achieved using two or more GNSS antennae and the carrier
phase information.

The position solution can be obtained, based on the known
received GNSS carrier wavelength being captured, the mea-
sured (fractional) phase range, and the number of cycles
propagated between the satellite and the receiver (ambigu-
ity), as described in Fig. 3.

The distance between the satellites and the receiver’s
antennae can be precisely estimated based on the integer
number of wavelengths that can be placed between them.
This integer number is known as the integer phase ambigu-
ity, and due to distortions and errors intrinsic to the GNSS
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C Phase measured

Fig.3 GNSS carrier wavelength
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design and environment, the integer ambiguity solution may
be incorrectly estimated, causing the positioning errors to be
increased.

As follows, (1) and (2) present the GNSS observation
equations for the code pseudodistance and carrier phase mea-
surement.

p2(t) = pS(e5) + cdt, — c.deS + 15(1,)
+T5(1,) + d5(t,) + €5 1)

where

prS is the measured code pseudodistance (m);

t; is the time when the transmitted signal arrived at
receiver r (s);

pS is the geometric distance between satellite S and
receiver r (m);

1S is the time when the signal was transmitted from the
satellite S (s);

c is the speed of light (m/s);

dt; is the receiver clock error for code data (s);

dsS is the satellite clock error for code data (s);

IrS is the ionospheric induced error (m);

TrS is the tropospheric induced error (m);

drs is the multi-path induced errors for code data (m);

&> is the code pseudodistance Gaussian, independent,

T
zero mean random measurement noise (m)

97 (tr) = fﬂf(r% + NS+ 81, — 815

S L1860y + Lo + Ledn
C C C C

@)

) +

where

gprs is the measured carrier phase [cycles];

f 1is the signal carrier frequency (Hz);

NP is the number of carrier wavelengths between satellite
S and receiver r, or integer ambiguity;

38ty is the receiver clock error for carrier phase (s);

813 is the satellite clock error for carrier phase (s);

8rs is the multi-path induced errors for carrier phase (m);
ers is the carrier phase Gaussian, independent, zero mean
random measurement noise (m)

Multiplying (2) by the signal carrier wavelength A, the fol-
lowing is obtained:

¢} (1) = Ay (1) = pp (1%) + AN} + - - 81
—c- -85 = IS(t) + TS () + 85(t,) +5(,) (3)

As observed in (1) and (3), there are several error sources
that affect the code pseudodistance and carrier phase mea-
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surement. In order to mitigate their impact in the ambiguity
estimation, the difference between measurements from two
receivers (single difference) and between two satellites (dou-
ble difference) can be applied as described in (4), (5), (6), and
.

Although the multi-path errors can introduce significant

errors in the observables (meters for the pseudodistance;
and cm for carrier phase), it is known that this parameter is
difficult to be modeled, as its characteristics will vary depend-
ing on the antenna installation position and the proximity
of reflexive surfaces. Therefore, here this parameter will be
neglected, i.e.,
&> =8 =0 Q)
For the single and double differences below, notice that the
equations are described for a single-epoch observation, there-
fore the time tr will be omitted:

PAg = O + cdiap + Iig + Tip + g (5)
where

pag’ is the single difference between receiver A and B
code data, transmitted from satellite j;

pAB-j = ,oA-/ — ij is the difference between geomet-
ric distances between satellite j and receivers A and B,
respectively;

dtag = dra — drg is the difference between receivers A
and B code clock errors;

Iag’ = Ip/ — I/ is the difference between ionospheric
induced error on receivers A and B.

Tap’ = Ta’ —Tg/ is the difference between tropospheric
induced error on receivers A and B.

ean’ = epd — ep’ is the difference between receivers A
and B code random noises

PAp = PAp + A-Nip + c:8taB — I + Tip + €Ap

(6)

where

®pp’ is the single difference between receiver A and B
carrier phases, transmitted from satellite j;

Nap’ = Na/ — Np/ is the difference between inte-
ger ambiguities from satellite j and receivers A and B,
respectively;

Sta = Otp — Otp is the difference between receivers A
and B carrier phase clock errors;

eap’ = ea’ — ep’ is the difference between receivers A
and B carrier phase random noise.

Itis readily seen that satellite clock errors do not affect (5) and
(6). Moreover, assuming that the distance between receivers

is small (< 10km), which is the case for short baseline
configurations, the ionospheric and tropospheric errors can
also be canceled in the single-difference equation. Figure 4
presents a schematic of how the single difference is obtained
when satellite j is visible to receivers A and B.

jk ik ik
PAB = PAB + €AB )
where

PABj k is the double difference between receiver A and B
code pseudoranges, transmitted from satellites j and k;
oA’k = ,o/]\B — p/';B is the pseudodistance double dif-
ference for satellites j and k and receivers A and B;
eap’k is the double difference k for code pseudodistance
random noise between satellite j and k, and receivers A
and B

ik ik ik ik
$Ap = PAB T A Nip + €Ap ®)

where

®ap/* is the double difference between receiver A and
B carrier phases, transmitted from satellites j and k;
Nap’* = Nl — NAg is the integer ambiguity double
difference for satellites j and k and receivers A and B;
eap’ k= 811“3 — EiB is the double difference for car-
rier phase random noise between satellite j and k, and
receivers A and B.

Notice that receivers clock errors are removed from (7) and
(8). Figure 5 presents a schematic of the double-difference
computation for satellites j and k and receivers A and B.

For the integer ambiguity estimation, Eq. (8) has to be
applied for the main receiver (selected by the user) and
the secondary receiver, taking into account only satellites
observed by both simultaneously.

3 C-LAMBDA Method

The C-LAMBDA method (Teunissen 2007; Wang et al. 2009;
Park and Teunissen 2009; Giorge et al. 2010; Giorge and
Teunissen 2012) is based on its “nonconstrained” version:
LAMBDA (Teunissen 1994; Verhagen 2005) and consists
in a least square-based carrier phase ambiguity search algo-
rithm. The method is applied in three steps:

1. The carrier phase ambiguity float solution is computed
based on least-squares adjustment;

2. The integer ambiguity is estimated from the float solu-
tion, considering the baseline (distance between GNSS
antennae) is known;

@ Springer
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Fig.5 Double-difference computation schematics

3. The integer ambiguity is used to correct the baseline esti-
mations, obtaining the fixed baseline solution.

The equations that implement the steps above are based on
Egs. (7) and (8) and represent the linearized GNSS observa-
tion model below:

@ Springer

Yy =A-a+ B -b+ e )
mx1 mxn nxl mxp pxl1 mxl
where

y is the GNSS observation vector, which includes
observed minus computed double-differenced phase and/
or code pseudorange, on the available signal frequencies;
A and B are design matrix for ambiguity and baseline,
respectively;

ais composed of the unknown integer carrier phase ambi-
guities (aeZ");

b is composed of the known baseline increments and
may also present additional unknown parameters, such
as atmospheric delays (bei?);

The minimization criteria used to obtain the float initial solu-
tions for a and b (step 1) are given below:

min ||y — A-a + B-b||* (10)
a,b Qy

where

Q) is the covariance matrix of the observation vector
4 is the float solution for the ambiguity
b is the initial solution for the baseline vectors

After the ambiguity float solution is obtained, the integer
ambiguity is computed based on the following nonlinear
quadratically constrained (mixed) integer least-squares min-
imization problem (Teunissen 2007) (step 2):

“min ny—Aﬁ+Bm%4
a.b.||bll=b12 4

: A 2 h_ 2
:mam[na alfyor + 15 an;l,lb”:bn] (11)

where b1, is the known baseline length between antenna 1
and antenna 2, which will be used as a constraint for the
minimization problem.

The solution for (11) requires an integer search procedure
in a subset of integer values whose shape and size depend
on the covariance matrix Q& and the search space interval.
Equation (12) presents the definition of an ambiguity search
space.

Qa={aezww—anQj(&—a)sxﬂ (12)

where x2 is a chosen positive constant that determines the
size of the search space.

The C-LAMBDA search space is known to be nonellip-
tical; therefore, the selection of an appropriate x> can be
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Fig.6 Original (left) and transformed (right) search spaces—2D exam-
ple

complex—in Giorge and Teunissen (2012) procedures for
this selection are provided.

In order to obtain a less elongated search space shape, the
LAMBDA method applies the decorrelation transformation
in the ambiguity float solution as follows:

2= 7%a (13)
0:=2"0;2 (14)
a = Z’T-z (15)

where Z is a volume-preserving transformation matrix com-
posed with integer entries.

The Z-transformed search space is described in (16). Fig-
ure 6 presents a two-dimensional example of the significant
effect of the transformation in the search space. The time to
find an integer solution for (11) is drastically reduced with
this procedure (Teunissen 1994).

Q. ={cez'/¢-2T0 ¢ -0 = £ (16)

Using the LDL decomposition for Q; simplifies the search
for an appropriate z; then through (15), the integer ambiguity
a is obtained.

The baseline final solution (step 3) is then fixed as follows:

b=b—0;;,-0;"(@—al (17
0p=0;— 05,0, 0z (18)

where Q. and Q. ; are the cross-covariance matrices related
to b and a; QO;, Qé are the covariance matrix of 4 and 1;,
respectively.

The search for C-LAMBDA solution candidates is only
finished when fixed baseline b (17) satisfies the baseline
length constraint and minimizes the cost function. Notice
that residual system/model errors are expected, therefore a
tolerance of + — b should be considered during the baseline
constraint evaluation.

After the ambiguity is obtained, an additional validation
step is recommended to ensure that the solution is reliable

and correct. This can be understood as a “best effort” to pre-
vent a wrong integer solution is selected, but may not be fully
efficient if the correct ambiguity has been removed from the
search space after the float solution was obtained and the
search space was determined. Examples of integer ambigu-
ity validation tests proposed in the literature are the ratio
test, the projector test, and the difference test (Verhagen and
Teunissen 2006; Giorge et al. 2010).

4 Attitude Based on GNSS Positioning

Considering the high accuracy of the carrier phase-based
position determination obtained with at least two GNSS
antennae, the body attitude angles can be precisely estimated.
This can be done assuming the master antenna as the origin
of the body reference system A g = [0; 0; O]g and the sec-
ond antenna as the reference for one of the body axis. For
example, assuming the local level reference system as ENU
(East, North, Up), then the second antenna can be arbitrated
to be along the body X axis: A p = [0; b12; O]g, where b12
is the baseline length between antenna 1 and 2.

Considering the rotation sequence: ¥ (yaw), 6 (pitch), ¢
(roll), the transformation from body to ENU reference system
is given by:

DEny = | D1gny D2y D3Enu (19
where
[ cos(¢)- cos(¥) — sin(¢)- sin(8)- sin(y)
D18y, = | cos(g)- sin(y) + sin(p)- sin(6)- cos(y)
| — sin(@)- cos(0)
[ —cos(B)- sin(yr)
D2y = | cos()-cos(y)
| sin(6)
[ sin(¢)- cos(¥) + cos(¢)- sin(9)- sin(r)
D3gyu = | sin(p)-sin(y) — cos(p)- sin(9)- cos(¥)
| cos(¢p)-cos(6)

So the transformation of antenna 2 position from body frame
to ENU is given by:

B
Az ENU = DgnyrA2,s

2 —cos(0)-sin(yr)
= | x2 = by | cos(8)-cos(yr)
22 | pnu sin(6)
(20)

Based on (20), v and 6 can be obtained as follows:

¥ = —tan"! (y2.ENU/¥2.ENU) 2D
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Fig.7 Antenna reference frame configuration

| 22,ENU

2 2
2,ENU + y2,ENU

6 = —sin~!(z2.ENy) = tan™ (22)

X

For the computation of the roll angle ¢, a third antenna in
arbitrary position Az g = [x3; y3; 0] is required. Figure 7
presents the schematic for three antennae configuration and
the body frame axis.

Even though it is possible to compute A3 g position (24)
using the baseline lengths b3 and b3 and applying the
cosines law as in (23), the roll angle computation does not
require this information to be computed. Applying the yaw
R1 and pitch R2 rotations in the A3 gny estimated position,
the intermediary vector A3 rori is obtained. This vector
is only a roll angle apart from the body reference system.
Therefore, the roll angle can be estimated using the third
component of A3 gny and A3 g and the roll angle rotation
matrix,

. b2, — b3, — b?
By = cos™! ( 23 %12 %13 (23)
—2.b%,-b3
As g = [b13-sin(B23); bi3- cos(B23); 0l (24)
cos(p) 0 —sin(p)
Asp= |0 1 0 “A3,R2-R1
sin(p) 0O cos(p)
= ¢ = —tan" (23, R2.R1/%X3.R2-R1) (25)
where

A3z Ra.r1 = R2-R1-A3 Enu;

[(cos(y)  sin(y) O
Rl = | —sin(yy) cos(y¥) O |;
| 0 0 1
(10 0
R2=1{0 cos(®) sin(6)
| 0 —sin(0) cos(0)

@ Springer

Although this paper will consider only the above-mentioned
attitude determination approach, other methods could also be
used in order to estimate the antennae reference system, such
as based on least squares, singular value decomposition, or
in eigenvalues decomposition. Detailed information on other
methods is available in Lu (1995), Shuster and Oh (1981),
Mortari (2000).

5 Angle of Sideslip (AOS) and Angle of
Attack (AOA)

AOS is associated with aircraft lateral stability and perfor-
mance (due to drag effect that is introduced in case sideslip
cannot be compensated), and AOA is related to longitudinal
stability and stall protection.

For AOSgnss (28) and AOAgnss (29) estimation, addi-
tional GNSS-derived parameters (besides attitude) must be
used: flight path angle ygnss (angle of aircraft speed vector
in XZ plan—see Fig. 8) and true track angle {gnss (angle
of aircraft speed vector azimuth in XY plan—see Fig. 9).
Both ygnss (26) and {gnss (27) can be directly obtained
from receiver computed ground and vertical speeds (Roskam
2001; Etkin 1959).

[Ground Speed]
YGNSS = o D" _GNSS (26)
[Vertical Speed]gnss
¢oNss = [Ground Speed Direction]gngs 27
AOSGNSs = {GNSs — VGNSs (28)
AOAGNss = OGNSs — YGNSS (29)

Aircraft Longitudinal Axis

o o]

True North Direction \

Wind Direction

Fig. 8 Angle of sideslip, true track angle, and yaw (or heading)—
aircraft upper view

Aircraft Longitudinal Axis

Local Level Horizontal Direction

<0y

Wind Direction Local Level Vertical Direction

Fig.9 Angle of attack, flight path angle, and pitch—aircraft side view
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6 Results

In this section, the results obtained with real flight data for
the GNSS-derived attitude, AOS, and AOA are presented.
The (undisclosed) aircraft IRS (inertial reference system) and
airdata system (pitot tube and AOS vane and AOA vane)
are used as reference for comparison and evaluation of the
new proposed application. The satellites configuration is as
presented in Fig. 10.

Satellite 28 was the most elevated one during the entire
evaluated time spam and therefore was selected as the ref-
erence for the double-difference equations. The aircraft has
two GPS antennae disposed in such a way that the main one
is defined to be at the origin [0; 0;0]g of the body reference
frame, and antenna 2 is placed along body Y axis [0; b12; 0].
The known distance between b, antennae was used as con-
straint for the C-LAMBDA method algorithm.

The aircraft flight profile (ground speed, vertical speed,
track angle) is presented in Fig. 11.

6.1 GNSS Attitude Estimation

After inserting the flight data (GPS pseudoranges and phase
range) into the C-LAMBDA method as described in Sect. 3,
and then calculating the attitude parameters as described in
Sect. 4, the results presented in Fig. 12 were obtained. Notice
that only 2 GPS antennae are available in this aircraft, there-
fore only pitch and yaw angles could be estimated.

sky plot

Fig. 10 Sky plot with satellites configuration
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Fig. 11 Flight profile (ground speed, vertical speed, track angle)
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Fig. 12 Attitude estimation using C-LAMBDA method

Yaw angle estimation presented a mean error of — 6.32°
and 30 of 16.49°. For pitch angle the obtained values are:
—0.2° and 30 0f 4.86°, respectively. Although the yaw angle
estimation presented a higher error than pitch angle, the
results are considered satisfactory, as the later is more critical
than the former in terms of safety.

The high dynamic condition of the flight probably induced
errors associated with Doppler effects and also to reflection.
The pitch angle “outliers” presented in the time spam could
also be easily detected and excluded from the calculation in
critical applications.

6.2 GNSS AOS and AOA Estimation

The AOS and AOA are then calculated as described in Sect. 5.
As can be observed in Fig. 13, the AOS and AOA behaviors
are correlated with yaw and pitch, respectively. Therefore,
the viability of the proposed novel application is strongly
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Fig. 13 AOS (above) and AOA (below) estimation

dependent on the reliability of the attitude determination. The
results here presented indicate AOS and AOA can be satisfac-
torily obtained based on this approach. The computed signal
could be used for cockpit indications, flight control laws
inputs and also for voting purposes (to determine whether
any other classical airdata system is failed or unreliable).

7 Conclusion

Currently much effort is being made to improve the GNSS
positioning accuracies. In this contribution the GNSS car-
rier phase-based C-LAMBDA method is applied for a novel
aeronautical application that aims to calculate AOS (angle of
sideslip) and AOA (angle of attack) in an accurate, inde-
pendent, dissimilar, low-cost, zero weight, virtually zero
power-consuming way.

@ Springer

The method proposed here aims to provide an alternative
to avoid integration of several additional, expensive, com-
plex, redundant airdata systems to aircraft due to more restrict
icing conditions airworthiness requirements.

Given the known GNSS antennae baseline length, the C-
LAMBDA method was shown to produce satisfactory results
in terms of accuracy, for yaw and pitch angles. The AOS and
AOA could then be computed based on the GNSS attitude
solution and also on additional GNSS speeds (ground speed
and vertical speed). The AOS and AOA obtained accuracies
were similar to the yaw and pitch, respectively. It must be
noted that in terms of safety, AOA is more critical than AOS,
as it is mainly applied in stall protection control laws. AOS,
on the other hand, is important to grant system performance
and avoid unwanted drag during flight.

The solution proposed in this paper can virtually be
adapted to any aircraft with two or more GNSS antennae
whose installation geometry with respect to the vehicle is
known. For the novel application to be accepted and imple-
mented in aeronautical industry, a mature and robust solution
must be available. For this intent, initial implementation is
recommended for instrumentation of experimental/prototype
aircraft and UAVs. Then, a software implementation follow-
ing DO-178C (2012) qualification objectives would allow
the solution to be ready for certification.

For future developments and improvements, further inves-
tigation on a similar solution combining multiple GNSS
technologies (GPS, Galileo, GLONASS, BeiDou, etc.) and
multiple frequencies is recommended, as it would improve
the ambiguity estimation results and consequently the atti-
tude, AOS, and AOA accuracies. Also using technologies
controlled by different countries is beneficial for robust-
ness as it reduces the system dependency. For improving
the results, reflection and Doppler effects could also be eval-
uated in different scenarios so they could be modeled and
accounted for during estimation calculations.
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