Design of non-restoring binary array divider in quantum-dot cellular automata
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Quantum-dot cellular automata (QCA), a promising candidate nanotechnology for the next generation computers, has attracted the interest of
researchers all over the world since 1993. The divider is a major component of arithmetic logic unit, which has a remarkable impact on the
performance of the central processing unit. The widely used algorithm in the divider is the non-restoring division, but there is no work which
has reported the implementation of non-restoring dividers based on QCA. Presented is the design of a non-restoring binary array divider in
QCA and its validity is verified using QCADesigner software. The proposed non-restoring divider has the advantage of time-saving and is easy

to control when compared with the existing restoring dividers.

1. Introduction: Quantum-dot cellular automata (QCA) [1, 2] is
an alternative nanotechnology that may solve the problems
encountered in complementary metal-oxide semiconductor
(CMOS) technology because of the smaller and smaller feature
size of the transistor. QCA relies on electron confinement in
quantum dots. The fundamental element in QCA, namely the
QCA cell, represents a bit by the configuration of electrons in the
cell [3]. The most frequently used components in QCA [4] such
as the wire and logic gates appear in Fig. 1. Actually, a QCA
circuit is partitioned into four sequential clock zones 0, 1, 2 and
3 [5], and the computations are done under the control of the
clock signals. As it is difficult to design sequential circuits in
QCA [6], little research has concerned realising QCA iterative
computational units, such as dividers.

Among all the arithmetic units, the divider is the most compli-
cated and time-consuming one. Therefore engineers and algorithm
designers always try their best to circumvent using the division op-
eration. However, with the development of precise instrument,
spaceflight and radar technology, the application of the divider is
unavoidable. Till now, many algorithms can be used for the imple-
mentation of the divider, such as the restoring, non-restoring,
Sweeney, Robertson and Tocher methods and the Newton iterative
algorithm [7]. Restoring and non-restoring algorithms are based on
addition and subtraction, which are suitable for integrated circuit
implementation. Work by Kim and Swartzlander [8] has led to a
restoring divider (RD) design for QCA. To the best of our knowl-
edge, there has been no prior work on the implementation of a
QCA non-restoring divider (NRD). In this Letter, we report for
the first time a non-restoring binary array divider using the emer-
ging QCA nanotechnology.

The reminder of this Letter is organised as follows. In Section 2,
the principles of the non-restoring binary division algorithm are
explained. In Section 3, a QCA implementation of the non-restoring

€

a b

Figure 1 Basic QCA components
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array divider is presented. In Section 4, both the simulation results
and analysis of the design are presented. Finally, we draw conclu-
sions in Section 5.

2. Non-restoring binary divider: First, we explain what is the
restoring division algorithm [8], since it will be helpful to
understanding the non-restoring division later. Throughout this
Letter, the following notations are used for easy understanding:

N numerator or dividend

Y denominator or divisor

R; partial remainder after ith iterations
i number of iterations

n number of bits

q quotient set for the algorithm

0 quotient for the division

The restoring algorithm is the most basic method of division,
and the details of it can be presented by the following set of
equations:

1, if 2R >Y )
417 V0, if 2R <Y
Ry =2R, — gy, - Y 2

We can get the partial remainder through a left shift of R; and a
subtraction: R;+;=2R;— Y. If R;+, is positive, then ¢, =1, else
¢i+1=0 and a restoring addition is needed. The addition is used
to restore the proper partial remainder, R,y =R;+1 + Y=2R,.

Although the restoring division algorithm is really simple, it
incurs excess delay introduced during the restoration process [7],
which also leads to unnecessary power dissipation because the
partial remainder remains the same at the end of the two cycles.
Another problem is that we do not know how many times the restor-
ing addition is needed and we also do not know when to do the re-
storing addition before a particular operation of the divider, which
makes the control logic difficult to realise.

To overcome the problems presented by the restoring division,
we can undertake an alternative method of binary division, the
non-restoring division [9], also known as add—subtraction alternate
algorithm, and the relevant divider is called the NRD. In this algo-
rithm, if a negative partial remainder is produced at the end of a
certain cycle, no restoration is executed.
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Non-restoring division is performed in a procedure by the follow-
ing formulas:

I, if R,>0
qiy1 _{0’ if Ri<0 (3)
2R, — it R, >0
Rip1 = {2R +Y, if Ri<0 @
27".R, if R,>0 )
27" (R, +Y) if R, <0

where i=0, 1, ..., n—1 is the recursion index. The initial partial
remainder R, equals the dividend, and r is the final remainder.

Thus, from (1) to (5) above, it is easy to see that every time the
negative partial remainder appears, the non-restoring algorithm
takes one addition step less than the restoring method. Hence,
there will be a quite significant saving in the number of clock
cycles over the entire division process.

In binary non-restoring division, partial remainders are obtained
by a subtraction or an addition between the dividend and the succes-
sively right-shifted versions of the divisor. The quotient bit is deter-
mined by the sign of the partial remainder which also decides
whether to add or subtract the shifted divisor in the next cycle.

A two-dimensional array of pipelined 2’'s complement adder/
subtractor cells (CAS cells) can be used to implement the non-
restoring algorithm [10]. Fundamentally, the array consists of
columns of carry propagate adders with one controlled input bit
P. Figs. 2a and b illustrate a array divider with a 2-bit divisor
(0.y1 y») and an 4-bit dividend (0.x; x, x3 x4). The first bit ‘0” of
both the divisor and dividend are their signs, it is used to represent
a positive number. Each logic cell is made up of a full adder and an
EXCLUSIVE-OR gate. The EXCLUSIVE-OR gate provides the
divisor input to the full adder. The control signal P determines
the function of the CAS cell, namely whether an addition or a sub-
traction is to be executed. The 2-bit divisor and the double-length
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Figure 2 Binary array divider
a CAS cell
b 4-bit dividend, 2-bit divisor
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B clock 3

Figure 3 QCA layout of the CAS cell

4-bit dividend are imported at the top and right edges of the
array, respectively. A 3-bit quotient is produced at the left side of
the array, then every quotient bit is transported to the next row as
the control signal P and the low carry of the rightmost cell. The
3-bit final reminder appears at the bottom of the array.

3. Divider implementation: The non-restoring array divider is
composed of CAS cells that have one full adder and one
EXCLUSIVE-OR gate. Fig. 3 shows the CAS cell layout. The
EXCLUSIVE-OR gate [11] shown in the dashed box can be
designed using only four majority gates and one inverter, its
delay is a full clock cycle. The rest of the cell is a 1-bit full
adder; it can be constructed using only three majority gates and
two inverters [12]. The full adder takes three inputs, (XOR_OUT,
A and C;) and gives two outputs [S;=4A @ B P C; and C,=MAJ

1
(4, B, C))]. Both the outputs have a latency of 14_1 clock cycles.

The different colours in the layout are used to distinguish
different clock zones.

An n-bit divider is formed by combining n*> CAS cells to the
regular array shown in Fig. 4, only n =3 is presented here for sim-
plicity. All the wire crossings in this layout are processed by the
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Figure 4 QCA layout of the 3 x 3 non-restoring array divider
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technique proposed in [13], because there is no interference
between the data transmitted in wires which are clocked in two non-
adjacent clock regions. The total number of QCA cells is 3742 and
the area of the divider layout is 6.22 um?.

Furthermore, we can find that the 8-bit NRD implemented by the
45 nm CMOS technology has an area of 2015.64 um? [9]. It is very
easy to see that the QCA NRD is much more area efficient than the
normal divider because the area of the 8-bit QCA NRD is
56.98 um>, which also shows the advantage of the QCA device
over traditional transistors.

4. Simulation and comparison: Simulation results are presented
in this Section. The simulations were done using the bistable
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Figure 5 Simulation results of the QCA 3 x 3 NRD

a Dividend (0.0110, 0.0010, 0.0101, 0.0001), divisor (0.11, 0.10, 0.11,
0.11)

b Dividend (0.0000, 0.0011, 0.0111, 0.1001), divisor (0.01, 0.01, 0.10,
0.11)

¢ Dividend (0.0100,0.0111, 0.1010, 0.1011), divisor (0.11,0.11,0.11, 0.11)

466
© The Institution of Engineering and Technology 2014

approximation engine of QCADesigner v2.0.3 [14] on a
computer with a 2.8 GHz central processing unit and 1 GB RAM.
The parameters of the simulation were as follows: cells in our
design are set at 18 nm x 18 nm whereas the quantum dots in it
have a diameter of 5 nm. The adjacent cells are placed with a
centre-to-centre distance of 20 nm. In the bistable approximation
options, the number of samples is 12 800, convergence tolerance
is 0.001, radius effect is 65 nm, relative permittivity is 12.9,
clock high is 9.8 x 10722, clock low is 3.8x107%, clock
amplitude factor is 1, layer separation is 11.5 and maximum
iterations per sample is 100. To verify the performance of the 3 x 3
NRD, we did the test using all possible input vectors and various
sequences of the vectors. However, those vectors that can lead to
overflow must be taken out. According to the non-restoring
algorithm, if the first two bits of the dividend are larger than the
divisor or equal to the divisor, an overflow will happen. Totally,
24 groups of input vectors have been tested. For a clear view,
only half of the simulation results are provided in Fig. 5, each
Figure contains four groups of input vectors.

Correct output data, namely quotient vector and reminder vector,

come out after 26 ) clock cycles as shown in the red boxes of Fig. 5.

In Fig. Sa, the quotient vector is (0.10, 0.01, 0.01, 0.00) and the
reminder vector is (0.0101, 0.0000, 0.0010, 0.0110). In Fig. 5b,
the quotient vector is (0.00, 0.11, 0.11, 0.11) and the reminder
vector is (0.0111, 0.0000, 0.0001, 0.0000). In Fig. 5¢, the quotient
vector is (0.01, 0.10, 0.11, 0.11) and the reminder vector is (0.0001,
0.0110, 0.0001, 0.0010). The first three rows of Fig. 5 are P,
dividend vector and divisor vector, respectively. The last row is
the clock signal of the output cells. It takes 406 s to run each
simulation.

Table 1 shows the comparison of the proposed QCA NRD and
the RD proposed in [8].

In general, the NRD has a latency of 3n% — 0.75, where # is the
operand size of the divider, and the counterpart of the RD in [8]
is 4n*+ 1. Fig. 6 shows the latency comparison of them with the

Table 1 Comparison of dividers

Dividers Latency Cell amount Area, um?
3 x3 NRD 26% 3742 6.22
4 x4 NRD 47% 6865 10.95
3x3 RD in [8] 37 6451 15.05
6% 6 RD in [8] 145 42 236 86.22

latency, clock cycles

Q 10 20 30 40 50 60 70 80 a0 100
operand size, bits

Figure 6 Latency comparison of restoring and non-restoring dividers for
various operand sizes
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increasing operand size. As operand size becomes larger, the super-
iority of the NRD over RD is more obvious.

5. Conclusion: In this Letter, a non-restoring binary array divider
has been implemented in QCA technology for the first time. It is
constructed by CAS cell blocks. In the parallel array, data are
processed in a pipelined style. When the operand size is fixed,
the number of computing steps of the NRD is a constant, no
matter what the dividend and divisor are. However, the RD does
not have this characteristic. Hence, the control logic is easier to
realise for the NRD. Furthermore, compared with the RD, the
NRD demonstrates more advantages, such as fewer cell amounts,
smaller layout area and lower latency. Thus, the NRD is more
suitable for large operand size computation.
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