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Single particle/molecule tracking is widely used for the evaluation of diffusion coefficients using diverse tracking algorithms. Many of them
require the subtle decision of displacement threshold parameter to enable the appropriate tracking, though it depends on both of the diffusion
coefficient itself and the measurement system. A simple and highly transferable technique is proposed to overcome this difficulty based on the
evaluation of diffusion coefficient from the peak position of the distribution of squared displacements in the logarithmic scale. In combination
with its linear dependence on time, this protocol is remarkably robust against the too large value of the displacement threshold including that
covers the whole image. Furthermore, the proposed technique is compatible with many of the existing algorithms by construction.
Fig. 1 Schematic diagram of the false link in the particle tracking
1. Introduction: Sufficiently small particles in fluid exhibit
Brownian motion due to the collisions from the surrounding fluid
molecules. The relative importance of Brownian motion
compared with the flow field is drastically pronounced in the
lab-on-a-chip systems, in general, where the analyte objects are
subject to intensive Brownian motion. The Brownian motion
leads to the diffusion, which is evaluated by the diffusion
coefficient. The importance of Brownian motion is ubiquitous [1–
5]. Diffusion coefficients are generally obtained from particle
trajectories when they are available. There are several other
techniques to evaluate diffusion coefficients of particles in fluids,
but the trajectories include more information besides diffusion
coefficients. Namely, it is possible to evaluate diffusion
anisotropy of prolate particles [6, 7], possible motility and its
characteristics [8], and the evaluation of surface effects [9, 10]
from the ensemble of trajectories. Therefore, single particle/
molecule tracking (SPT/SMT) has been a standard and effective
approach to analyse the small particle dynamics suspended in
fluids.

Many of the particle tracking algorithms consists of mainly two
parts: (i) the detection of particles of interest in each image captured
through the camera connected to the microscopy system and (ii) the
identification of the same particles between the time-sequential two
images [11–13]. The process of (ii) often requires the threshold par-
ameter for possible displacements in different algorithms [14–16].
It precludes the possibility of different particles far away from the
particle of interest is examined for the candidate to regard identical.
If the frame rate is sufficiently fast and/or the particle motion is suf-
ficiently slow, there is little possibility of confusion of different par-
ticles as identical. However, the diffusions of particles are the
unknown quantity to evaluate by the SPT/SMT, and the frame
rate of the camera is always limited. Even when the sufficiently
high frame rate is available, the data storage problem sometimes
leads to the compromise of frame rate to cover the long-term dy-
namics. On the other hand, too small value of this displacement
threshold causes the failure of displacement detection, and leads
to the evaluation of unreasonably small diffusion coefficient than
the actual dynamics. The specificity of the optimal threshold param-
eter for displacements usually calls for the empirical conclusion a
posteriori on the value based on the exhaustive parameter study.
The ideal solution is the development of a technique to evaluate dif-
fusion coefficient without relying on this threshold parameter.
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Furthermore, it is even more convenient if one becomes free from
the subtlety of this threshold decision even using the existing
algorithms.

One of the essential aspects of Brownian motion is the distribu-
tion of random displacements. A particle with a specific magnitude
of diffusion coefficient can exhibit a large displacement at some
time step and then an extremely small displacement. This stochas-
ticity is usually incompatible with a constant threshold value for
each of the displacements for the distinction. In other words, the
Brownian displacements are the data to be evaluated statistically.
We have previously proposed a new technique to distinguish the
random displacements without dominant effect of adsorption on
the substrate surface and the displacements dominated by adsorp-
tive effect [9]. We have realised it by the change of scale to loga-
rithm. The combination with distinction of ensemble subsets
based on the consecutively tracked durations even clarified that
the adsorption-dominated motion of short ssDNA on the substrate
surface actually exhibited the diffusion [9]. The method is extreme-
ly simple yet it has never been reported in spite of the vast amount
of SPT/SMT studies in the vicinity of solid/fluid interface often
using total internal reflection fluorescence (TIRF). We have found
that the principle of logarithmic scale for the evaluation of random
displacements can be extended and applied to the distinction of the
‘false link’, i.e. the mis-interpretation of different particles in the
sequential images as identical (see Fig. 1), from the real displacements.
In this Letter, we report our novel technique for the evaluation of
diffusion coefficients without being affected by the displacement
threshold parameter in the existing particle tracking algorithm.
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Table 1 Parameters for the SPT algorithm of Sbalzarini and
Koumoutsakos [12]

Parameter Value

particle radius, px 3
intensity percentile, % 0.02
cut-off score 0
link range, frames 1

Table 2 Combination of frame rate, number of frames, and the
displacement threshold parameter Lth

Trajectory
label

Frame rate,
fps

Number of
frames

Displacement threshold,
Lth, px

A 200 1000 1
B 200 1000 50
C 200 1000 100
D 200 1000 730
E 100 500 730
F 50 250 730
G 10 500 730
2. Theoretical basis and our novel technique: The diffusion
coefficient D in the diffusion equation can be derived from the
particle trajectories as follows:

D = lim
t�1

1

2ndt
k|r(t)− r(0)|2l (1)

where nd is the dimension of observation, r(t) is the position of
particle at time t, and k . . . l indicates the ensemble average. While
the analytical expression use infinite limit, only finite set of data
is available for the experimental (and numerical) trajectories.
Then, there can be some options in the evaluation of the
diffusion coefficient. One of them is the frame-based diffusion
coefficient DFB [9]

DFB = 1

2ndDt
∑NI

i=1 (NFi − 1)

∑NI

i=1

∑NFi−1

j=1

ri(t j+1)− ri(tj)
∣∣∣ ∣∣∣2 (2)

where NI is the total number of particles, ri(tj) is the position of the
ith particle at the jth time step. Dt is the frame interval, NFi is the
number of consecutive frames for the ith particle. DFB treats
every displacement with an equal weight in the evaluation of the
diffusion coefficient. If NFi is significantly different among
different i and the characteristics depends on the i, the particles
with large NFi has larger weight in the evaluation of DFB. If one
intends to avoid it, individual-based diffusion coefficient DIB can
be employed [9]

DIB = 1

NI

∑NI

i=1

1

2ndDt(NFi − 1)

∑NFi−1

j=1

ri(t j+1)− ri(tj)
∣∣∣ ∣∣∣2

[ ]
(3)

DIB is further decomposed into DISi

DISi =
1

2ndDt(NFi − 1)

∑NFi−1

j=1

ri(t j+1)− ri(tj)
∣∣∣ ∣∣∣2 (4)

which is the diffusion coefficient for each particle. Then, it is useful
to define a quantity DISFij with a dimension of diffusion coefficient
for each of the displacements

DISFij =
ri(t j+1)− ri(tj)
∣∣∣ ∣∣∣2

2ndDt
;

Sij
2ndDt

(5)

which we call DISFij the ‘diffusion coefficient for individual sample
and frame’ for descriptive purpose, though this is not a converged
statistical quantity, but corresponds to a squared displacement Sij
just in a unit of diffusion coefficient. We propose that the
diffusion coefficient can be evaluated by the peak position of a
histogram for the logarithm of DISFij even when too large
threshold value for the possible displacement is assumed in the
tracking algorithm.

3. Experimental details: We validate our new technique with the
experimental data. We employ acrylic particles with a nominal
diameter of 0.9 μm and coefficient of variation (CV) value of ca.
9% [17] (Chemisnow MX80H-3wT, Soken Chemical &
Engineering Co., Ltd.) dispersed in water at a concentration of 0.1
wt%. The dispersion is sealed in a cylindrical volume with a
diameter of 8 mm and a height of 100 μm made of top and bottom
walls of cover glass and surrounded by a silicone sheet. We
measure the central region in the horizontal location at a height of
ca. 25 μm from the bottom of the cover glass. We capture the
motion of particles using the camera (Zyla 5.5, Andor Technology
Ltd.) that has a pixel pitch of 6.5 μm from the inverted microscope
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(IX73, Olympus Co. Ltd.) with objective lens of ×20. The frame
rate of the camera was 200 fps and 1000 frames were captured at
the image size of 512 × 512 px. While this is sufficient for the
main analysis to obtain the diffusion coefficient, we also obtained
the movie data at 100 fps for 500 frames, and 10 fps for 500
frames for comparison. We used the SPT algorithm of Sbalzarini
and Koumoutsakos [12] with input parameters as shown in
Table 1 and varied the threshold parameter for the displacements
from 1 to 730 px, where 730 px covers the whole domain of the
images. The conditions for the movie data are summarised in
Table 2. The diffusion coefficient of a spherical particle with
diameter 2a in a fluid with a viscosity h at an absolute
temperature T under sufficiently dilute condition can be estimated as

DSE = kBT

6pha
(6)

where kB is the Boltzmann’s constant. We validate our technique by
comparison with the estimation based on the Stokes–Einstein
estimation. The specific value was DSE = 5.2× 10−13 m2/s using
the value of water viscosity at 23°C (by linear interpolation from
the literature) corresponding to the experimental condition.

4. Results and discussion: In most of the tracking algorithms, the
displacement threshold Lth needs to be determined in an appropriate
range, so that the identification of the same particles in the adjacent
frames are correctly determined. On the one hand, too large Lth can
cause the confusion of different particles as identical. On the other
hand, too small value of Lth leads to missing the trajectories of the
particles captured in the movie data. Depending on the specification
of the system, it can lead to the different value of the evaluated
diffusion coefficient compared with the case when sufficient
fractions of the trajectories are correctly determined. We show
that our technique can evaluate the diffusion coefficient from the
trajectories based on too large Lth. Fig. 2 shows the distribution
of DISFij for trajectory D in Table 2, where Lth covers the whole
range of the image corresponding to the absence of restrictions
by Lth in the trajectory evaluation. Fig. 2a shows the long tail of
DISFij and the trajectories include those based on the false link
between the different particles of the adjacent frames. It is not
clear which displacement is correct or wrong. On the other hand,
the logarithmic measure [9] clarifies the difference of DISFij from
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Fig. 2 Distribution of DISFij for trajectory D of Table 2 shown by
a Ordinary histograms
b That for logarithmic scale of the quantity. The number of samples for the
histogram itself is 14,559. Note that the vertical axis of the inserted figure in
(a) does not cover the whole range of the data

Fig. 4 Dependence of diffusion coefficients DISFP on the bin width B of
histogram for the evaluation of peak position. The plotted points are
based on trajectory D in Table 2. The narrowest bin width in this figure
corresponds to the condition of Fig. 2b

Fig. 3 Time dependence of the peak SP of the squared displacements Sij
determined by the use of the logarithmic scale. The trajectory data sets
are based on the D, E, F, and G in Table 2
the actual displacements and the confused ones. The first peak
reasonably agrees with DSE (6). The actual value of diffusion
coefficient can be evaluated by DISFP = 10p using the value of
the peak position p in the histogram.

Then, the next question is how we can determine the peak that
corresponds to the actual dynamics from multiple ones (usually
two). It can be clarified by the analysis of time dependence of the
ensemble of displacements that the normal diffusion exhibits.
Fig. 3 shows the dependence on the peak SP of distribution for
the squared displacements [Sij in (5)]. The first peak corresponding
to the actual Brownian motion shows a linear dependence of
squared displacements on time. This is the basis of the evaluation
of diffusion coefficients by (1). On the other hand, the false-linked
trajectories exhibit roughly constant value after some transient time
scale. The appearance into and disappearance out of the microscopy
observation depth do not have time correlation among the different
particles, and hence the link between the frames does not have time
correlation either. Thus, there is no ambiguity in the determination
of diffusion coefficients. The clear linearity on the extracted actual
dynamics also suggests that the false link of trajectory is negligible
in the positioning of the peak for actual dynamics. The use of lin-
earity of mean squared displacements (MSDs) against time limits
the application of this technique within the normal diffusion. In
other words, our technique can be extended to the subdiffusion
and superdiffusion if we simply take into account the nonlinearity
of MSD in such situations.
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The diffusion coefficient is one of the non-trivial quantities to
evaluate precisely. Besides the possible errors in the experimental
origin, the value based on the proposed technique fundamentally
depends on the bin width of the histogram that is employed in
the determination of peak position for the logarithm of the distribu-
tion of squared displacements. Therefore, we have examined the de-
pendence of bin width on the evaluated value of diffusion
coefficient. Fig. 4 shows that the value of diffusion coefficient con-
verges with the reduction of the bin width (or the increase of the
inverse B−1 of bin width B). The span of each error bar in this
figure corresponds to the range of possible diffusion coefficients
based on the two edge values of the bin in the histogram where
the count shows the peak.

We have confirmed that our proposed approach works even
without the presence of displacement threshold Lth, but it is also
worth testing the range of Lth shorter than the diagonal line of the
microscopy image does not deteriorate the performance. Fig. 5
shows the evaluated diffusion coefficients as a function of Lth for
different definitions of the diffusion coefficients. The smallest test
value for Lth is 1 px, which is larger than 3s, where s denotes
Micro & Nano Letters, 2017, Vol. 12, Iss. 8, pp. 506–510
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Fig. 5 Evaluated diffusion coefficients as a function of the displacement
threshold Lth. The plotted points are based on the trajectories A, B, C,
and D in Table 2. Comparison is based on the resolution of 64 bins on
the obtained numerical range of data for the histogram of diffusion
coefficients
the standard deviation of the displacements estimated by DSE. Thus,
Lth = 1 px is also an acceptable condition for the orthodox evalu-
ation procedure of the diffusion coefficient. The overall DFB
denoted by DOFB, where all the displacements including those
based on the false link are used in the evaluation, shows the depend-
ence on Lth. On the other hand, the diffusion coefficient DISFP based
on the peak position of the logarithm of squared displacements does
not depend on Lth. Now, it is fully conclusive that the diffusion co-
efficient based on our proposed method is not affected by the too
large Lth. The value of diffusion coefficient itself also shows reason-
able agreement with the estimation DSE by the Stokes–Einstein
relation.
We also examined the case DISP, where distributions of diffusion

coefficients for individual samples are employed for the histogram
construction. The use of (4) instead of (5) causes the difference in
the apparent number of samples in the histogram, which affects
the possible resolution in the determination of the peak position.
Therefore, we have compared the performance of these two types
of evaluation based on the same resolution of the histograms. The
possible resolution of DISFP tends to be finer than DISP, which is
Fig. 6 Sensitivity of diffusion coefficient histogram on the displacement
threshold Lth. The DISi and DISFij are defined in (4) and (5), respectively.
Comparison is based on the resolution of 64 bins on the obtained numerical
range of data
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one of the advantages of DISFP against DISP. Fig. 5 shows that
DISP tends to be slightly larger than DISFP. This is attributed to
the possibility of including the false link in DISi for each i. For
example, consider the case where particle a gets out of the observa-
tion domain in the thickness direction (i.e. perpendicular to the ob-
servation plane), and particle b = a gets into the observation
domain in the thickness direction at sufficiently close location in
the observation plane. The particles a and b might be regarded
as identical while it is not the case in reality. If it happens, the tra-
jectories of a and b are merged into a single one including the
unreal displacement based on the false link. On the other hand,
DISFP is based on the single displacements. The unreal trajectories
based on the false link are statistically separated in the histogram
of the squared displacements. This is effectively confirmed from
Fig. 6. The fraction of samples corresponding to the actual dynam-
ics substantially decreases in the case of DISi when Lth is effectively
absent, whereas it is not strongly affected in the case of DISFij.

5. Concluding remarks: There exists diverse types of particle
tracking algorithm, and most of them require input parameters
including the displacement threshold to enable the analysis. Our
proposed approach solves the difficulty of deciding the
appropriate value of displacement threshold. This technique is
remarkably simple: just plotting the histogram of logarithm for
the squared displacements and reading the peak position.
Furthermore, this approach is applicable to the wide range of the
existing algorithms. Therefore, it is unnecessary to implement or
get used to a new tracking algorithm in many cases, but our
approach empowers the ability not to be spoiled by the too large
displacement threshold parameter in the particle tracking. Once
diffusion coefficient is successfully evaluated, it can be used for
the further analysis of the particle dynamics.
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