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The authors aimed to develop an application for producing different architectures to implement dual tree complex wavelet transform (DTCWT)
having near shift-invariance property. To obtain a low-cost and portable solution for implementing the DTCWT in multi-channel real-time
applications, various embedded-system approaches are realised. For comparison, the DTCWT was implemented in C language on a
personal computer and on a PIC microcontroller. However, in the former approach portability and in the latter desired speed performance
properties cannot be achieved. Hence, implementation of the DTCWT on a reconfigurable platform such as field programmable gate array,
which provides portable, low-cost, low-power, and high-performance computing, is considered as the most feasible solution. At first, they
used the system generator DSP design tool of Xilinx for algorithm design. However, the design implemented by using such tools is not
optimised in terms of area and power. To overcome all these drawbacks mentioned above, they implemented the DTCWT algorithm by
using Verilog Hardware Description Language, which has its own difficulties. To overcome these difficulties, simplify the usage of

proposed algorithms and the adaptation procedures, a code generator program that can produce different architectures is proposed.

1. Introduction: Physiological systems, which have inherent
time-varying characteristics, produce non-stationary biomedical
signals (BSs) carrying vital information about the state of human
body. In the literature, classical Fourier transform (FT) is
frequently used in the analysis of BSs [1]. However, in FT the
time information is lost, and therefore it shows limited
performance while processing non-stationary parts of BSs. Short
time FT (STFT) is employed as a solution for the lack of
time-information drawback of FT in various studies [2] by
shifting a window onto the time axis and applying FT only to the
signal component beneath this window, whereas, in the STFT,
analysis window has fixed length for the entire time-axis resulting
in a fixed time—frequency resolution. Continuous wavelet
transform (WT) is frequently used in order to attain an adaptive
time—frequency resolution by using wavelets with varying sizes;
low frequencies are analysed over wide time wavelets, and high
frequencies over narrow time wavelets. However, the complex
WT (CWT) is computationally expensive and produces a vast
amount of data at the end of analysis. Therefore, in real-time
applications, in order to reduce memory requirements and to
increase the computation speed of the analysis, discrete WT
(DWT), in which the scale and translation parameters are
discretised, is commonly employed [3]. Previously, DWT was
used in the pre-processing, de-noising, and feature extraction
steps of BSs analysis [4]. However, the DWT suffers from being
shift-invariant and this results in corruptive sensitivity to the
phase-shifts occurring in the input signal. As an example, when
the DWT is used as a de-noising operator for embolic signals in
[5], the distorted coefficients obtained with the DWT decreases
the performance. Dual tree CWT (DTCWT), which is an
improved version of the DWT with limited redundancy, is
proposed in [6] to overcome the lack of shift-invariance property
of the classical DWT. The DTCWT consists of two separate
discrete wavelet trees (real and imaginary).
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As a result of improvements in technology, continuous monitor-
ing of the health condition of impaired people or people requiring
special health treatments have become an active research area.
Traditionally, for continuous monitoring, the patients are forced
to stay at hospitals or to visit the hospital every few days; for
example, in cerebral activity and heart rate monitoring cases [7].
However, the increasing availability of mobile devices, wireless
networks, and embedded systems, and the tendency for them to
become ubiquitous in our daily lives, creates a favourable techno-
logical environment for the emergence of novel, easy to use, and
added-value applications for health care. Besides, the developing
embedded-system technologies enable the design of real-time,
multi-channel, and low-power mobile BS processing systems in
various medical fields [8]. However, in mobile health care applica-
tions, power consumption and computational performance of these
BS processing systems are the main concerns due to huge data size
that is increasing day by day.

In this respect, the DTCWT has been implemented in various
embedded systems with the aim of designing a real-time and multi-
channel working sub-system that can be used in mobile health care
systems. As a starting point, the DTCWT was first implemented in
C programming language on a personal computer (PC) and also on
a PIC microcontroller. The solution designed for the PC has shown
sufficient speed performance for a single-input channel scenario.
However, the speed of this PC implementation is dramatically
affected by the reading/writing data operations. Additionally, in
the multi-channel input scenario, for the real-time data, the speed
of this implementation is dramatically reduced. Besides, this kind
of implementation is not feasible for mobile applications.
Therefore, to solve the non-portability drawback of the PC solution,
the DTCWT was implemented on a microcontroller (PIC from
Microchip). Comparing with PC-based solution; PIC implementa-
tion is very low cost and portable. However, considering the com-
putational performance, PIC implementation can achieve a data
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input rate that is far less for many multi-channel BSs. Hence, imple-
mentation of the DTCWT on a reconfigurable platform such as field
programmable gate array (FPGA), which provides portable,
low-cost, low-power, and high-performance computing, is consid-
ered as the most feasible solution. Initially, the system generator
DSP design tool of Xilinx is employed for algorithm design.
However, the solutions implemented by using such tools are not
optimised in terms of area and power. To overcome all these draw-
backs mentioned above, we considered to implement the DTCWT
algorithm by using Verilog Hardware Description Language
(VHDL), which has its own difficulties such as the necessity of
choosing proper architecture satisfying the area and speed needs,
long-time implementation procedure, difficulties in catching seman-
tic errors, and the dependency on the program developer. To over-
come these difficulties, simplify the usage of proposed algorithms,
and simplify the adaptation procedures; a code generator program
that can produce different architectures is proposed as the main con-
tribution of this Letter.

In the literature, the classical DWT has already been implemen-
ted in various ways. For example in [9], a DWT is realised in FPGA
by employing frame-partitioned architecture. In [10], a bit-serial
architecture based on a time-interleaved structure is used in the im-
plementation of the DWT and this results a modular and scalable
architecture allowing a bit-level parameterisation. In [11], a DWT
implementation, which exploits a look-up table (LUT)-based archi-
tecture of FPGAs and reformulating the wavelet computation in ac-
cordance with the distributed arithmetic algorithm, is proposed. In
[12], this time, speed efficiency is considered by employing a
low-pass and high-pass filter pair which is working concurrently
in each level of transform. These implementations are only realised
as computer-based simulations and no real-time hardware imple-
mentations are given. In our Letter, for the first time, various
embedded-system solutions for implementing the DTCWT is rea-
lised. As the main contribution, to realise FPGA solution, which
is concluded as the best, a code generator program is proposed.

This paper is organised as follows: Section 2.1 gives information
about the DTCWT. Section 2.2 presents the first embedded-system
solution as the desktop application using C language. Section 2.3
presents the implementation on PIC with C programming language
as the second solution. Section 2.4 explains the implementation on
system generator. Section 3 presents the VHDL solution and the
proposed code generator. The last section presents the results and
conclusions of this Letter.

2. Methods

2.1. Dual tree complex wavelet transform: The DTCWT [6], which
was proposed in order to overcome the shift-variance drawback of
ordinary DWT, utilises two discrete wavelet trees working in
parallel on an input BS. In the DTCWT, real part of the
transform is represented by the first wavelet tree while the

il —g2)—

Fig. 1 Block diagram for a three-level analysis part of DTCWT. Tree a
represents the real part of the transform, whereas Tree b represents imagin-
ary part (this figure is taken from [14])
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imaginary part is represented by the second wavelet tree. Real
and imaginary wavelet trees employ two different finite impulse
response (FIR) filter sets that are working in parallel and
satisfying the perfect reconstruction conditions. The block
diagram which represents the analysis part of the DTCWT is
given in Fig. 1. In analysis stages, low-pass and high-pass FIR
filters that are labelled as ‘g’ and ‘/’, respectively, are employed
in every level of algorithm.

2.2. Desktop application using C language: In the first part of this
Letter, as a starting point, the DTCWT is implemented on a desktop
computer by using C programming language. Both fixed-point and
floating-point formats are employed. In implementation, classical
FIR filtering process is carried out by sliding the FIR filter
coefficients on the input data as shown in Fig. 2. In the test phase
of C implementation, 1600 pieces of 4096-point inputs are fed
off-line and five levels of decomposition are applied resulting in
the detail/approximation  coefficients. The duration of
decomposition process proves that with this kind of
implementation 6.4 MHz input signals can be processed
efficiently in real-time. However, in a real-life data acquisition
system, the computational speed of the real-time DTCWT
implementation is dramatically affected from reading/writing data
operations. For example, when the reading/writing operations and
the DTCWT decomposition is carried out together, the duration
of the whole process increases 15 times due to the speed
differences between the main processor and peripherals.
Additionally, C implementation is performed in both
floating-point and fixed-point formats and it is seen that
fixed-point format is 35% more efficient than the floating-point
format.

2.3. Implementation on PIC with C programming language: As a
second step to achieve mobility property desired in biomedical
applications, the DTCWT is implemented on PIC environment.
Owing to the limited memory resources of PICs, the approach
explained in Section 3 cannot be used and a new approach is
needed. In the new approach, the new-coming ten samples (the
length of the filters are also 10) of the input data is held in
memory and the filtering operation is applied on this ten samples
resulting in the detail/approximation coefficients. Later, a new ten
sample input data comes and filtering process is applied to the
second set, and this process goes on until the end of input data.
Unlike the previous method that stores all input data, in this
approach only ten samples incoming data is stored and processed.
Algorithm that is used in PICs during the implementation of the
DTCWT can be seen in Fig. 3. The algorithm is tested on PIC
18F452 model by using the fixed-point and floating-point
arithmetic. It is observed that the fixed-point implementation is
~35% faster than floating-point arithmetic.

2.4. Implementation on system generator: To achieve mobility and
fulfil the real-time processing speed requirements in the biomedical
applications, we decide to implement the DTCWT in FPGAs as a
system on chip. System generator DSP design tool of Xilinx,
which enables Mathworks model-based FPGA  design
environment, is employed in the implementation due to its
simplicity in FPGA design. In system generator-based design, all
of the downstream FPGA implementation steps including
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Fig. 2 Implementation of the DTCWT in C language
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Fig. 3 Implementation of the DTCWT on PIC

synthesis and place and route steps are automatically performed by
the Xilinx tool to generate the FPGA programming file [13].

In this section, only the real tree of the DTCWT is modelled and
tested by using the fixed-point format for improving the speed effi-
ciency. In our model, the input data is read from and also the
outputs are written to a file in a PC, and the filter coefficients are
stored in registers of FPGA design. At the end of simulation
phase, it is observed that the outputs of system generator-based im-
plementation (detail/approximation coefficients) are almost same
with the outputs of MATLAB results. However, the design gener-
ated from system generator could not achieve the desired area effi-
ciency so that the design could not entirely fit to the Xilinx
Spartan-6 board. The results of the trials also show that only a
low-pass or a high-pass filter module can fit to the Spartan-6
board. Therefore, in order to achieve desired field efficiency, the
DTCWT is implemented using hard-coded Verilog language in
subsequent design steps. The DTCWT architecture obtained from
the system generator tool can be seen in Fig. 4.

3. Verilog implementation and proposed code generator: The
previous attempts show that in order to achieve a real-time,
low-power, and mobile (area efficient) implementation of the
DTCWT, the best approach would be to implement the
algorithms by using hardware description language such as
Verilog, VHDL, system C etc. Considering the speed, power, and
area constraints, in this Letter three different versions of the
DTCWT were implemented on Spartan-6 FPGA board by using
Verilog programming language. In this Letter, three different
implementations of the DTCWT with desired specifications on a
reconfigurable platform are given. In the first implementation, an
adder and a multiplier for each tree are used. In the second
implementation, an adder and a multiplier are used for each input
channels resulting in reduced area. In the third implementation, to
improve the area efficiency one step further, an adder and a
multiplier are used for all channels. The details of these three
implementations can be seen in our previous studies [14-16].

I[=] B3

DTCWT Code Genrator ¥1.5

Algorithm and Coeff Selection P b

Algorithm IAIg1 vl Mumber of Channels |B
Tap Number |1El
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Q-Format Iﬁ - IT
I Interal LUT

Fig. 5 Code generator interface

As seen in previous sections, the DTCWT algorithm is imple-
mented using various architectures depending on the area and
speed needs of the real-time system. While implementing these dif-
ferent approaches some difficulties are faced. These difficulties can
be listed as:

e Choosing a proper architecture satisfying the area and speed
needs.

e Long-time implementation procedure.

o Difficulties in catching semantic errors.

e Dependency on the program developer.

To overcome these difficulties, simplify the usage of proposed
algorithms and simplify the adaptation procedures; a code generator
program that can produce different architectures is developed. By
using this code generator, various combinations of proposed algo-
rithms can be generated in a very simple way. The interface of
the code generator is given in Fig. 5.

In the code generator following features can be selected:

o Number of TAP.
e Bit width.
o Coefficient selection.

Architecture type:

One adder and one multiplier for every tree.
One adder and one multiplier for every channel.
One adder and one multiplier for all channel.
Internal LUTs or one LUT for coefficients.
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Fig. 4 Implementation of the DTCWT on system generator
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Table 1 Register and LUT number results for all combinations

Bit width Register LUT LUT-Flip-Flop (FF) pairs
12 2129 3445 1325
18 2319 3753 1421
32 2773 4062 1618

4. Results: In the proposed Letter, various embedded-system
approaches are tested for implementing the DTCWT in a
real-time and mobile system. Results indicate that a hard-coded
FPGA solution would be the optimum choice in order to succeed
both the low-area and low-power requirements of mobile systems.
However, in BS acquisition systems different number of input
channels can be employed and in the wavelet analysis different
length filters can be used. Therefore, an automated tool that can
be used in generating optimum hardware architecture for the
analysis is desired. The proposed code generator can generate the
optimum architecture for all our four approaches. The results of
multi-channel approach [16] can be seen in Table 1. Code
generator is used with word sizes of 12, 18, and 32 bits. The
register and LUT number results are listed for all combinations.
With the proposed code generator, an optimum solution with
desired power consumption rate and area usage is achieved. With
a single Spartan-6 FPGA board, a multi-channel system working
with 55 parallel channels, which can never be achieved by the
system generator tool provided by Xilinx, can be designed.

To prove that the FPGA implementation works as intended, a test
signal, which is an embolic signal recorded from a patient [17], is
used and the resultant coefficients of first approach (one adder
and one multiplier for every tree) on an FPGA are compared with
the coefficients obtained from traditional MATLAB implementa-
tion using floating-point arithmetic. To assess the similarity of
two results, a metric known as signal-difference ratio (SDR) [18]
is used. SDR is given as

Z ‘Xﬂoaﬁng - Xﬂxed

bD

SDR = x 100 1)

Xﬂoating

where Xfoqing 15 the reference signal, Xp.eq is the actual signal.
Comparison results are reported in Table 2. In this table, the SDR
between floating-point MATLAB simulation and fixed-point
FPGA implementation with a word size of 32 bits are listed.
According to this table, it is possible to say that there appears to
be a very small difference between MATLAB simulation and
actual implementations. This is actually due to quantisation error
caused by fixed-point implementation in FPGA, as opposing to
floating-point implementation in MATLAB.

The area and speed comparisons of four architectures for
N-channel 32 bit structure can be seen in Table 3. All the experi-
ments are done in FPGA Spartan-6 board and a PC having Intel
Pentium i7 processor with 1.5 GHz clock speed. As expected, the
fourth approach (one adder and one multiplier for N-channel with
an LUT) is the most area efficient and also the slowest architecture.

Table 2 Signal difference ratio between MATLAB and FPGA results

Level Floating-point—fixed-point
1 0.00008
2 0.00008
3 0.00009
4 0.00012
5 0.00014
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Table 3 Adder/multiplier number and maximum frequency results for
N-channel 32 bit emboli data

Architecture Adder and Maximum
multiplier number frequency, kHz
one adder and one multiplier for 2N 1840
each tree
one adder and one multiplier for N 920
each DTCWT
one adder and one multiplier for 1 920/N
N-channel
one adder and one multiplier for 1 920/N
N-channel with an LUT
=lol=|
Sefings Level 1 | Level 2| Level 3| Level 4| Level 5| Low Level 5|
Exp 3310002244 Recy: -331 0002244 Dt -0.0002244 Z‘
Expr 353 9997682 Recy: 353 3997862 Dt -0,0002118
Expr I7E.0004E13 Recy: 3760004819 D 00004813
Ewpr 4360004547 Recy: 4360004547 Dt -0,0004547
Exp 4380000358 Recy: 4380000358 Diff: 358605
Exp 4639939303 Recy: 4639533303 Dt 6.57E-05
Espr 124.0004862 Recy: 124 004852 D -0,0004562
Ewpr 4439996709 Recy: 4439996709 Dt 0.0003291
Expr 3709396387 Recy: 3709936387 D 00003613 -
Expr 4530001 764 Recy: 4350001764 i -0,0001 Té4
Espr -207 9995487 Recy: -207 3995487 D 00004513
Exp 284 9997097 Rlecy: 204 3597097 Dt -0,0002303
Expr 4269939226 Recy: 4269993226 Dt -7.74E05
Ewpr 4560001423 Recy. 4360001423 D -0,0001 423
Exp 3620000425 Recy: 920000425 Dt -4 25€05
Exp 282993935  Fecy. 262 333935 Dt & S5E-05 =|

Fig. 6 Graphical user interface (GUI) of the desktop application for the
FPGA-PC interaction and result comparison

In Fig. 6, the interface of the FPGA—PC interaction application is
shown. The application reads data from a file and sends the data to
FPGA via Ethernet. The application also receives the results from
FPGA and shows difference between the MATLAB results. The ap-
plication can be seen on [19] video.

With the proposed code generator, an optimum solution with
desired power consumption rate and area usage is achieved. The
code generated by our code generator uses only 7% area of
Spartan-6 FPGA for 8-channel 32 bit architecture while Xilinx
system generator uses all areas for only the FIR filter section of
the same algorithm.

5. Conclusion: In this Letter, we presented an implementation of
DTCWT code generator tool. We proved that our code generator
is able to generate much more optimised algorithms in terms of
the area utilisation and power consumption compared with other
commercially available tools such as Xilinx system generator
tool. As a future study, the code generator’s capability can be
extended to include optimised code generation for other signal
processing algorithms.
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