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Abstract

Due to development of 3D display technology, industrieatesl 3D have been
grown. For this reason, the demand of 3D contents increhaethere is a short sup-
ply of 3D contents. Consequently, research on 2D-to-3D exion is underway. In
2D-to-3D conversion, the depth information of scene is iolet through an analysis
of several depth cues on input sequence and the depth masponding to a scene
can be generated by combining several depth cues and agsmmiappropriate depth
level. Scene classification for depth assignment is needédd process. This paper
classifies a scene into landscape, linear perspective, @mdahtype automatically.
The proposed method analyzes landscape type and foundisheerelation between
image pattern and distribution of color and edge, and sugyescriteria for clas-
sification. Moreover, the other criteria for linear perdpex classification based on
vanishing point detection is proposed. To verify perforogrthe proposed features
are fed into a linear SVM classifier, and 651 images are usegernent results show

that the algorithm has advantages in performance by abéat 13

keywords: features for scene classification, scene depth assignn2é&hto-3D
conversion, vanishing point detection, distribution ofoc@nd edge

student number. 2014-21715
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Chapter 1

Introduction

As industries related to 3D grow, 3D technologies have beseldped and the need
for 3D content has increased. To generate 3D contents, ADtoonversion and

camera system such as stereo or multi-camera and singleaavite depth camera
system are required. Using camera system, except 2D-taBiecsion, is expensive
and the supply of 3D content doesn’t meet the need for themh ¥Wspect to such

fact, 2D-to-3D conversion plays an important role [1-3].

Figure 1.1 represents general 2D-to-3D conversion prodasgeneral 2D-t0-3D
conversion, input sequence is analyzed and a relative degptis generated according
to the scene classification result and depth cues. Next,dbeyol depth level and
generate stereoscopic images [5]. Many studies have fd@rsextracting depth cues
and merging them for depth map generation but as shown agyimd-iL..1, scene
classification result is used in the overall steps in 2D{foeBnversion. Consequently,
scene classification for depth assigning is helpful in thecpss.

In this paper, the features extraction method for scensitilzetion is suggested
to assign an appropriate depth level. A scene is classifiedtimee type, such as

landscape, linear perspective, and normal type [6] andifestare extracted accord-



ing to the type of scene. The extracted features correspgridi scene type outper-
form compared to the existing method. In the experimentneali Support vector
machine(SVM) is employed.

The paper is organized as follows. In chapter 2, the condeqateme classification
is represented and explained why we need to classify a soedeith assignment. In
chapter 3, the feature extraction method is proposed. Bhd#tatures for landscape
type are suggested according to scene properties anddsatiimear perspective type
are proposed based on vanishing point detection. Expetihenvironment and re-

sults are explained in chapter 4, and finally conclusion és@nted in chapter 5.

Analysis on input et view
A sequence: Depth Assignment & ‘
Input sequence - Geometric ¥ Contral

- Motion
- Static

DIBR

B

Right view

—+| Image classification

Figure 1.1: 2D-to-3D conversion progress



Chapter 2

Scene Classification for depth assignment

In 2D-to-3D conversion, scene classification has been addptget a depth map and
there are several methods. One of the famous methods is tasedne geometry [3].
In this paper, a scene is classified into 15 classes, whithasticolor by atmospheric
dispersion, geometric context features, texture relagedufes and perspective line
features. Next, Lee applies scene classification which jecblview class and non-
object view class using spectral signatures to generatit degp [4]. Besides, images
can be categorized into three classes, such as persor@doguand close-up [7]. In
the paper, face detection algorithm, whch utilizes a twalesevavelet transform for
close-up class, and HSI color space for outdoors.

In general, most of studies apply indoor-outdoor clasgificafor depth assign-
ment. S.Battriato employed indoor-outdoor classificatiesults for depth assign-
ment [8]. Besides, Szummer and Picard used color and tekifoemation of each
same-sized block and W.Kim adapted edge and color orientdistogram features
for indoor-outdoor classification [9-10]. For example, ¢ege is classified as indoor,
small depth level is assigned and vice versa.

This approach is reasonable but there is a limitation inittea that it could have



a small depth level despite outdoor images and the oppasée accurs, too. Figure

2.1 represents examples of limitation on this approach.

Figure 2.1: Limitation case (top) Limitation of outdoor ea@ottom) Limitation of

indoor case

With the limitation, the other classification method is attuced: a scene is classi-
fied into three types, such as landscape type, linear pdiapéygpe, and normal type
(Figure 2.2) [6]. To generate a depth map, geometric cuedlililear perspective and
static cues are widely used. When classifying scenes fahdegsignment, there is a
need to consider those features. That is why a classificationhree types is selected.
Consequently, a structural depth map plays a role in gangratdepth map and Fig-

ure 2.3 demonstrates that the method is meaningful witrestgp depth assignment.
. H k: : 1_'_” ;-j]r Tl



For example, depth fusion is conducted by combining thesiral depth map and the

object map.(depth map @*structural depth map + (&)*object map)

(c)

Figure 2.2: Examples of three types (a) Landscape type (f@driperspective type (c)

Normal type



(b) () (d)

Figure 2.3: Examples of depth map (a) Original image, sudaradscape, linear per-
spective, and normal type above in order (b) Structuraltdepap (c) Object depth
map (d) Final depth map



Landscape type is outdoor scenery image including the skigeoground region
over certain parts. Linear perspective type scene confaénsain straight lines which
converge to an eventual vanishing point. Other images aradhmal type.

First, the proposed algorithm decides the input image vendbelongs to land-
scape type or not. If the image does not belong to landscagee Wwhether it belongs
to linear perspective type is detected. If the image doedeluing to the two type,

such as landscape and linear perspective type, it is ckdgif normal type (Figure
2.4).

Input
Image

Yes .| Landscape
type

Landscape
type

Linear
Perspective

type

Yes Linear'
» perspective
type

MNormal
type

Figure 2.4: Flow chart of scene classification



Chapter 3

Feature Extraction

To classify scene into three types for depth assignmentgritezia for the judgement
on each type is needed. We observe properties of each sqenertgt suggest features

corresponding to it : landscape and linear perspectiveifeaiare proposed.

3.1 Features for landscape classification

3.1.1 Image partition

We observing properties of scene, most landscape imaggsdeontain many pixels
of the sky and the ground regions. For landscape type, thdoskyes at the upper
part of the image while the ground locates at the lower pdrer&fore, the more likely
area to get clues for landscape classification will be theeupggions rather than the
lower regions. With respect to such fact, a given image igdi into four blocks
along the horizontal direction(Figure 3.1). The proposeatdres are extracted from

four divided blocks.



Figure 3.1: Image partition for feature extraction

3.1.2 Color-related features

The relationship between the image and color informatianvisstigated for providing
clues of image type. That is, the pixels belonging to the gikiye ground could have

certain values within a specific range. For example,

Sky region : H(x,y) € [100 180] AND I(x,y) € [100 255].
Ground region : H(x,y)e [50 100] AND S(x,y) € [80 255].

H(x,y), S(x,y) and I(x,y) denote the hue, saturation anerisity of each pixel(x,y).

TSR Edi

i p i
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Motivated by this paper, we utilize color information astteas for the scene
classification, which is mean of the hue of HSI color spacaf tf intensity, and
standard deviation of the hue. Since hue and saturatioe Vafer to the different color
tone and reflect the difference between the sky and the graumddapt atmosphere
scattering features(AS) [3] which is mean and standardatievi of the saturation of
HSI model. Also, color orientation 8-bin histogram(COHD]1s employed.

Although color related features could be one of the sigmtigaformation for
scene classification, it would be inaccurate to use originbdr. That's because color
is strongly affected by illumination color, that is to saylarois changed by illumi-
nation. Therefore, illumination color estimation for coldistribution correction is
considered. Color temperature adjustment is commonlyabpersince D65 denotes
average daylight and has a color temperature of approxiyn@&0K according to
the International Commission on Illlumination(CIE) [11].eVddapt conditional color
temperature adjustment(CCTA) [11] to all color featuresnasitioned above. Figure
3.2 describes the procedure of illumination color estiorafor color distribution cor-

rection and Figure 3.3 shows the result of color temperaidjestment.

Color Temperature
adjustment to D65
({If CT is higher than
7000K, CT=CT)

(Estimated IC)

Figure 3.2: Algorithm for conditional color temperaturgueiment(CCTA)
> I &) -
M=o 8l

10



Figure 3.3: The result of CCTA

3.1.3 Edge-related features

In addition to color features, edge information, which prés image structure and
properties well, is considered so we focus on edge-relaatuffes. There exists a
direct relation between landscape image statistics and edgplexity. The ground
region of the image tends to be more complex in terms of edggaced to that of
the sky region. In [12], the number of edge pixels presergsitimsity of surface and
the magnitude of gradient is used to measure the strengtxifre. Inspired by this,
we utilize gradient sum and edge pixels ratio, which is cotegdor the sharp edge
greater than the threshold. Figure 3.4 depicts the reld@ivween image statistics and

the strength of edge.

11 -



Edge pixels ratio Gradient sum

0.0002

0.0152

00529

Figure 3.4: Relation between image statistics and stresigthge
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Moreover, we observe that edge is more complicated alongdhizon compared
to the rest so the gradient sum along the horizon per totaigmaisum of scene has
high value. Because of this, we detect the horizon as followslge detection us-
ing Sobel and then obtaining the horizon from the highesievalong the horizontal
direction.

In general, the bottom of images, or the ground region, &ivaly more focused
and has more high frequency components than the sky regarstthe top of images.
In [18], there is the relationship between the image andtsgesignatures so the
textural patterns are represented well by the amplitudetspa. Thus, the ground
can have more pixels more than the average frequency cothiaitee sky region and
it is computed by the amplitude spectrum [19].

In conclusion, we utilize 13 kinds of color and edge featusesh as mean and
standard deviation of hue of HSI color model, 8-bin COH [18F number of edge
pixels motivated from [12], total gradient energy whichgarts sum of gradient moti-
vated from [12], gradient energy along horizon, AS [3], irgity mean, the number of
pixels more than average frequency [19] and COH+AS+mearstamilard deviation

of hue after CCTA [11].
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3.2 Features for linear perspective classification

3.2.1 Criterion for classification of linear perspective tye scene

In this paper, we propose the criterion of classificationirddr perspective type that
is the existence of a vanishing point.

Geometry information in the scene is determined by linebéstene and the lines
extended infinitely cross one point, so called vanishingiporhat is, since the lines
converge at a vanishing point, linear perspective typeassified by the existence of

a vanishing point. Figure 3.5 represents the idea.

N

Figure 3.5: Relationship between vanishing point and lipeaspective

3.2.2 Vanishing point detection

Vanishing point is defined that straight lines in the imageveoge on and vanishing
lines which cross vanishing point. However, all straighe§ in the image don’t only
pass through vanishing point but also all vanishing linestdwoss at vanishing point.

Consequently, detecting a vanishing point accuratelyspéaynportant role.

R
14 St



There are several methods for detecting a vanishing pootheR proposed vanish-
ing detection algorithm which employs camera parametetdiad mutual orthogonal
direction [13]. It is typical method that Hough Transformused to detect straight
lines in the image and detect intersection point using dedestraight lines [14-15].
We focus on this approach and Figure 3.6 describes genarizhiag point detection

based on Hough Transform approach.

Vanishing point

Line detection —» | Find crossing | — RF-'gic‘m DEtecFLon = Hetacticn
using Hough transform points SERYOY gt - centroid of
growing method b :
iggest region

Cronmng Porsy

Figure 3.6: General vanishing point detection

Motivated this, we adapt Kim’ vanishing point detectionaithm [15] for scene
classification in terms of depth assignment. In his papeevamethod of assigning
weights to lines is suggested. That is, new lines are cartstiuby pattern matching
on lines detected, and weights to lines are assigned bytibeofdahe length of the line
segment to the length of the gap. Furthermore, using themegriowing method [16],
candidate regions likely having vanishing points are deteed, and the vanishing
point is determined from the centroid of the maximum weigimh ©f candidate regions

(Figure 3.7).
A& sk



.8 000 00

(d)

Figure 3.7: Vanishing point detection algorithm of Han (agBeed as the point having
largest weight (b) The selection of the candidate regioneigyon growing method of
[16] (c) The selection of next seed (d) The selection of amotandidate region

16



3.2.3 Features based on vanishing point detection

In this paper, we define the criteria for determining linearspective type is the ex-
istence of a vanishing point and the properties for claggifynto linear perspective
type. Itis noted that we apply method of [15] for vanishingnpaetection.

We can always detect a vanishing point since it assumes ashiagipoint always
exists in the image. The following characteristics wereantsd for the criterion of
linear perspective. First, vanishing point exists in thgioe with the largest weight
sum. It could be inferred from the definition of vanishing midihat is determined as

the centroid of the region with the maximum weight sum (F&g8:8).

Anguons

(b)

Figure 3.8: Result images of vanishing point and region nrapeight sum (a) Orig-
inal image with vanishing point (b) Region weight sum mapu@to Red represents

low to high value of weight sum.)

Second, the normalized value of the region with the largesigkt sum is the
higher proportion on the total weight sum, as shown in FigiB2 The normalized

value(NV) is computed as follows :

_ The mazimum weight sum

NV =

(3.1)

Total weight sum

A& sty



Third, the third weight sum besides the largest and secomdsooonsidered. In
general, there tends to be a great difference between tienregth largest weight
sum and the region with second weight sum. However, in casgescontains many
lines, there is sometimes a small difference despite thetende of a vanishing point.
Therefore, the region with third weight sum in addition te first and second one is

considered. Figure 3.9 shows it well.

(b)

Figure 3.9: Result images of vanishing point and region nrage@ight sum (a) Orig-
inal image with vanishing point (b) Region weight sum mapu@to Red represents

low to high value of weight sum.)

Finally, if vanishing point exists in the scene, the normedi score of the selected
region has a high value. Generally, when vanishing poinétexn the scene, score
of the selected region tends to be high value but score ofesaéth vanishing point
having low value sometimes occurs. In this case, we compeissare by removing

noise value with very low, which means we calculate nornealiscore larger than

A& sty



threshold(Figure 3.10). Normalized score is as followsnerficing Figure 3.10 (d).

. average of a
normalized score =

(3.2)

average of T’

(b)

F region f the weight sum of each region

Tetal

() (d)

Figure 3.10: Resultimages of vanishing point and region ameyveight sum (a) Orig-
inal image with vanishing point (b) Region weight sum mapu@to Red represents
low to high value of weight sum.) (c) Plot of region weigh surapn(d) Examples

representing the tables and value on the weight sum of eganfa,B,C,D,E,F)

In conclusion, we employ five kinds of features such as theimam weight sum,
total weight sum, the maximum weight sum / total weight suire (st+ the 2nd + the

3rd weight sum) / total weight sum, and score of the seleagibn.

A& sty



Chapter 4

Experiment results

To evaluate the performance of the proposed method, we legkicted experiments
on various images collected from several image sequenadsasiHD movies and
photographs. We sorted images into three groups, a langlszgme type group, a
linear perspective scene type group, and a normal scenggtpp@. There is a total
of 651 images, which consists of 220 landscape group im&gdéslinear perspective
group images, and 221 normal group images. In the experjriténtegarded as suc-
cessful when the result of the classification using the pgeganethod corresponds to
the result of classification sorted by the researchers. ésage resized 480 X 480 and

classified by a linear SVM.

4.1 Performance of classification on each step

For landscape type classification, 220 landscape groupesagl non-landscape
group images and total 651 images are tested. In short, hii®dape images and 216
non-landscape images are trained by linear SVM and the fastages are classified.
We utilize 13 kinds of color and edge features. That is, weaextl 16 features such

]
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as mean and standard deviation of hue of HSI color modeln&kiH [10], the num-
ber of edge pixels motivated from [12], total gradient egerdnich presents sum of
gradient motivated from [12], AS [3], intensity mean, thamher of pixels more than
average frequency and COH+AS+mean and standard devidtore@after CCTA [11]
from four divided blocks. In addition to these features, &dees related on gradient
energy along horizon are extracted from whole image antidoteension is 119.

In terms of performance, Kim’s ECOH features [10] are exeddrom five di-
vided blocks. Although ECOH is used for indoor-outdoor sifisation, the reason we
chose ECOH is that the landscape / non-landscape clagsifiGatd indoor-outdoor
classification have something in common with the classitioatriteria for depth as-

signment. Table 4.1 and Table 4.2 show results of classditat

Table 4.1: Landscape classification results of proposetadet

Total accuracy : 90.71% (dimension : 119)

Landscape Non-landscaps

Landscape 80.91% 19.09%
Non-landscape 4.19% 95.81%

Table 4.2: Landscape classification results of existinchot{ECOH) from [10]

Total accuracy : 75.69% (dimension : 80)

Landscape Non-landscape

Landscape 71.82% 28.18%

Non-landscape 22.33% 77.67%

Apply the proposed method, the total accuracy is 90.71%enthit of the existing
method is 75.69% then the classification rate increases T®69% to 90.71%.
As for the result, there is a limitation of ECOH, in which thencept of classifi-

1]
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cation differs in the way the scene with less sky region anmathgr outdoor images
are regarded as non-landscape type by the proposed metipde B.1 depicts the

difference in concept.

Landscape Non-landscape

Outdoor Actually not exist

Indoor Different concept

Figure 4.1: The difference in concept between proposedadethd existing method

In addition to the dissimilarity in the concept, ECOH feawiare focused on ori-
entation of edge but the proposed method is consideredriregth of edge according
to each divided blocks such as edge pixels ratio, gradiant gradient sum along the
horizon per total gradient sum, and the number of pixels rtiae average frequency.
It is meaningful because the ground region of the scene tengls more complicated
in terms of edge compared to that of the sky region. Moredherproposed method
utilizes color-related features along with COH such as nwddmue, mean of intensity,
and standard deviation of hue. AS from [3] as well as hue amahgity related features
reflects the characteristics of scene with respect to cola of ground and sky region.
Furthermore, there is effective by adjusting color tempugeawhen color is changed

by illumination. As a result, the proposed method for lamagectype classification

A& sty



outperforms the existing method, ECOH.

For the validation of linear perspective type classifiaati®10 linear perspective
group images, 441 non-linear perspective group imagesthentbtal 651 images are
used. So, we use 105 linear perspective images and 221 mear-fierspective images
to train with a linear SVM and the rest to classify.

Five features based on vanishing point detection such asdlkenum weight sum,
total weight sum, the proportion of the maximum weight surtotal weight sum, the
rate of the maximum, the 2nd, and the 3rd weight sum to totéghwesum, and the
normalized score of selected region are extracted forifitzetgon. As compared with
the proposed method, Hao's method [6] is introduced wheseiised on general line
detection using Hough transform. It is composed of 5 feattinat are voting value
threshold, the number of lines along voting value threshol@l voting value for line
detection, maximum voting value for line detection, andréi@ of maximum voting
value to total voting value. Table 4.3 and 4.4 present resiltlassification.

Due to sophisticated algorithm for detecting a vanishingtpthe proposed method
shows the better classification results compared to théirxisethod [6], which the

total accuracy rises from 70.46% to 82.46% despite samerdiioe.

Table 4.3: Linear perspective classification results oppsed method

Total accuracy : 82.46% (dimension : 5)

Linear perspective Non-linear perspective

Linear perspective 72.38% 27.62%

Non-linear perspective 12.73% 87.27%

23



Table 4.4: Linear perspective classification results atéxg method from [6]

Total accuracy : 70.46% (dimension : 5)

Linear perspective Non-linear perspective

Linear perspective 89.52% 10.48%

Non-linear perspective 38.64% 61.36%

4.2 Performance of scene classification result for depth as-

signment

In the experiment, 110 landscape group images, 105 lingapgetive group images
and 111 normal group images are used to train with a linear Wil the rest of
the 651 total images consisting of 110 landscape, 105 lipespective, 110 normal
images are tested. We conducted the experiment througtpZktssification. First,
the scene is judged whether it is a landscape type or nothandhe rest is determined
by linear perspective and normal type.

In terms of performance, the proposed method features amattiin the previous
section are extracted and we adapt ECOH from [10] for the tegt slassification,
landscape type classification, and Hao’s method from [6He2nd step classification,
linear perspective type classification, as also remarkégeiprevious section.

Table 4.5 and Table 4.6 show results of whole classificatiépplying the pro-
posed method, the accuracy of the classification is 80.98/83%, and 95.45% on
landscape, linear perspective, normal type, respectivdianwhile, the accuracy of
the classification adapting the existing method is 71.82%aodscape, 70.48% on
linear perspective, and 65.45% on normal type. Finally,tttal classification rate

increases from 69.23% to 83.38% so the proposed methodlisrf@@sonable.

24



Table 4.5: Scene classification results of proposed method

Total accuracy : 83.38% (dimension : 119/ 5)

Landscape Linear perspective Normal

Landscape 80.91% 7.27% 11.82%
Linear perspective  7.62% 73.33% 19.05%
Normal 0.91% 3.64% 95.45%

Table 4.6: Scene classification results of existing metlwrdidned with [10] and [6]

Total accuracy : 69.23% (dimension : 80/ 5)

Landscape Linear perspective Normal

Landscape 71.82% 6.36% 21.82%
Linear perspective 20.95% 70.48% 8.57%
Normal 23.64% 10.91% 65.45%

Figure 4.2 demonstrates scene classification into 3 typalid with respect to
depth assignment. The model for generation of depth maperafed from [17] is as
follows.

4.2)

Dfusion = Cd)sz‘,ructural + (1 - C“)l)object

D tusions Dstructurat @nd Doyjee; denote final depth map, structural depth map

and object depth map, respectively.

25



(b) (©) (d)

Figure 4.2: Generation of depth map according to sceneifita$on (a) Original

image (b) Structural depth map (c) Object depth map (d) Flepth map

&) et
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Chapter 5

Conclusion

In this paper, we propose an automatic scene classificdtionthm for depth assign-
ment. Scene is classified into three type, landscape, lpe@pective, and normal
type, and features are extracted in accordance with scemaathristics through anal-
ysis. Features for three kinds of scene classification @asepted. For landscape clas-
sification, we found that a direct relation between color etigle pattern and landscape
type scene and introduced features related it. Also, fealiperspective classification,
new features based on vanishing point detection are sughest

To validate the performance of the proposed method, valibages have been
tested and proposed features are fed into linear SVM clessifis a result, the pro-
posed method outperforms compared with existing methodsaaido fairly meaning-
ful with respect to depth assignment.

The proposed method can be used for depth control for gémgidepth map and

more realistic 3D contents. Further, out method is veryuldef real-time application.
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