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Abstract

This thesis provides bounds on the performance of quantum error correcting codes when used for

quantum communication and quantum key distribution. The first two chapters provide a bare-bones

introduction to classical and quantum error correcting codes, respectively. The next four chapters

present achievable rates for quantum codes in various scenarios. The final chapter is dedicated to

an upper bound on the quantum channel capacity.

Chapter 3 studies coding for adversarial noise using quantum list codes, showing there exist

quantum codes with high rates and short lists. These can be used, together with a very short secret

key, to communicate with high fidelity at noise levels for which perfect fidelity is impossible.

Chapter 4 explores the performance of a family of degenerate codes when used to communicate

over Pauli channels, showing they can be used to communicate over almost any Pauli channel at rates

that are impossible for a nondegenerate code and that exceed those of previously known degenerate

codes. By studying the scaling of the optimal block length as a function of the channel’s parameters,

we develop a heuristic for designing even better codes.

Chapter 5 describes an equivalence between a family of noisy preprocessing protocols for quantum

key distribution and entanglement distillation protocols whose target state belongs to a class of

private states called “twisted states.”

In Chapter 6, the codes of Chapter 4 are combined with the protocols of Chapter 5 to provide

higher key rates for one-way quantum key distribution than were previously thought possible.

Finally, Chapter 7 presents a new upper bound on the quantum channel capacity that is both

additive and convex, and which can be interpreted as the capacity of the channel for communication

given access to side channels from a class of zero capacity “cloning” channels. This “clone assisted

capacity” is equal to the unassisted capacity for channels that are degradable, which we use to find

new upper bounds on the capacity of a depolarizing channel.
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Preface

It has been a little over a decade since the discovery of quantum error correcting codes. Before

the work of [Sho95], it was not even clear that quantum error correction was possible in princi-

ple. The no-cloning theorem [WZ82], which states that quantum information cannot be copied,

seemed to preclude any sort of redundancy, which is the essence of classical error correction. Nev-

ertheless, with the appearance in October 1995 of [Sho95] there began a period of such remarkable

discovery that by the end of 1996 it was not only clear that quantum error correcting codes ex-

ist, but that they could be constructed using fairly straightforward modifications of classical codes

[Sho95, CS96, Got96, BDSW96, EM96, Ste96]. Work in the intervening years has taken full advan-

tage of this observation, but there are some ways in which correcting quantum noise is fundamentally

different from classical error correction, most notably when it comes to degenerate codes. This thesis

represents my attempt to understand these differences.
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Chapter 1

Classical Codes

1.1 The Repetition Code

Error correcting codes are designed to encode data in a form that is resilient to noise. The simplest

such code is an n-bit repetition code, wherein a single (logical) bit is mapped into a string of n bits.

If the logical bit is a 0, we map it to the string of n zeros, whereas if it is 1, we map it to the string

of n ones. For example, a three bit repetition code would be given by the following mapping:

0 → 000

1 → 111.

If one of the three bits is accidentally flipped, we will still be able to determine the value of the

logical bit by decoding every 3-bit string to whichever value it takes on most:

0 → 000
noise→ 001

correct→ 0

1 → 111
noise→ 101

correct→ 1.

It’s possible to correct as many errors as you like with a code like this—by making the code

longer you can correct more errors. Sometimes this is actually a good solution. The trouble with

this code is that it only encodes a single logical bit, and it may have to be quite long. If storage is

expensive, it’s a good idea to encode as much data as possible into your bits. The rate of a code is

the ratio of logical bits to the code’s block length, so what we’d like is to find codes with the highest

possible rate that can still handle the noise levels we’d like to correct. In the next section we’ll

study a family of codes that, in general, can do much better than a repetition code, and includes

the repetition codes as a special case.
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1.2 Linear Codes

An [n, k] linear code maps k-bit messages into n-bit codewords. We specify such a code with an

(n − k) × n binary matrix, H, called the parity check matrix. A code with parity check matrix H

contains all n-bit strings x ∈ {0, 1}n satisfying

Hx = 0, (1.1)

where arithmetic is done modulo 2. If Hx1 = 0 and Hx2 = 0 it is also the case that H(x1 +x2) = 0,

so that the codewords span a linear space. As long as the rows of H are linearly independent, the

dimension of this space is k, and the total number of vectors it contains is 2k.

Now suppose we’ve encoded some data into an n-bit code with parity check matrix H. If our

original codeword was x and some noise process has flipped some of the bits, we’ll be holding the

vector x + e, where e has 1’s in the positions where a bit was flipped. By computing

H(x + e) = He, (1.2)

we end up with an n− k “syndrome” with which we can hopefully “diagonose” the error. The point

is that if all of the errors we’re trying to correct have distinct syndromes, we can just calculate the

syndrome of our string and flip back the bits of the associated error.

The repetition codes of the previous section are linear codes, with parity check matrices of the form




1 1 0 0 . . . 0

1 0 1 0 . . . 0
...

...

1 0 . . . 0 1 0

1 0 . . . 0 0 1




. (1.3)

The parity checks just ensure that for every codeword, the first and the second bits agree, the first

and the third agree, etc. Translating the 3-bit example of the previous section into this formalism,

we have

0 →




0

0

0




noise→




0

0

1




checkparities→


1 1 0

1 0 1







0

0

1


 =


0

1


 , (1.4)

which tells us that the first and the second bits of our string agree, whereas the third disagrees with

the first, from which we conclude that the third bit should be flipped back.
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1.3 Random Linear Codes

How many bit flip errors can an [n, k] code tolerate before it becomes impossible to retrieve the

encoded data? The answer to this question depends on the distance of the code. We say a code has

distance d, and call it an [n, k, d] code if the minimum Hamming distance between pairs of distinct

codewords is d. In other words,

d(C) = min
x1 6=x2∈C

|x1 + x2|, (1.5)

where |x| is the number of 1’s in x, which is known as the Hamming weight. An [n, k, d] code can

correct b(d − 1)/2c errors, since any such error can be corrected by decoding every x ∈ {0, 1}n to

the codeword it is closest to.

To see what values of n, k, and d are possible we will use a standard trick in information theory

– choosing a random code. This will allow us to prove the following theorem.

Theorem 1. [Gilbert-Varshamov Bound] For sufficiently large n there exist [n, k, d] codes of

rate R and relative distance δrel = d
n as long as

R < RGV = 1 −H (δrel) , (1.6)

where H(p) = −p log2 p− (1 − p) log2(1 − p) is the binary entropy.

Proof. An [n, k] code with parity check matrix H has distance at least d as long as there is no string

with weight less than or equal to d that maps one codeword to another. In other words, for all

e ∈ {0, 1}n with weight no greater than d we must have He 6= 0.

Fixing e 6= 0 with weight no greater than d, an (n − k) × n parity check matrix H with entries

chosen independently and uniformly from {0, 1}, we have

Pr (He = 0) =

n−k∏

i=1

Pr (hi · e = 0) (1.7)

=
1

2n−k
, (1.8)

where hi is the ith row of H. Furthermore, the total number of errors with weight less than or equal

to d is given by

Nd =
d∑

l=1

(
n

l

)
≤ d2nH(d/n), (1.9)

where we have used
(

n
pn

)
≤ 2nH(p), which can be found using Stirling’s approximation. Now, by the
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union bound1 the probability that any of these Nd errors satisfies He = 0 is upper bounded by

Pr (∃es.t.He = 0) ≤ Nd Pr (He = 0) (1.10)

=
Nd

2n−k
. (1.11)

Since Nd ≤ d2nH(d/n), the probability our code has distance less than d is no greater than

Pr (dist(CH) < d) ≤ d2k−n+n(H(d/n)), (1.12)

which is less than 1 as n → ∞ as long as k/n > 1 −H(d/n). Since the probability is less than 1,

there must be at least one [n, k] code with distance at least d.

While its proof is straightforward, the previous theorem gives the best known lower bound on

the rate of a code in terms of its blocklength and distance. Finding upper bounds on possible rates

is much more difficult, but it is generally believed that there do not exist codes with asymptotic

rates in excess of RGV.

1.4 Noisy Channel Coding Theorem

Suppose now that the noise we are trying to correct consists of bit flips that occur independently

on each bit with probability p (ref Figure). With high probability, the weight of the resulting error

will be roughly pn, so that the Gilbert-Varshamov bound tells us we can achieve a rate of at least

1 −H(2p) —by using a code of distance a little more than 2pn we will be able to correct all of the

“typical” errors of our channel, with the probability of an “atypical” error becoming very small as

n gets large.

It turns out that if we are willing to tolerate an arbitrarily small probability of error in the

decoding, using a distance 2pn code is overkill. Before we see why, we must define the capacity of a

channel that, roughly speaking, is the highest rate at which it is possible to communicate with an

arbitrarily small probability of error. More formally,

Definition 2. Let N : X → Y be a channel, described by transition probabilities p(x|y). Then a

rate R is said to be achievable if there is a family of codes Cn ⊂ Xn of rate Rn and with encoding

and decoding operations En and Dn such that limn→∞Rn ≥ R and Pr (Dn(N (En(ci))) = i) > 1− δn

for all ci ∈ Cn and where δn → ∞. The supremum over all achievable rates is the capacity of N .

We now show that the capacity of the binary symmetric channel is much larger than 1−H(2p).

In fact,

1The union bound tells us that for any events Ai, Pr(∪iAi) ≤
P

i
Pr(Ai).
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Theorem 3. The capacity of the binary symmetric channel with crossover probability p is C =

supX I(X;Y ) = 1 −H(p), where I(X;Y ) = H(X) +H(Y ) −H(XY ) and Y = Nbsc(X).

We divide the proof into two parts – the direct part, in which we show that 1−H(p) is achievable,

and the converse, where we show that it is the maximum achievable rate. The direct part will rely

on the following key lemma:

Lemma 4. [Typical Sequences] Let T n
p,δ = {x ∈ {0, 1}n| ||x| − np| < δ

√
n
√
p(1 − p)}. Then for

n sufficiently large

Pr(T n
p,δ) > 1 − 2

δ2
(1.13)

and

|T n
p,δ| ≤ 2nH(p)+2Kδ

√
n (1.14)

where K = 2 log(e)/e.

Proof. [Direct] As with the proof of the Gilbert-Varshamov bound, we will consider a random [n, k]

linear code with parity check matrix H. We will aim to correct all of the errors in the set T n
p,δ. We

will be able to correct an error x if its syndrome is unique among the elements of T n
p,δ. In other

words, we will be unable to correct x1 exactly when there is an x2 ∈ T n
p,δ such that H(x1 +x2) = 0.

For a fixed x1 the probability that this occurs is given by

Pr
(
∃x2 ∈ T n

p,δs.t.H(x1 + x2) = 0
)

≤ |T n
p,δ|Pr (H(x1 + x2) = 0) (1.15)

≤ 2n(H(p)+2Kδ
√

n)

2n−k
. (1.16)

The probability of decoding error is thus given by

Pr (xuncorrectable) ≤ Pr
(
x 6∈ T n

p,δ

)
+
∑

x∈T n
p,δ

Pr(x) Pr
(
∃x′ ∈ T n

p,δs.t.H(x + x′) = 0
)

(1.17)

≤ 2

δ2
+

2n(H(p)+2Kδ
√

n)

2n−k
, (1.18)

so that by choosing any R < 1 − H(p) − 2Kδn√
n

with δn√
n

→ 0 and δn → ∞ we get a vanishing

probability of error.

We have shown that 1 − H(p) is an achievable rate for the binary symmetric channel, but we

must also show that it is the maximal achievable rate. To do this, we will use the following three

lemmas.

Lemma 5. [Fano’s Inequality] Let X and Y be random variables, each taking values in {1, . . . r}
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with Pr (X 6= Y ) < pe. Then the conditional entropy, H(X|Y ) = H(XY ) −H(Y ), satisfies

H(X|Y ) ≤ H(pe) + pe log(r − 1). (1.19)

Lemma 6. [Data Processing Inequality] Let U → X → Y → V be a Markov chain. Then

I(U ;V ) ≤ I(X;Y ). (1.20)

Lemma 7. [Subadditivity of Mutual Information] Let X = (X1, . . . , Xn) be a random variable,

N be a channel, and Y = (Y1, . . . , Yn) = (N (X1), . . . ,N (Xn)). Then,

I(X;Y) ≤
n∑

i=1

I(Xi, Yi). (1.21)

Proof. [Converse] Let Cn = {cni }2nR

i=1 be an [n,Rn] code with error probability pe, and let U be

uniformly distributed on {1 . . . 2nR}. Then, letting X(U) = cnU , Y = N⊗n(X), and Û = En(Y) we

have

nR = H(U) = H(U |Û) + I(U ; Û) (1.22)

leq H(U |Û) + I(X;Y) (1.23)

≤ H(pe) + peRn+ I(X;Y) (1.24)

≤ H(pe) + peRn+
n∑

j=1

I(Xj ;Yj) (1.25)

≤ H(pe) + peRn+ nC, (1.26)

where the second line is by the data processing inequality, the third is by Fano’s inequality, and the

fourth is by subadditivity of mutual information. This leads us to the conclusion that

R ≤ C

1 − pe
+

H(pe)

n(1 − pe)
, (1.27)

so that in order to have pe arbitrarily small as n→ ∞, we must have R ≤ C.

In the next chapter we will study the quantum analogues of the Gilbert-Varshamov bound and the

noisy channel coding theorem. In the case of the coding theorem, we will be able to find achievable

rates that are quite similar to the above formula for the capacity of the binary symmetric channel.

However, the quantum analogue of the subadditivity of mutual information will fail, and the rates

found are not optimal. Understanding this failure will be a central theme of the rest of the thesis.
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Chapter 2

Quantum Codes

2.1 Quantum States, Channels, and Measurements

A d-dimensional quantum system is described by a nonnegative trace 1 operator on the complex

vector space C
d called the state of the system. We call such an operator, ρ ∈ B(Cd) where B(Cd)

denotes the set of bounded operators on C
d, pure if it is rank one, and mixed otherwise. Any state

ρ can be written as

ρ =
∑

i

λi|i〉〈i|, (2.1)

with the λi representing the probability that the system is in pure state |i〉.

The physical operations that can be implemented on such states are completely positive trace

preserving (CPTP) maps, which we will also refer to as quantum channels. They must be trace

preserving, since the output of the operation should be a quantum state (and therefore trace one).

The completely positivity requirement means the tensor product of a quantum channel with the

identity must always map nonnegative operators to nonnegative operators—it must map states to

states. CPTP maps are exactly those operations consisting of an isometry followed by a partial

trace. In other words, a quantum operation N can always be written in the form

N (ρ) = TrE

(
UρU †) , (2.2)

where U : C
dA → C

dB ⊗ C
dE is an isometry (meaning it maps C

dA unitarily to a subspace of

C
dB ⊗ C

dE ). Alternatively, CPTP maps are exactly those that can be written as

N (ρ) =
∑

i

AiρA
†
i , (2.3)

where the Ai : C
dA → C

dB are linear maps satisfying
∑

iA
†
iAi = I. The Ai’s in this formuation are

called the Kraus operators of the map.
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A special kind of quantum channel is a complete projective measurement, which is just a quantum

channel with orthogonal rank one Kraus operators:

N (ρ) =

dA∑

i=1

|i〉〈i|ρ|i〉〈i| =

dA∑

i=1

〈i|ρ|i〉|i〉〈i|, (2.4)

where |i〉 ∈ C
dA with 〈i|j〉 = δij , and 〈i|ρ|i〉 can be interpreted as the probability of finding measure-

ment outcome i. When the {|i〉}i are eigenvectors of a hermitian operator O, it is sometimes said

that this channel “measures O” and the measurement outcomes are labeled by the eigenvectors of

O. A more general type of measurement is a rank one positive operator valued measure (POVM),

which is a channel with Kraus operators of the form Ai = |ϕi〉|i〉〈ϕi|, where {|ϕi〉} is a set of (pos-

sibly nonorthogonal and subnomalized) pure states satisfying
∑

i〈ϕi|ϕi〉|ϕi〉〈ϕi| = I. In general, a

measurement is any channel whose Kraus operators satisfy A†
jAi = 0 for i 6= j.

2.2 The Pauli Group

If we are interested in qubit channels, which map B(C2) to itself, we can expand each Ai as a linear

combination of the matrices

I =


1 0

0 1


 , (2.5)

X =


0 1

1 0


 , (2.6)

Y =


0 −i
i 0


 , (2.7)

Z =


1 0

0 −1


 . (2.8)

Using the fact that Y = iXZ, we can then express such an N as

N (ρ) =

1∑

u1,u2=0

1∑

v1,v2=0

∑

i

αi
u1v1

(αi
u2v2

)∗Xu1Zv1ρZv2Xu2 . (2.9)

Similarly, n copies of the channel acting on B((C2)⊗n) can be expressed as

N (ρ) =
∑

u1,u2∈{0,1}n

∑

v1,v2∈{0,1}n

∑

i

αi
u1v1

(αi
u2v2

)∗Xu1Zv1ρZv2Xu2 , (2.10)
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where Xu = Xu1 ⊗Xu2 ⊗ . . .⊗Xun represents the operator that applies an X to the lth qubit when

ul = 1 and similarly for Zv. Because our encoding and decoding operations will be linear (as any

quantum operation must be) we can focus on correcting errors of the form XuZv, with the αi
u1v1

in

Eq. (2.9) playing the role of the probability (or, more accurately, amplitude) of the error Xu1Zv1 .

The matrices X, Y , and Z are called Pauli matrices, and the set of n-fold tensor products of

Pauli matrices, together with phase factors ±1, ±i, make up the Pauli group, Gn = {±1,±i} ⊗
{I,X, Y, Z}⊗n. Notice that the inclusion of the phase factors, together with the relations Y = iXZ,

Z = iY X, and X = iZY and the fact that any one of X, Y , and Z anticommutes with the other two

ensures that this set is, in fact, closed under multiplication. This group structure will be important

for the construction of stabilizer codes, in section 2.4.

One usually works in the Z basis, {|0〉, |1〉}, where the actions of the Paulis are

X|0〉 = |1〉 Z|1〉 = |0〉, (2.11)

Y |0〉 = i|1〉 Z|1〉 = −i|0〉, (2.12)

Z|0〉 = |0〉 Z|1〉 = −|1〉, (2.13)

so that X is often refered to as a “bit-flip error” or “amplitude error,” Z is called a “phase” error,

and Y is “both an amplitude and phase error.”

We now turn to the problem of correcting these errors.

2.3 A Quantum Code

In the first chapter, we saw that an easy way to protect a classical bit from noise is to encode it into

a repetition code. For instance, a three bit repetition code is able to correct a single bitflip error.

The most obvious quantum generalization of this code would be to encode any state |ψ〉 into |ψ〉⊗3.

However, this mapping is not linear, as any quantum operation must be, and so it is impossible to

implement—this is the content of the no-cloning theorem.

What we will be able to do is copy states with respect to some fixed basis. For example, we can

choose the isometry defined by

|0〉 → |0〉|0〉|0〉 (2.14)

|1〉 → |1〉|1〉|1〉 (2.15)

to encode into what we will call a repetition code in the Z basis, or Z repetition code. A qubit
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state, |ψ〉 = a|0〉 + b|1〉, which we’ll call the logical state, will be encoded into into the state

|ψ̄〉 = a|0〉⊗3 + b|1〉⊗3 by such a code.

Much like a classical repetition code, a Z repetition code can be used to correct a single X error

on any qubit. If our original encoded state |ψ〉 = a|0〉|0〉|0〉+ b|1〉|1〉|1〉 is acted on by an X error on

the second qubit, the corrupted state is given by

a|0〉|1〉|0〉 + b|1〉|0〉|1〉. (2.16)

Notice that this state is an eigenvector of ZZI with eigenvalue −1 and ZIZ with eigenvalue 1, so

that if we measure these ZZI and ZIZ their respective outcomes will deterministically be −1 and

1. These outcomes lead us to conclude there has been a bit error on the second qubit: On the one

hand, the −1 outcome for ZZI tells us that there has been an X error on one of the first and second

qubits, since this outcome tells us that the value of the two qubits in the Z basis “disagrees.” On

the other hand, the 1 outcome for ZIZ tells us that the first and third qubits agree.

This code is a total failure when it comes to correcting Z errors, though. To see this, notice that

we’d like to be able to protect all of the pure states in our code from errors, and in particular the

following two states:

|ψ1〉 =
1√
2

(
|0〉⊗3 + |1〉⊗3

)
(2.17)

|ψ2〉 =
1√
2

(
|0〉⊗3 − |1〉⊗3

)
. (2.18)

The trouble is that ZII|ψ1〉 = |ψ2〉 (and similarly for IZI and IIZ), so we are unable to distinguish

the situation where |ψ1〉 is corrupted by a single Z error from when |ψ2〉 is sent and left uncorrupted.

In fact, ZII, IZI, and IIZ all have an effect on an encoded state that is equivalent to applying a

Z operation on the logical state before encoding. That is, letting Ue,z denote the encoding map in

Eq. (2.14), we have

Ue,zZ|ψ〉 = ZIIUe,z|ψ〉 (2.19)

= IZIUe,z|ψ〉 (2.20)

= IIZUe,z|ψ〉. (2.21)

Of course, we didn’t have to use a repetition code in the Z basis. We could have just as easily

used this X repetition code:

Ue,x|±〉 = |±〉|±〉|±〉, (2.22)

where |±〉 = 1√
2
(|0〉 ± |1〉) are the ±1 eigenvectors of X. This would have allowed us to correct any
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single qubit Z error, but we’d have the same problem as before—now the logical X operators are

just the single qubit X errors, so we’ve got no way to correct those.

Since the X repetition code succeeds where the Z code fails, and vice versa, we can concatenate

the two codes into a nine qubit code that corrects any single error: First we encode our logical qubit

into a three qubit X repetition code, after which we encode each of the three qubits into a three

qubit Z repetition code:

a|0〉 + b|1〉 → a|+〉⊗3 + b|−〉⊗3 (2.23)

→ a
(
|0〉⊗3 + |1〉⊗3

)⊗3
+ b

(
|0〉⊗3 − |1〉⊗3

)⊗3
. (2.24)

Since the logical X of the outer X-repetition code is XXX, we can find the syndrome of the code

by measuring its logical syndromes:

XXXXXXIII and XXXIIIXXX. (2.25)

By doing so, we will be able to correct a logical Z error on one of the three blocks making up our

X code. Furthermore, by measuring the syndromes of the three inner Z-repetition codes,

ZZIIIIIII, ZIZIIIIII, (2.26)

IIIZZIIII, IIIZIZIII, (2.27)

IIIIIIZZI, IIIIIIZIZ, (2.28)

we will be able to correct any single qubit X error. If there is an error on one of the nine qubits, the

first level of codes can correct the amplitude part of the error, but any phase error will be propagated

to the next level as a logical Z. When this happens, the other two blocks will be error free (since

we’re only concerned with correcting single qubit errors) and the outer repetition code will be able

to correct it.

2.4 Stabilizer Codes

We now look at a family of codes that is the quantum analogue of the classical codes of Chapter 1.

Let S be an abelian subgroup of the Pauli group, Gn. Any such S has size 2n−k for some integer

0 ≤ k ≤ n, and is generated by a set of size n−k, which we’ll call {S1, . . . Sn−k}. We say that a state

|ψ〉 is stabilized by S if s|ψ〉 = ψ for all s ∈ S, and call the 2k dimensional subspace of (C2)⊗n that

is stabilized by such an S an [n, k] stabilizer code. The decoding operation for this code will just be

to measure some generating set of S, say {S1, . . . Sn−k}, and perform some recovery operation based
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on the outcomes. The measurement outcomes for a given error are referred to as the “syndrome” of

that error.

The logical operations on the codespace are unitaries that map codewords to codewords. For a

stabilizer code with stabilizer S, which we call CS , the collection of all such unitaries is the normalizer

of S, which is given by

N(S) = {U ∈ U(2n)|USU † = S}. (2.29)

The point is that for any U ∈ N(S) and |ψ〉 ∈ CS , we also have U † ∈ N(S) so that for all s ∈ S

sU |ψ〉 = UU †sU |ψ〉 = UsU |ψ〉 = U |ψ〉, (2.30)

where we have let sU be the element of S that s is mapped to by conjugation by U †. Since this

means U |ψ〉 is stabilized by every element of S, it must also belongs to CS . Notice that S ⊂ N(S),

since S being abelian implies that

sts† = ss†t = t (2.31)

for all s, t ∈ S.

Now, if we want to correct a set of errors, E ⊂ Gn, we could get into trouble if there are E1 and

E2 in E such that

E†
1E2 ∈ N(S). (2.32)

The problem is that for any state |ψ〉 ∈ CS , we would then have

SjE
†
1E2 = (−1)ω(Sj ,E1)+ω(Sj ,E2)E†

1E2Sj , (2.33)

where by definition we let PQ = (−1)ω(P,Q)QP for P,Q ∈ Gn, which implies that

(
E†

1E2

)†
SjE

†
1E2 = (−1)ω(Sj ,E1)+ω(Sj ,E2)Sj . (2.34)

Since E†
1E2 ∈ N(S), the only way this could happen is if ω(Sj , E1) = ω(Sj , E2) for j = 1 . . . n− k.

When we measure Sj on E|ψ〉, our syndrome outcomes are ω(Sj , E), so this means that E1 and E2

would be assigned the same syndrome. Because they have the same syndrome, we’ll need to be able

to reverse them with the same recovery operation, which will only be possible if E1|ψ〉 = E2|ψ〉 for

all |ψ〉 ∈ CS . This will be true only if E†
1E2 ∈ S, which leads us to the error correction conditions

for stabilizer codes:

Theorem 8. A set of errors E ⊂ Gn can be corrected by a stabilizer code exactly when every pair of

errors, E1, E2 ∈ E, satisfies

E†
1E2 6∈ N(S) − S. (2.35)
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One way to achieve this condition is to require that any E1, E2 ∈ E satisfies E†
1E2 6∈ N(S).

Then every error in E would be assigned a different syndrome, and when we found the syndrome

corresponding to a particular error, we could just apply its inverse and recover the original state.

Codes like this are called non-degenerate, and are fairly well understood. Degenerate codes, which

also allow E†
1E2 ∈ S (and must have many such pairs to behave significantly differently from a

non-degenerate code) are more poorly understood, and will be the topic of Chapters 4 and 6. There

we will see degenerate codes that can tolerate noise levels for which all non-degenerate codes will

fail.

2.5 Quantum Gilbert-Varshamov Bound

In the first chapter, we saw that it’s a pretty good idea to study random linear codes—we got the

Gilbert-Varshamov bound and Shannon’s theorem for a binary symmetric channel. Stabilizer codes

are sort of the quantum version of linear codes, so looking at random stabilizer codes is an obvious

thing to do.

We first need to look a little more closely at N(S), the normalizer. In particular, we’d like

to know how many elements there are in N(S) ∩ Gn—how many Pauli elements are there in the

normalizer of a stabilizer with n− k generators? First off, N(S) ∩ Gn will contain the logical Pauli

operations on the k qubits in CS , of which there are 22k— the size of Gk (omitting phases ±1, ±i).
Furthermore, for each logical Pauli operation on the codespace, there will be 2n−k different elements

of N(S) with that action. To see this, notice that if, say P ∈ N(S) acts as a logical X on the first

qubit of CS , so will sP for all s ∈ S. Which means there must be 22k2n−k = 2n+k Paulis in N(S).

Now, if we’d like to be able to correct all errors of weight up to t, one way to do this is to

show there is a stabilizer S such that for every pair E1, E2 ∈ E := {E ∈ Gn|wt(E) ≤ t} we have

E†
1E2 6∈ N(S). Choosing a random S of size 2n−k and fixing E1, E2 ∈ E , the probability that this

fails to be the case is

Pr
(
E†

1E2 ∈ N(S)
)

=
2n+k − 1

22n − 1
≤ 1

2n−k
, (2.36)

since the total number of nonidentity elements inN(S) and Gn are 2n+k − 1 and 22n − 1, respectively.

Letting E(2) = {E†
1E2|E1, E2 ∈ E} be the set of all products of pairs of errors in E , we then see that

Pr
(
∃E ∈ E(2)| ∈ N(S)

)
= Pr

(
∪|E

(2)|
i=1 {E ∈ N(S)}

)
(2.37)

≤
|E(2)|∑

i=1

Pr (Ei ∈ N(S)) (2.38)

≤
∣∣E(2)

∣∣
2n−k

, (2.39)
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so that we will have a nonzero probability of having all pairs of errors be outside of the stabilizer as

long as

k < n− log2

∣∣∣E(2)
∣∣∣ . (2.40)

Since E(2) is the set of all products of pairs of errors with weight up to t, we have

∣∣∣E(2)
∣∣∣ =

2t∑

w=1

(
n

w

)
3w ≤ 2t2nH(2t/n)32t, (2.41)

so that there will be distance 2t+ 1 codes of rate k
n as long as

k < n− nH(2t/n) − 2t log2 3 − log2(2t), (2.42)

which gives us

Theorem 9. [Quantum Gilbert-Varshamov Bound] For sufficiently large n there are stabilizer

codes of relative distance δrel = d
n and rate R for all

R < 1 −H (δrel) − δrel log2 3. (2.43)

Such a code can be used to correct arbitrary errors affecting up to a fraction ≈ δrel/2 of the

qubits in a block.

2.6 Probabilistic Quantum Errors

Just like in the classical case, it will turn out that correcting probabilistic quantum noise, we’ll

be able to do much better than using a bounded distance code. The noise model we’ll use is the

depolarizing channel, which acts on qubits as follows:

N (ρ) = (1 − p)ρ+
p

3
XρX +

p

3
Y ρY +

p

3
ZρZ. (2.44)

If we use a large number of such channels, we will be able to restrict our attention to a set of

typical errors:

T n
p,δ =

{
x ∈ {0, 1, 2, 3}n

∣∣∣ |#{l|xl = i} − pi| ≤ δ
√
n
√
pi(1 − pi)

}
, (2.45)

which has the property that

Pr
(
T n
p,δ

)
≥ 1 − 4

δ2
, (2.46)

and has size 2nH(p), up to corrections of order 2δ
√

n.
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For a randomly chosen code with stabilizer S, the probability of a particular typical error,

Ei ∈ Etyp :=

{
XuZv

∣∣∣((u1, v1), . . . (un, vn)) ∈ T n
p,δ

}
, (2.47)

being uncorrectable is exactly

Pr (Eiuncorrectable) = Pr
(
∃Ej 6= Ei, Ej ∈ Etyp|E†

jEi ∈ N(S) − S
)
. (2.48)

Since the elements of Etyp will all occur with roughly equal probabilities, the average (over S) of the

probability of error of the code defined by S is no larger than

〈Pe〉S ≤ 1

|Etyp|

|Etyp|∑

i=1

Pr (Eiuncorrectable) (2.49)

≤ 1

|Etyp|

|Etyp|∑

i=1

Pr
(
∃Ej ∈ Etyp|E†

jEi ∈ N(S)
)

(2.50)

≤ |Etyp|Pr
(
E†

jEi ∈ N(S)
)

(2.51)

≤ |Etyp|
1

2n−k
. (2.52)

Since log2 |Etyp| ≈ nH(p), we see that 〈Pe〉S falls off exponentially with n as long as

R =
k

n
< 1 −H(p) = 1 −H(p) − p log2 3. (2.53)

2.7 Quantum Noisy Channel Coding Theorem

In contrast to linear codes for the binary symmetric channel, it turns out that the rate achieved by

random stabilizer codes over the depolarizing channel is not optimal. Actually, this was known well

before it was clear what the quantum channel capacity formula was. The rate that we showed is

achievable in the previous section, which is sometimes called the hashing rate, is exactly

Q1(N ) = maxφB
Ic(N , φB), (2.54)

where Ic(N , φB) = Ic
(
I ⊗N (|φAB〉〈φAB|)

)
, |φAB〉 is a purification of φB , and Ic(ρAB) = S(ρB)−S(ρAB)

with S(ρ)= − Tr(ρ log ρ), known as the coherent information, is a measure of quantum correlations

playing a similar role to the mutual information of the classical capacity theorem. In the case of the

depolarizing channel, the optimal φB is the maximally mixed state, I/2. In fact, for the depolarizing

channel Q1(N ) is exactly the maximum rate achievable with a nondegenerate code. It was shown in

[DSS98, SSa] that it is possible to do better than Q1 by using degenerate codes, which is reflected
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in the quantum capacity formula (proved in [Sho, Dev05])

Q(N ) = lim
n→∞

1

n
maxφBn

Ic(N⊗n, φBn
) = lim

n→∞
1

n
Q1(N⊗n), (2.55)

by the necessity of optimizing the coherent information over an arbitrarily large number of channel

uses. The findings of [DSS98, SSa] can be interpreted as showing that, in contrast to the subadditi-

tivity of mutual information, we can sometimes have

Q1(N⊗n) > nQ1(N ). (2.56)

This leaves us in kind of a bad situation since, unless we are dealing with a very special channel,

there’s no way to evaluate the formula in Eq. (2.55).
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Chapter 3

The Adversarial Channel and

Quantum List Codes

In this chapter we study quantum communication in the presence of adversarial noise. In this setting,

communicating with perfect fidelity requires using a quantum code of bounded minimum distance,

for which the best known rates are given by the quantum Gilbert-Varshamov (QGV) bound. By

asking only for arbitrarily high fidelity and allowing the sender and receiver to use a secret key with

length logarithmic in the number of qubits sent, we achieve a dramatic improvement over the QGV

rates. In fact, we find protocols that achieve arbitrarily high fidelity at noise levels for which perfect

fidelity is impossible. To achieve such communication rates, we introduce fully quantum list codes,

which may be of independent interest.

3.1 Introduction

Effectively dealing with noise is a major challenge faced by all proposals for the coherent manipu-

lation of quantum information. In addition to quantum communication, sending a quantum state

over a noisy channel models noisy storage and, as such, characterizing communication rates over

quantum channels is a central question in the study of both quantum information and computation.

Various asymptotic capacities of quantum channels have been studied [Dev05, DHW04, DS05,

Sho, Win99, Win04, BKN00, SW97, Hol98, Llo97, BSSA02]. However, this work has been almost

exclusively concerned with discrete memoryless channels (DMCs), wherein a sender and receiver use

many independent and identical copies of a channel. In this scenario, one studies the asymptotic

communication rate possible using an operation of the form N⊗n, where N is the channel under

consideration and its rate is given by R = k/n where k is the number of high fidelity logical qubits

sent. Relatively little is known outside of the DMC scenario, with notable exceptions found in

[BDM05, KW05, HN03, Ren05, BD].

In this chapter, we study communication over an adversarial quantum channel (AC), which is
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perhaps as different from a DMC as one can imagine. When sending n qubits over an AC, rather

than errors on different qubits occuring independently, an adversary who knows what protocol is

being used tries to foil the communication by maliciously choosing a superposition of errors, subject

only to a restriction on the number of qubits each error affects. We will call this channel N adv
p,n , where

p is the fraction of the n qubits that the adversary is permitted to corrupt. N adv
p,n is the natural

quantum generalization of the classical adversarial channel that was considered in [Lan04, Gur03]

and whose roots go back to [Ham50].

If the receiver is required to reconstruct the logical state exactly, communicating over N adv
p,n

requires using a quantum error correcting code (QECC) of distance 2dnpe+1. The quantum Gilbert-

Varshamov bound guarantees the existence of such a code with a rate of at least [Got]

1−H(2p)−2p log 3, (3.1)

where logarithms are taken base 2 here and throughout. Communication beyond this rate is possible

only if QECCs beating the Gilbert-Varshamov bound exist, which is a question that has been quite

difficult to resolve. Furthermore, Rains has shown that there are no quantum codes with distance

greater than n/3 [Rai99], so that it is impossible to send even a single qubit for p ≥ 1/6.

Surprisingly, if we ask only for a high fidelity reconstruction, and allow the sender and receiver

to share a secret key of size O(log n) it is possible to communicate at rates much higher than the

Gilbert-Varshamov and Rains bounds suggest. Below, we present a coding strategy for this scenario

that achieves a rate of

1 −H(p) − p log 3, (3.2)

which is significantly larger than the Gilbert-Varshamov rate for all values of p and remains nonzero

up to p ≈ 0.189.

There are three ingredients in achieving such rates with negligible secret keys. We employ two

coding techniques. The first ingredient is a predetermined quantum list code that is known to the

adversary. This alone allows high-rate but low-fidelity transmission. To improve on the fidelity, a

random subcode is further chosen according to a secret key unknown to the adversary. Finally, the

subcode is derandomized by using ε-biased sets.

Informally, a quantum list code is an error correcting code with the relaxed reconstruction re-

quirement that the decoded state be equal to the original state acted on by a superposition of a

small number of errors. The number of errors is called the “list length.” This relaxation allows a

considerable increase in rate compared to QECCs, and by using a standard probabilistic argument

we show there are list codes with constant-length lists and rate approaching 1 − H(p) − p log 3,

which tolerate pn errors. Then, by using O(log n) bits of secret key to choose a pseudorandom, large

subcode of the list code, the receiver is able to distinguish between the various errors in the list and
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communicate with high fidelity at the rate of the list code being used.

Note that a single level of random code could also be used, but the secret key required would

be O(n2) bits. One could also achieve a rate of 1 −H(p) − p log 3 by using secret key to determine

a permutation of the n channel uses (see, e.g., [SP00] or [Ren05]), at a cost of O(n log n) bits that,

unfortunately, also leads to a divergent secret key rate. We further note that key recycling as a

technique to lower the amortized cost cannot be used in a straighforward manner in our adversarial

scenario. In a sense, our list-code construction can be viewed as a derandomization these key-

inefficient protocols, achieving the same result with a much shorter secret key.

After the initial presentation of this result [Smi06], we learned of two independent studies of list

codes, both in settings quite different from our own. Reference [KY] studied decoding of classical

list codes using quantum algorithms, and Ref. [Hay] studied list codes for sending classical messages

via iid quantum channels.

In the next section we review some basic background material, then present the details of our

construction after which we discuss an application to entanglement distillation from states with

adversarial errors, as well as a few open problems.

3.2 Background and Definitions

Throughout, our sender, receiver, and adversary will be named Alice, Bob, and Eve, respectively.

The encoding of a k-qubit state |ψ〉 into an error correcting code will be written as |ψ̄〉. We call the

Pauli group acting on n qubits Gn and write its elements in the form

P = itXuZv, (3.3)

where t ∈ {0, 1, 2, 3}, u,v are binary vectors of length n,

Xu(Zv) (3.4)

denotes

Xu1 ⊗ · · · ⊗Xun(Zv1 ⊗ · · · ⊗ Zvn), (3.5)

X =


0 1

1 0


 (3.6)

and

Z =


1 0

0 −1


 . (3.7)



20

The (anti)commutation relation between P1, P2 ∈ Gn is determined by

P1P2 = (−1)ω(P1,P2)P2P1 (3.8)

with

ω(P1, P2) = u1 · v2 + u2 · v1, (3.9)

where the dot products and sum are computed in arithmetic modulo 2. We let 〈Pl〉 denote the

subgroup of Gn generated by a set of Pauli elements {Pl}.

A state |ψ〉 is said to be stabilized by a Pauli matrix P when P |ψ〉 = |ψ〉. An [n, k] stabilizer code

is a 2k-dimensional space of n-qubit states simultaneously stabilized by all elements of a size 2n−k

abelian subgroup of Gn. The abelian subgroup is typically called S and is referred to as the code’s

stabilizer, and has n−k generators denoted by {Si}n−k
i=1 . For any E ∈ Gn we refer to the (n−k)-bit

string ω(E,Si) as the syndrome of E (see, e.g., [Got, NC04]). The weight of a Pauli matrix P , which

we denote by wt(P ), is the number of qubits on which P acts nontrivially, and we call a stabilizer

code an [n, k, d] code if it can detect all errors of weight less than the distance d, which is equivalent

to being able to correct all errors of weight less than b(d−1)/2c.

For any real number r, let Er be the set of all Pauli matrices of weight no larger than brc. Let

N(S) be the set of all unitaries that leave S invariant under conjugation. Then, S defines an [n, k, d]

code if and only if for every pair of errors Ei, Ej ∈ E(d−1)/2 we have

E†
iEj 6∈ N(S) − S. (3.10)

We now define the channel we wish to study.

Definition 10. The n-qubit adversarial quantum channel with error rate p, which we call N adv
p,n ,

acts on a state of n qubits, ρ, and is of the form

N adv
p,n (ρ) =

∑

i

AiρA
†
i with Ai =

∑

E∈Epn

αi
EE (3.11)

subject to the requirement that
∑

iA
†
iAi = I and where Enp = {E ∈Gn |wt(E)≤ pn} is as defined

before. The particular choice of the {Ai}’s is made by Eve only after Alice and Bob have decided on

a communication strategy.

In particular, notice that to communicate effectively over N adv
p,n one must find a strategy that

works with high fidelity for all channels described by Eq. (3.11). To do this, we will use quantum

list codes, which are defined below.
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3.3 Quantum List Codes

Definition 11. We say that an [n, k] stabilizer code, C, is an [n, k, t, L]-list code if there is a

decoding operation, D, such that for every Ei ∈ E t and |ψ̄〉 ∈ C, the decoded k-qubit state, along with

the syndrome s, is given by D(Ei|ψ̄〉〈ψ̄|E†
i ) =

∑
s

∑
j A

s
j |ψ〉〈ψ|As†

j ⊗ |s〉〈s| where
∑

sj A
s†
j A

s
j = I,

and each As
j is a linear combination of the 2L elements of 〈P s

l 〉Ll=1, where {P s
l }L

l=1 is a list of logical

errors on the codespace and 〈P s
l 〉Ll=1 is the group they generate.

We now show that, asymptotically, there exist [n, k, t, L]-list codes with favorable parameters.

We proceed by considering random stabilizer codes, arguing along the lines of [BDSW96, Got]. In

particular, we’ll show that if we choose a random stabilizer code with rate as below, in the limit of

large n the probability of it failing to be L-list decodable is less than 1.

Theorem 12. [n, bRnc, bpnc, L]-list codes exist for sufficiently large n and for

R < 1 −
(

1 +
1

L

)
(H(p) + p log 3) . (3.12)

Proof. LetNE = |Epn| and Epn = {Ei}NE

i=1. Two errors Ei and Ej have the same syndrome iff E†
iEj ∈

N(S). A code fails to be L-list decodable only if there are L+1 independent errors E0, · · · , EL having

the same syndrome. Mathematically, E†
iEj ∈ N(S) for 0 ≤ i, j ≤ L (or equivalently, E†

0Ej ∈ N(S)

for 1 ≤ j ≤ L).

We procede with a simple result that there are

Πn−k−1
a=0

(
22n−a−2a

)
(3.13)

unique generating sets for stabilizers with n−k generators (we omit the overall factors ±1, i of the

Pauli matices). This is because S1 can be chosen from the 22n−1 nontrivial Pauli matrices, and S2

then has to be chosen from the set of 22n−1 Pauli matrices commuting with S1 but outside of the

multiplicative group generated by S1. Similarly, each Si is chosen from the 22n−(i−1) Pauli matrices

commuting with S1, · · · , Si−1 but not from the multiplicative group generated by them, and thus

there are

22n−(i−1) − 2i−1 (3.14)

choices. Furthermore, any stabilizer of size 2n−k has

n−k−1∏

b=0

(
2n−k−b − 1

)
(3.15)

different generating sets, so we also have found the total number of stabilizers of this size.

Now, back to the arbitrary and fixed list E0, · · · , EL of independent errors. It follows that
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{E†
0Ej}j=1,··· ,L are also independent. Thus there are 22n−L Pauli operators commuting with them.

Adapting the above counting argument to the present case, there are

Πn−k−1
a=0

(
22n−L−a−2a

)
(3.16)

sets of generators for stabilizers with all n−k generators commuting with E†
0Ej for all j. Together

with the unconstrained stabilizer count, a randomly chosen S will give the same syndrome for

{Ej}j=0,··· ,L with probability

Πn−k−1
a=0

(
22n−L−a−2a

)

Πn−k−1
a=0 (22n−a−2a)

≤ 2−L(n−k). (3.17)

Applying the union bound for the choice of the L+ 1 Ej ’s, the probability that a random [n, k]

code is not L-list decodable is upper bounded by

(
NE

L+ 1

)
2−L(n−k), (3.18)

which is less than

NL+1
E 2−L(n−k). (3.19)

This is in turns less than 1 if k ≤ n− (1 + 1/L) logNE . For every ε > 0, ∃nε s.t. whenever

n ≥ nε, (3.20)

logNE ≤ n(H(p) + p log 3 + ε) (3.21)

so choosing

k = n

[
1 −

(
1 +

1

L

)
(H(p) + p log 3) − 2ε

]
(3.22)

completes the proof.

3.4 Coding Strategy

Theorem 12 tells us that for any rate R < 1 − H(p) − p log 3, there exist [n,Rn, pn, L]-list codes

for large enough n and L. (For example, let η = 1 − H(p) − p log 3 − R, and choose ε = η/3,

L ≥ (H(p)+ log 3)/ε, and n ≥ nε in Thm. 12.) Using such a code, Cn,L, we can correct any error in

Epn to get a state of the form
∑

i

Bs
i |ψ〉〈ψ|Bs

i
†, (3.23)
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where |ψ〉 is the state the sender wished to communicate and

Bs
i =

2L∑

f=1

βifG
s
f (3.24)

subject to

∑

i

Bs
i
†Bs

i = I, (3.25)

and where Gs
f ∈ 〈P s

l 〉.
We would now like to add a few more stabilizers to Cn,L so that the receiver can reconstruct |ψ〉

unambiguously. These additional stabilizers will be determined by a secret key shared by the sender

and receiver, and are thus unknown to the adversary.

It will follow from proof of Thm. 13 below that adding

(1/ log(4/3))(2L+ log(1/ε)) (3.26)

random stabilizers to the code Cn,L would allow us to distinguish among the {Gs
f}2L

j=1 possible

errors in the list-decoded state with a probability of 1 − ε. This would require

2n(2L+ log(1/ε))/ log(4/3) (3.27)

bits of shared key.

A much smaller key can be used if ε-biased sets are used to choose stabilizers pseudo-randomly.

A subset of {0, 1}m, denoted A, is said to be an ε-biased set of length m if for each e ∈ {0, 1}m,

roughly half of the elements of A has odd/even parity with e:

∣∣∣∣ Pr
a∈A

(e · a = 0) − Pr
a∈A

(e · a = 1)

∣∣∣∣ ≤ ε. (3.28)

Let

{Si}n−k
i=1 (3.29)

be the stabilizers of Cn,L. We add K stabilizers

T1, · · · , TK . (3.30)

After each addition, we get a subcode of the previous code, and the number of encoded qubits

decreases. In particular, suppose j− 1 stabilizers have been added, resulting in a subcode Cn,L
j−1 with

k− j+ 1 encoded qubits. The next stabilizer Tj is chosen according to a random element (uj,vj) of
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an ε-biased set Aj of length 2(k − j + 1), with

Tj = X
uj

j−1Z
vj

j−1 (3.31)

where Xj−1 and Zj−1 are logical operations of Cn,L
j−1. The following theorem shows that using this

procedure to add

K = O(L log 1/ε) (3.32)

stabilizers allows the receiver to reconstruct the encoded state with high probability (and thus,

decode with high fidelity). There are efficient constructions of ε-biased sets of length m with only

O(m2

ε ) elements [NN90, AGHP90], so that the amount of secret key used in this construction is

O
(
(2L+ log(1/ε)) log(n2/ε)

)
(3.33)

bits.

Theorem 13. Let Cn,L be an [n,Rn, pn, L]-list code of rate R and let Cn,L
K be the code obtained

from Cn,L by progressively adding K = (1/ log(4/3))(2L + log(1/ε)) stabilizers determined by ε-

biased sets A1, · · · , AK (of decreasing length) as described above. By using a secret key of fewer than

O(K(log(n2

ε ))) bits to select Cn,L
K , nR−K = n(R− o(n)) qubits can be sent over N adv

p,n with fidelity

at least 1 − ε for all ε < 1/2.

Proof. Since we use an [n,Rn, pn, L]-list code, the adversary’s power is reduced to choosing the

probability distribution for s, and the corresponding superposition of the list

{Gs
f}2L

f=1 = 〈P s
l 〉 (3.34)

of error operations. So, if for all syndromes of the list code, the probability (over the choice of

T1, · · · , TK) that there is a pair of list elements that have the same commutation relations with the

Tj stabilizers is less than ε, the fidelity of the decoded state with the original will be at least 1 − ε.

Let f1,2 be fixed and define the events Mj as

Mj = {ω(Gs
f1
, Tj) = ω(Gs

f2
, Tj)}. (3.35)

Then, the probability of Gs
f1

and Gs
f2

being assigned the same syndrome by all Tj is

Pr
(
∩K

j=1Mj

)
=

K∏

j=1

Pr (Mj |Mj−1 . . .M1) . (3.36)

Since each Tj is chosen using an ε-biased string of encoded operations X̄j−1 and Z̄j−1 of the code
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Cn,L
j−1, we have

Pr (Mj |Mj−1 . . .M1) ≤ 1+ε
2 , (3.37)

which immediately implies that

Pr
(
∩K

j=1Mj

)
≤
(

1 + ε

2

)K

. (3.38)

By a union bound over the choice of f1,2, the probability of any pair f, f ′ having the same commu-

tation relations for all j is less than

22L

(
1 + ε

2

)K

. (3.39)

By choosing

K = (1/ log(4/3))(2L+ log(1/ε)) (3.40)

we make this failure probability less than ε for any ε < 1/2 so that with probability at least 1 − ε,

Gs
f can be unambiguously identified and the state reconstructed. The output state is thus of the

form (1 − ε)|ψ〉〈ψ| + εϕ for some state ϕ.

3.5 Discussion

We have introduced the adversarial quantum channel and shown that by using a logarithmic length

secret key it is possible to communicate over this channel with a rate of 1−H(p)−p log 3. This

is much higher than would be naively expected based on existing error correcting codes, and is

quite close to what is known to be possible using n independent depolarizing channels with error

probability p.

Our construction involves using quantum list codes, which we defined and showed to exist with

favorable parameters. We expect quantum list codes to be useful in other contexts.

The scenario considered in this chapter and the spirit of our protocols are closely related to

those of [CGS05]. Comparing their result with ours points to interesting open questions to consider.

Reference [CGS05] constructed approximate quantum error correcting codes of length n capable of

correcting up to (n− 1)/2 errors with high probability (compared to at most n/4 correctable errors

for an exact code). Thus, the fraction of errors that can be tolerated in [CGS05] approaches 1/2 as

n gets large, which is much higher than in our current scheme. Furthermore, unlike our scheme, no

secret key is required. Instead, randomizing parameters are sent as part of the message via carefully

constructed secret sharing schemes. However, the alphabet size of the codes in [CGS05] grows as

a function of both the blocklength and the code’s accuracy, which severely limits the transmission

rate. Also, when their large dimensional channel is viewed as a block of qubit channels, the adver-
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sary considered in [CGS05] is much more restricted than ours, being limited to the corruption of

continuous blocks of qubits.

It is an interesting question whether there are qubit approximate QECCs that achieve the rates

of our codes but don’t require the use of a secret key, or, less ambitiously, require only a key of

constant size. More generally, the tradeoff between distance, rate, and key required remains to be

studied.

As a side remark, the secret key is used in our scheme as a randomizing parameter that is

unaccessible to the adversary. Since the adversary must corrupt the transmitted state before it is

received by Bob, if Bob is allowed to send a “receipt” of the quantum states to Alice, Alice can

simply disclose the random code afterwards and no key is required. In other words, one bit of back

communication together with logarithmic forward classical communication (all authenticated) can

be used to replace the key requirement.

Our result also finds application to a different problem—entanglement distillation with bounded

weight errors. In this problem, a state is already distributed between Alice and Bob, so that the

adversary has already acted and randomizing parameters can be sent in public without a “receipt.”

In [AG], it was shown that n noisy EPR pairs with errors of weight up to pn could be purified to n(1−
H(p)−p log 3) perfect EPR pairs using a two-way distillation procedure. Our construction allows us

to distill high fidelity EPR pairs at the same rate using only forward classical communication. In fact,

the authors of [AG] speculated that it would be possible to reduce the computational complexity of

their protocols by using quantum list codes—almost exactly the approach taken here, though in our

case with an eye towards reducing the communication required. The question of efficent encoding

and decoding via list codes has not yet been resolved.

There remain several potentially fruitful avenues of inquiry about adversarial quantum channels.

The most obvious question we have left unanswered regards the capacity of N adv
p,n assisted by a

negligible length secret key. It seems quite likely that this is equal to the capacity of the depolarizing

channel with error rate p, which would be in analogy with the classical result of [Lan04]. It may

also be interesting to consider how restricting the computational power of our adversary affects the

channel’s capacity, which is another topic we will leave to future work.
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Chapter 4

Degenerate Coding I—Repetition

Codes

One of the most striking features of quantum error correcting codes is that they can sometimes

be used to correct more errors than they can uniquely identify. That is, quantum codes may

be degenerate. In this chapter we study a family of such codes and show they can be used to

communicate over almost any Pauli channel at rates that are impossible for a nondegenerate code

and that exceed those of previously known degenerate codes. We also identify a channel for which

none of our codes outperforms the best nondegenerate code and show that it is nevertheless quite

unlike any channel for which nondegenerate codes are known to be optimal.

4.1 Introduction

It was Shannon [Sha48] who discovered, by a random coding argument, the beautiful fact that the

capacity of a noisy channel N is equal to the maximal mutual information between an input variable,

X, and its image under the action of the channel:

C = maxXI(X;N (X)). (4.1)

It is remarkable that this maximization is over a single input to the channel; it does not require

consideration of inputs correlated over many channel uses. This reflects the fact that a random

code whose codewords have letters chosen independently according to the distribution maximizing

Eq. (4.1) will with high probability have vanishingly small error probability for any rate less than

C.

The natural quantum generalization of Eq. (4.1) is

Q1 = maxφB
Ic(N , φB), (4.2)
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where

Ic(N , φB) = Ic
(
I⊗N (|φAB〉〈φAB |)

)
, (4.3)

|φAB〉 is a purification of φB , and

Ic(ρAB) = S(ρB)−S(ρAB), (4.4)

known as the coherent information, is a measure of quantum correlations playing a similar role to

the mutual information of Eq. (4.1). One would hope that a random code with any rate less than

the capacity chosen on the typical subspace of φ⊗n
B , where φB maximizes the coherent information,

would have transmission fidelity close to 1 with high probability. While we can achieve Q1 in this

way, it has been known for almost a decade that this rate is suboptimal in some settings [SSa, DSS98].

In fact, there are examples of codes that, concatenated with a random code, achieve rates beyond

Q1 for the very noisy depolarizing channel. The correct quantum capacity formula is not Q1, and is

given by [Dev05, Sho, Llo97]

Q = lim
n→∞

1

n
maxφBn

Ic
(
N⊗n, φBn

)
, (4.5)

where the need for regularization reflects the fact that we must consider the behaviour of the channel

on inputs entangled across many uses.

While it is in general intractable to perform the optimization in Eq. (4.5), it is usually possible to

evaluate Q1. For instance, a Pauli channel Np, which applies X, Y , and Z errors with probabilities

p = (px, py, pz), has a hashing rate (as Q1 is often called) of 1−H(p), where H(p) is the entropy of

(1− px − py − pz, px, py, pz). While we will show one can often achieve higher rates, there is a sense

in which this is optimal—it’s the maximum rate for a code that completely determines the identity

of the errors it corrects; that is, Q1 is the best you can do with a nondegenerate code. For a Pauli

channel, a random stabilizer code achieves Q1, so it is both easy to evaluate and achievable by a

straightforward code.

It was found in [SSa, DSS98] that there can exist degenerate codes (codes wherein multiple typical

errors with the same action on the codespace are assigned the same syndrome) that achieve rates

beyond Q1. They showed that an m-qubit repetition code, sometimes called a “cat code” because

the code space is spanned by |0〉⊗m and |1〉⊗m, concatenated with a random stabilizer code achieves

a higher rate than hashing alone. For a depolarizing channel (px =py =pz = p
3 ), Q1 is nonzero only

up to p ≈ 0.18929 while a 5-qubit cat code followed by hashing has positive rate up to p ≈ 0.19036.

In [DSS98] a 5-qubit cat code in the Z basis concatenated with 5-qubit cat code in the X basis and

finally with a random stabilizer code was shown to have positive rate up to p ≈ 0.19056. While

these codes beat hashing, they do so by a small amount over a tiny range, and very little has been
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understood about why, besides the notion that degeneracy is involved.

In this chapter we study the performance of degenerate codes for general Pauli channels. We first

provide an explicit formula for the rate achieved over Np by an m-qubit repetition code concatenated

with a random stabilizer code, finding a channel for which the benefit of degenerate codes over the

hashing rate is dramatic—its hashing rate goes to zero at px+py+pz=p ≈ 0.274 whereas repetition

codes allow nonzero rates up to p ≈ 0.295. While the optimal repetition length and basis vary, as

does the magnitude of the benefit, it is a generic fact that using such a code is beneficial in the

regime where the hashing rate is near zero. By studying the scaling of the optimal repetition length

as a function of p we arrive at an intuitive understanding of the role of degeneracy in our codes. We

also find a channel for which all of our codes fail to outperform hashing, and show it is nevertheless

quite unlike any channel for which hashing is known to be optimal. Finally, we use our improved

understanding of degenerate coding to find codes for the depolarizing channel that outperform those

of [SSa, DSS98] and mention some ideas for codes that may be even better.

4.2 Cat Codes for Pauli Channels

The code we will consider has stabilizers

Z1Z2, Z1Z3, . . . Z1Zm (4.6)

and logical operators

X̄ = X⊗m and (4.7)

Z̄ = Z1, (4.8)

so that an error of the form XuZv leads to syndrome {u1 ⊕ u2, . . . , u1 ⊕ um} and in the absence of

a recovery operation gives a logical error of X̄u1Z̄⊕lvl . By encoding half of |φAB
00 〉 1√

2
(|00〉 + |11〉) in

our repetition code, we get the state |φAB
m 〉 = 1√

2
(|0A〉|0B〉⊗m + |1A〉|1B〉⊗m), which is exactly the

state for which the coherent information in Eq. (4.5) will be more than m times Q1. Sending the B

system of |φAB
m 〉 through Np

⊗m and subsequently measuring the stabilizers {Z1Zl}m
l=2 leads to the

state

ρABm
=

∑

r∈{0,1}m−1

Pr(r)I ⊗N r(|φ00〉〈φ00|) ⊗ |r〉〈r|, (4.9)

where r is the syndrome measured, N r is the induced channel given r (which is also a Pauli channel),

and Pr(r) is the probability of measuring r. Concatenating our repetition code with a random
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stabilizer code allows communication with high fidelity at a rate of

1

m
Ic(ρABm

) =
1

m

∑

r

Pr(r)Ic(I ⊗N r(|φ00〉〈φ00|)). (4.10)

Because the repetition code is highly symmetric we can find explicit formulas for both Pr(r) and

N r, and thus a fairly compact expression for Ic(ρABm
). The joint probabilities of logical errors and

syndrome outcomes are, as proved in the appendix, given by

Pr(X̄uZ̄v, r) =
1

2

(
(px+py)u(m−2r)+r(1−px−py)(1−u)(m−2r)+r (4.11)

+(−1)v(px−py)u(m−2r)+r(1−px−py−2pz)
(1−u)(m−2r)+r

)
, (4.12)

where r = |r|, and which allows us to find both Pr(r) and the error probabilities of N r, Pr(X̄uZ̄v|r) =

Pr(X̄uZ̄v, r)/Pr(r). A salient feature of this formula is that it depends on r but has no other

dependence on r.

By evaluating Eq. (4.10) for the probabilities of Eq. (4.12), we find that for almost all Pauli

channels there is some repetition code that offers a nonzero rate at the hashing point. When px À pz

the best code is in the Z basis with length scaling like 1/pz, which we’ll study in detail in the next

section. In general, for px ≥ pz ≥ py it is a good rule of thumb to use a Z repetition code of length

m ≈ 1/pz, with the largest increase in rate for fairly asymmetrical channels (e.g., Fig. 4.1).

4.3 The Almost Bitflip Channel

In order to develop an understanding of how to choose a repetition code length, we will study their

performance for channels with independent phase and amplitude error probabilities. An error XuZv

is said to be a phase error if v = 1 and an amplitude error if u = 1 (note that when u = 1 and v = 1

it is both). Throughout, we define qx=px+py and qz=py+pz to be the amplitude and phase error

probabilities, respectively, and in a slight abuse of terminology refer to amplitude and phase errors

as X and Z errors, with a Y error being “both X and Z.” Independence of phase and amplitude

errors requires px = qx(1−qz), py = qxqz, and pz = qz(1−qx). When qx À qz we find that the

repetition code with the best zero-rate noise threshold has m ≈ 1/qz, which can be understood by

considering the effective channels induced by the code.

The independence of phase and amplitude, together with our generators involving only Z’s tells

us that the probability of a logical phase error is independent of r, and given by

qZ̄= Pr (⊕m
l=1vl=1) = [1−(1−2qz)

m]/2, (4.13)
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Figure 4.1: Best Z-cat code rates for independent phase and amplitude errors with qz = qx/9 (and
where p = px+py+pz). The optimal m increases with p. m = 33 gives the best threshold of ≈ .295,
compared to a hashing threshold less than .274.

which also follows from Eq. (4.12).

As we have already seen, the probability of a logical amplitude error depends only on r = |r|, not

on r itself. If m is large, the probability distribution of r becomes concentrated near ro ≡ (m−1)qx

and r1 ≡ (m−1)(1−qx). This is because there are typically (m−1)qx X errors on qubits 2 through

m and these qubits all get flipped if qubit 1 has an X error. So, the measured value of r tells us

whether or not a logical X error has occurred, at least with high probability. The probability that

this is incorrect, leading to a misdiagnosed amplitude error, is

qX̄|r0
=

1

1+ ((1−qx)/qx)
m−2r0

(4.14)

for the r=r0 syndromes and

qX̄|r1
=

1

1+ ((1−qx)/qx)
2r1−m (4.15)

for r=r1, both of which scale like

q̃X̄ ≡
(

qx
1 − qx

)m(1−2qx)

(4.16)

for large m. One can see from this, together with the qZ̄ above, that as m increases we learn more

about the logical X error at the expense of knowing less about the logical Z.



32

The optimal repetition length will minimize the entropy in the logical qubits conditioned on r,

given by

Hm ≈ H(q̃X̄) +H(qZ̄). (4.17)

We will have beaten the hashing rate when

(1−Hm)/m > 1−H(qx)−H(qz), (4.18)

so that at the hashing point, where H(qx)+H(qz) = 1, our goal is to have Hm < 1.

If qx À qz, at the hashing point we will have

qx ≈ 1/2−ε (4.19)

with

ε = (1/2)
√
qz ln(1/qz), (4.20)

so that the entropy left in the logical qubits will be roughly

H(e−8ε2m) +H(qZ̄). (4.21)

For repetition length m, the expected number of Z errors on the block is mqz, which seems to suggest

that if m is allowed to be large it will be completely unclear whether a Z error occurred, leaving us

with a bit of entropy in the Z errors alone. However, because the number of Z errors will be roughly

Poisson distributed with mean 1 for m ≈ 1/qz À 1, although the expected number of Z errors is

1, the probability of 0, 1, and 2 errors are all quite comparable, leaving well under a bit of entropy

in the logical Z error. The probability of an X error for m ≈ 1/qz is roughly e−2 ln(1/qz) = q2z , so

that there will be very little entropy left in the X’s, leading to an overall entropy of under a bit.

The point is that until the repetition length gets to be around 1/qz, increasing m allows us to gain

information about the logical X error faster than we destroy our knowledge of the logical Z’s.

A more detailed analysis of this case shows the entropy is minimized for

m≈ln ln(1/qz)/(2qz ln(1/qz)), (4.22)

which leads to

H(X̄) ≈ H(Z̄)=O (ln ln(1/qz)/ln(1/qz)) , (4.23)

giving an overall rate of

(1/m)
(
1−H(X̄)−H(Z̄)

)
≈ 2qz ln(1/qz)/ln ln(1/qz). (4.24)
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Note that essentially all of the entropy in the X errors is removed by the best code, with the optimal

length determined by a tradeoff between the reduction of entropy in the X errors and the increase

of entropy in the Z errors. This sort of tradeoff also determines the optimal repetition code length

for a general Pauli channel.

4.4 Concatenated Repetition Codes

We can immediately apply this analysis to design even better codes by using concatenation. By

adapting a second level of repetition code to the error probabilities of the channels induced by the

first level we can exceed the performance of any single level cat code. We have used this approach

for the depolarizing channel with the results shown in Fig. 4.2, where we plot the probabilities at

which the rate of a concatenated 3 in m and 5 in m code goes to zero as a function of m, the size

of the outer cat code. If we first use a 3-cat code in the Z basis, followed by an m-cat code in the

X basis, we find the highest threshold for a 3 in 19 code, with a nonzero rate up to p ≈ 0.19086,

surpassing the codes of [DSS98]. Starting with a 5-cat code the threshold increases up to p ≈ 0.19088

for m = 16, the best known code for this channel, but for higher values of m the computation of this

probability is quite slow. Based on the character of the channels induced by the inner repetition

code, together with the behaviour for m ≤ 16 we expect that the threshold increases until something

like 5 in 25, at which point a larger m begins to reduce the effectiveness of the code.

4.5 A Special Channel

Besides the one-Pauli channels, the only channels for which we can find no code offering an advantage

near the hashing point are tightly concentrated near

N tp
p (ρ) ≡ (1 − p)ρ+

p

2
XρX+

p

2
ZρZ. (4.25)

While Rains has shown [Rai99] that hashing is optimal for one-Pauli channels, N tp
p is not known to

have additive coherent information, which is equivalent to the optimality of hashing. Furthermore,

we will show that unlike all channels known to be additive this channel is not degradable [DS05].

Every channel, N , can be expressed as an isometry followed by a partial trace, which is to say

there is an isometry UN : A→ BE such that

N (ρ)=TrEUN ρU
†
N . (4.26)
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Figure 4.2: Error probability where the rate goes to zero, as a function of length of second level
cat code. The bottom line shows the threshold for hashing, the middle line for the 5-cat code, and
the upper line for the concatenated 5 in 5 cat code. The lower curve is the threshold of a 3 in m
concatenated cat code as a function of m, while the upper curve shows the threshold for a 5 in m
concatenated code.

The complementary channel of N , called NC , results by tracing out system B rather than E:

NC(ρ)=TrBUN ρU
†
N . (4.27)

A channel is called degradable if there is a completely positive map, D : B → E, which “degrades”

N to NC , so that

D ◦ N=NC . (4.28)

The existence of such a map immediately implies the additivity of I c[DS05], which can be seen by

noting that

Ic(N⊗(n1+n2), φBn1
Bn2

) ≤ Ic(N⊗n1 , φBn1
) + Ic(N⊗n2 , φBn2

) (4.29)

exactly when

I(En1
;En2

) ≤ I(Bn1
;Bn2

) (4.30)

and recalling that I(Bn1
;Bn2

) cannot increase under local operations. We now show there is no

such D for N tp
p when 0 < p < 1.
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Letting

N tp
p (|i〉〈j|) =

∑

kl

Nij;kl|k〉〈l| (4.31)

define N and

N tp
p

C
(|i〉〈j|) =

∑

kl

NC
ij;kl|k〉〈l| (4.32)

define NC , we find

N =




1−p/2 0 0 p/2

0 1−3p/2 p/2 0

0 p/2 1−3p/2 0

p/2 0 0 1−p/2




(4.33)

and

NC =




p/2 0 0 0 p/2 α 0 α 1−p
0 −p/2 α p/2 0 0 α 0 0

0 p/2 α −p/2 0 0 α 0 0

p/2 0 0 0 p/2 −α 0 −α 1−p



, (4.34)

where α =
√
p(1 − p)/2. If N tp

p is degradable, there must be a CPTP map D such that D◦N = NC ,

which is equivalent to ND = NC , with D defined by D(|s〉〈t|) =
∑

uv Dst;uv|u〉〈v|. For N and NC

as above, this gives

D =




p/2 0 0 0 p/2 β 0 β 1−p
0 −γ β γ 0 0 β 0 0

0 γ −β γ 0 0 β 0 0

p/2 0 0 0 p/2 −β 0 −β 1−p




(4.35)

with β =
√
p/(2 − 2p) and γ = p/(2 − 4p). The Choi matrix [Cho75] of D, CD

ik;jl = Dij;kl, is thus

CD =




p/2 0 0 0 −γ β

0 p/2 β γ 0 0

0 β 1−p β 0 0

0 γ β p/2 0 0

−γ 0 0 0 p/2 −β
β 0 0 0 −β 1−p




, (4.36)

which contains the subblock 
p/2 −γ
−γ p/2


 . (4.37)
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This has a negative eigenvalue for all 0 < p < 1, so that CD cannot be nonnegative and thus D is

not CP.

Besides repetition codes, we have explored concatenated repetition codes for N tp
p , all of which

performed worse than the hashing rate of 1−H(p)−p. This suggests the capacity of N tp
p is exactly

1−H(p)−p, and in light of its nondegradability we hope a proof of this conjecture will point towards

a new sufficient criterion for the additivity of coherent information.

4.6 Discussion

We have left many questions unanswered, but there are several lines of inquiry we believe are ripe

for further progress.

A most tantalizing possibility is that there is a simpler characterization of the quantum channel

capacity than is provided by Eq. (4.5). In particular, contrary to what is sometimes claimed, the

results of [DSS98, SSa] and this work do not rule out a single letter formula for the capacity—what

is ruled out is the possibility that the single letter optimized coherent information is the correct

formula. It could be that there is a single letter formula for the capacity, or less ambitiously sim-

ply an efficiently calculable expression, which takes degeneracy into account. The characterization

of capacity in terms of coherent information is fundamentally nondegenerate, and it may be this

which leads to the necessity of regularization, rather than an inherent superadditivity of quantum

information.

On a similar note, it would be nice to find families of quantum codes that are capacity approaching

with high probability. This is not the case for random stabilizer codes, nor for random codes on

the typical subspace of a state maximizing the single letter coherent information, but perhaps by

explicitly considering the codes’ degeneracy progress could be made.

More concretely, the two-Pauli channel with equal probabilities seems to be somehow different

from other Pauli channels. Given their success with almost all other Pauli channels, the failure of cat

codes to beat Q1 in this case suggests that hashing is optimal. Resolving this conjecture seems to

be a manageable problem whose solution may lead to a better understanding of additivity questions

for quantum channels in general.

The ideas explored here are also useful for quantum key distribution. In particular, using rep-

etition codes one can improve the noise threshold for BB84 with one-way classical post-processing

from 12.4% to 12.9%, which is discussed further in Chapter 6.

Finally, we hope the coding approach suggested by the almost bitflip channel will lead to codes

with rates beyond what we have presented here. Focusing on reducing the amplitude error rate with

an inner code while trying to avoid scrambling the phase errors more than necessary and following

this up with a random stabilizer code (or perhaps a second similarly chosen code reversing the roles
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of amplitude and phase) offers an appealing heuristic for code design. Viewed in this way, the inner

codes we have considered are quite primitive—a repetition code is the simplest code there is—and

it seems likely more sophisticated codes will perform better.

Appendix

Proof. (of Eq. (4.12)) All four expressions above follow by similar reasoning, but for concreteness

we focus on the first. The probability of a physical error, XuZv leading to a logical operation I is

exactly

Pr(I, r) =
∑

u,v|u1=0,⊕lvl=0and(u2,...um)=r

Pr(XuZv) (4.38)

=
∑

v|⊕lvl=0

Pr(X(0,r)Zv) (4.39)

=
∑

l,t|l+t≡0 mod 2

(
r

l

)(
m− r

t

)
pr−l

x pl
yp

t
z(1 − px − py − pz)

m−(r+t) (4.40)

=
r∑

l=0

m−r∑

t=0

1 + (−1)t+l

2

(
r

l

)(
m− r

t

)
pr−l

x pl
yp

t
z(1 − px − py − pz)

m−(r+t) (4.41)

=
(px − py)r

2

m−r∑

t=0

(−1)t

(
m− r

t

)
pt

z(1 − px − py − pz)
m−(r+t) (4.42)

+
(px + py)r

2

m−r∑

t=0

(
m− r

t

)
pt

z(1 − px − py − pz)
m−(r+t) (4.43)

=
1

2

(
(px + py)

r
(1 − px − py)

m−r
+ (px − py)

r
(1 − px − py − 2pz)

m−r
)
, (4.44)

where we have used the identity
∑N

n=0

(
N
n

)
xnyN−n = (x+ y)N repeatedly.



38

Chapter 5

Noisy Preprocessing and Twisted

State Distillation

We provide a Shor-Preskill-type security proof for prepare and measure quantum key distribution

protocols employing noisy preprocessing and one-way postprocessing of the key. This is achieved by

showing that the security of such a protocol is equivalent to that of an associated key distribution

protocol in which, instead of the usual maximally entangled states, a more general type of private

state called a twisted state is distilled. Except for the more general target state, normal means of

entanglement distillation are employed, with the crucial difference that noisy preprocessing allows

some phase errors to be left uncorrected without compromising the privacy of the key.

5.1 Introduction

Quantum key distribution (QKD) holds the promise of communication with a level of security that

is impossible in a classical world. As such, an enormous amount of experimental and theoretical

work on QKD has been carried out in recent years, with such rapid progress in both that widespread

use of QKD may not be far off [GRTZ02].

Entanglement has been the cornerstone of many security proofs to date: A prepare & measure

protocol by which Alice and Bob generate a secret key is shown to be secure exactly when an asso-

ciated entanglement distillation protocol succeeds in producing a high fidelity maximally entangled

state. Secrecy of the key then follows because maximal entanglement can only be shared between

two parties [LC99, SP00, Lo01, GP01, TKI03, GL03, BTB+05, RG]. This paradigm links the

information-theoretic concept of security to more concrete physical concepts, such as the monogamy

of entanglement [CKW00, KW04]. The resulting proofs are intuitive, somewhat constructive, and

allow the designers of QKD schemes to incorporate current methods of quantum error correction

and entanglement distillation.

Renner, Gisin, and Kraus adopt a more information-theoretic approach to QKD security with
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the surprising result that secure key can be established at noise levels beyond what seems possible

in the entanglement-based picture [KGR05, RGK05]. By including a step in which Alice adds noise

to her sifted key before proceeding to error correction and privacy amplification, the overall key

rate can actually increase. Of course, adding noise damages the correlations held by Alice and Bob

but the key observation of [KGR05, RGK05] is that this noise may damage Eve’s correlations even

more. It is puzzling that this preprocessing can generate key in the presence of noise so strong as

to preclude the distillation of even a single Einstein-Podolsky-Rosen (EPR) pair via any one-way

protocol. In fact, it was suggested in [KGR05, RGK05] that entanglement-based security proofs

would be bound to fail for their protocols.

We find a possible resolution in the observation of [HHHO05] that maximally entangled states

are not strictly necessary for generating secret keys. Instead, states that lead to secret keys belong

to the class of so-called twisted states. Such states are composed of completely correlated systems

A and B containing the uniformly distributed key, along with “shield” systems A′ and B′. More

precisely, γABA′B′ is said to be a twisted state if there is a set of unitaries U (j) and a “twisting

operator” of the form

Utwist =
∑

j

|jj〉AB〈jj| ⊗ U
(j)
A′B′ , (5.1)

such that

γABA′B′ = Utwist (|Φ〉AB〈Φ| ⊗ ρA′B′)U †
twist (5.2)

for some ρA′B′ , where |Φ〉 = (|00〉 + |11〉)/
√

2. The twisting operator ensures that, while Alice and

Bob may not share a maximally entangled state, Eve’s reduced state is independent of the key value.

This construction recalls an earlier result [AB02] that the secrecy of key pairs created from entangled

systems is not diminished by phase noise in the devices performing the entanglement distillation.

Ultimately, Eve’s state will factor out, ensuring her ignorance of the key.

A key distribution scheme whose security is based on the distillation of twisted states was pre-

sented in [HLLO06], proving that even when an untrusted party provides Alice and Bob with a state

whose distillable entanglement is arbitrarily small, it may still be possible for them to establish a

secret key. However, the protocol considered there has the crucial drawback that it is not a prepare

and measure scheme—to succeed, both Alice and Bob need quantum computers. It is not clear

what class of QKD protocols can be cast in the form considered by [HLLO06], and in particular the

security proof presented there does not apply the protocols discovered in [KGR05, RGK05].

In the following, we will show that a prepare and measure QKD scheme with noisy preprocessing

and one-way postprocessing is secure exactly when an associated twisted state distillation protocol

succeeds with high fidelity. This requires only minor modifications to the standard entanglement

distillation procedure, and in particular Alice and Bob will make use of Calderbank-Shor-Steane

(CSS)-like quantum error-correcting codes. We can establish key at bit error rates as high as 12.4%
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for the Bennett-Brassard-84 (BB84) protocol [BB84], and 14.1% for the six-state protocol, matching

the rates of [KGR05, RGK05], and surpassing all previous thresholds from entanglement-based

proofs. The auxiliary system purifying the noise introduced by Alice will function as a shield, and

after bit error correction and a suitable amount of phase error correction, they will be left with a

twisted state. The crucial difference from previous entanglement based security proofs is that Alice

and Bob need not correct every phase error in order to guarantee security, and this savings will often

more than compensate for the associated increase in the number of bit errors they must correct.

We first provide a description of a general QKD protocol with noisy preprocessing and a proof

sketch of its security, followed by a more detailed analysis of the steps differing from a standard

entanglement-based proof.

5.2 Twisted State Distillation

We begin with the quantum reformulation of the BB84 and six-state protocols [LC99, SP00], noting

that other protocols can be handled in a similar manner [RG]. In the quantum version of both

protocols, Alice begins by preparing the state |Φ〉AB and sending the B system to Bob. In BB84,

each party then randomly measures in the X or Z basis (for the six-state protocol, they randomly

choose X, Y , or Z), and by public discussion they sift out only those outcomes that correspond to

the same basis choice. This is equivalent to Alice (Bob) sending a random bit in (measuring in)

one of the bases at random, since the statistics of measurements as well as an eavesdropper Eve’s

dependence on their outcomes are identical in both cases. Alice and Bob then publicly compare a

small fraction of the sifted key to estimate the noise parameters of the channel.

If the noise level is found to be zero, the resulting length-n sifted key can be described by the

state |Φ〉⊗n. Otherwise, the most general noisy channels we need to consider are Pauli channels,

since all the subsequent operations performed will commute with a (hypothetical) measurement in

the Bell-basis, which digitizes the actual noise into this form [LC99, GL03]. Attributing the noise

to Eve, we can write the state of the key as

∑

u,v

√
pu,v (IA ⊗Xu

BZ
v
B)|Φ〉⊗n

AB |u〉E1
|v〉E2

, (5.3)

where pu,v is the probability of error pattern XuZv described by length-n bit strings u and v.

Furthermore, if Alice and Bob randomly permute their n systems, it is sufficient to consider noise

that is independent and identical for each transmitted qubit, given by rate pu,v (see, e.g., Lemma 3

of [GL03], or [SP00, GP01]).

By performing bit error correction and privacy amplification (phase error correction), Alice and

Bob proceed to distill the key. To guarantee privacy, the protocol must be secure against all Pauli
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channels consistent with the outcome of the parameter estimation phase.

First, however, Alice adds independent and identically distributed noise to her system, randomly

applying X at rate q. This procedure can be described in a coherent way by first adding an auxiliary

system A′ prepared in the state |ϕ〉A′ =
√

1 − q|0〉A′ +
√
q|1〉A′ and then using this as the control

system in a controlled-NOT gate, all of which results in the state

∑

u,v,f

√
pu,vqf |f〉A′(Xf

A ⊗Xu
BZ

v
B)|Φ〉⊗n

AB |u〉E1
|v〉E2

, (5.4)

where qf = q|f |(1 − q)n−|f | for length-n bit string f and |f | its Hamming weight. We can also think

of Alice’s error operator acting on Bob’s system, since X ⊗XZ and I ⊗XZX have the same effect

on |Φ〉.

Now Alice and Bob perform bit error correction using a standard linear error correcting code.

This step is the same as the usual analysis, since all bit errors must be corrected in the final key, no

matter their source. The bit error rate is

p̃ = px(1 − q) + q(1 − px) (5.5)

for px =
∑

v p1,v, meaning Alice and Bob need to measure nH2(p̃) parity syndromes, where H2 is

the binary Shannon entropy, in order to uniquely identify the error pattern with high probability.

To simplify the resulting expressions, we use the method of decoupling error correction and pri-

vacy amplification [Lo03], itself based on the breeding entanglement distillation protocol [BBP+96],

whereby the syndromes are collected in auxiliary shared entangled pairs.

In the classical description of the protocol, this amounts to encrypting the syndromes with a one-

time pad before transmission, preventing information leakage to Eve. Since this encryption requires

a key, which in the quantum description is a twisted state, Alice and Bob generally collect the parity

syndromes in the key subsystems of twisted states, not maximally entangled states. Fortunately,

this raises no additional complications, as pointed out in [HLLO06], and there will be no loss of

generality in taking the preshared ancilla state to be maximally entangled in what follows1.

Alice collects the bit parities in her halves of the ancilla states, measures them, and sends the

result to Bob. Taking this information, Bob coherently corrects system B and records the error in

an ancilla system B′, producing

∑

u,v,f

√
pu,vqf Z

v
A′ |f〉A′ |u + f〉B′Zv

B |Φ〉⊗n
AB |u〉E1

|v〉E2
, (5.6)

1Note that if we use the key part of a twisted state to measure a bit parity of a noisy EPR pair, the control from the
key system to the shield is transfered to the noisy EPR pair, which implies that the noisy EPR pair can be corrected
to a twisted state exactly when using a perfect EPR to measure the parity would have made this possible.
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where the Zv
A′ comes from the need to commute X f

B through Zv
B before correcting.

At this stage, the normal entanglement-based proof would proceed to correct the phase errors,

corresponding to privacy amplification in the prepare and measure scheme. This would not give

the error thresholds found in [KGR05, RGK05], since the only effect of the extra noise would be to

reduce the key rate and lower the threshold. Instead, we come to the central observation of this

chapter: not all phase errors need to be corrected. After correcting enough of them, the resulting

state will be very close to a twisted state, resulting in approximately private key.

Examining the state shared by Alice and Bob will make clear how this comes about. Tracing

out Eve’s systems, they hold the state

ρ = CA′B′

(
∑

u,v

pu,v[u]B′ [ϕv]A′Zv
B [Φ]ABZ

v
B

)
C†

A′B′ , (5.7)

where [θ] = |θ〉〈θ|,
|ϕv〉 = Zv|ϕ〉⊗n, (5.8)

and we have used a controlled-NOT CA′B′ to write

|f〉A′ |u+f〉B′ (5.9)

as

CA′B′ |f〉A′ |u〉B′ . (5.10)

By performing phase error correction at a reduced rate, the pattern of phase errors will not be

uniquely identified, but rather narrowed to a set Vs indexed by the syndrome s:

Vs = {v | syndrome(v) = s}. (5.11)

The key point here is that if the vectors |ϕv〉 for v ∈ Vs were mutually orthogonal, we could define

the unitary operator

DA′B =
∑

v∈Vs

[ϕv]A′ ⊗ Zv
B (5.12)

and use UBA′B′ = DA′BCA′B′ to untwist the state:

ρ′ = UBA′B′ρU †
BA′B′

= [Φ]⊗n
AB ⊗

(∑

u

pu[u]B′

∑

v∈Vs

pv|u [ϕv]A′

)
. (5.13)
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Since D is a controlled-Z gate, either system can be thought of as the control, so

DA′B =
∑

j

U
(j)
A′ ⊗ [j]B (5.14)

for some unitaries U (j). UBA′B′ is a twisting operation, so that Alice and Bob would share a twisted

state. Keys derived from this state would be secret.

5.3 Detailed Analysis

To rigorously establish the secrecy of keys generated from ρ, recall the univerally-composable defi-

nition of security formulated in [KR05]. A key K is called ε-secure if the state ρKE of the key and

eavesdropper satisfies

||ρKE − κ⊗ ρE ||1 ≤ 2ε, (5.15)

where κ is a uniform mixture of all possible key values shared by Alice and Bob. The latter state is

a perfect key and this formulation ensures that ρKE can safely be used for any further cryptographic

purpose.

In the present context, the key is created by measuring systems A and B of ρ in the Z basis. As

the untwisting operation is unitary and commutes with the measurement by definition, whether it is

performed before the measurement or after does not affect the security of the key. When performing

the untwisting operation on the unmeasured state results in a maximally entangled state on AB, the

generated key will be perfectly secure. By the same token, if there exists an untwisting operation

that maps the AB subsystem to within 2ε of a maximally entangled state, then the key is ε-secure.

For simplicity we first consider the case of independent amplitude and phase errors, with the

case of correlated u and v following along similar lines. To construct an untwisting operation, it

suffices to find a rank-one POVM having elements Ev that can distinguish the |ϕv〉 with average

error Pe no larger than ε2/2:

Pe = 〈Pv
e 〉 =

∑

v,v′ 6=v

pv〈ϕv|Ev′ |ϕv〉 ≤ ε2/2, (5.16)

where Pv
e is probability of decoding input state |ϕv〉 incorrectly. This problem was considered by

[HJS+96] in the context of transmitting classical information over a quantum channel. Letting

σ = (1 − pz)|ϕ〉〈ϕ| + pzZ|ϕ〉〈ϕ|Z, (5.17)

pz =
∑

u pu1, and S(σ) be the entropy of σ, their results imply that with probability 1 − ε2/2, the
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elements of a randomly chosen subset

Vs ⊂ V (5.18)

of size

2n(S(σ)−δ) (5.19)

can be distinguished by the pretty-good measurement (PGM) with average error probability ε2/2

where ε decreases exponentially with n for arbitrarily small positive δ.

The PGM has rank-one elements by construction [HW94], so we can write

Ev = |θ̃v〉〈θ̃v| (5.20)

for unnormalized |θ̃v〉. Then we can append another auxiliary system A′′ and consider the Neumark

extension consisting of orthonormal states

|θv〉A′A′′ (5.21)

in the joint Hilbert space A′A′′ such that

A′A′′〈θv|ϕv′〉A′ |0〉A′′ = A′〈θ̃v|ϕv〉A′ (5.22)

(see, e.g., [NC04]). With this, we can finally construct the untwisting operator

U = (
∑

v

[θv]A′A′′ ⊗ Zv
B)C†

A′B′ . (5.23)

Letting ρ̃ = |0〉〈0| ⊗ ρ, the fidelity of Uρ̃U † with

ρ′ = [Φ]⊗n
AB ⊗

∑

u,v

pu,v[θv]A′A′′ ⊗ [u]B′ (5.24)

is given by

F (Uρ̃U †, ρ′) =
∑

u,v

pu,v |〈ϕv|θ̃v〉| = 〈
√
Pv

s 〉, (5.25)

where Pv
s is the conditional probability of successful transmission of v. Since

〈
√
Pv

s 〉 ≥ 〈Pv
s 〉 (5.26)

= 1 − Pe (5.27)

≥ 1 − ε2/2, (5.28)
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using the relation between trace norm and fidelity [FvdG99], we find

||Uρ̃U † − ρ′||1 ≤ 2
√

1 − F 2 (5.29)

≤ 2
√
ε2 − ε4/4 (5.30)

≤ 2ε, (5.31)

proving ε-security.

A subtlety arises in the use of the Neumark extension in that we have moved beyond the usual

definition of a twisted state. Rather than showing that ρ is close to a state of the form

Utwist (|Φ〉AB〈Φ| ⊗ ρA′B′)U †
twist (5.32)

with

Utwist =
∑

j

|jj〉AB〈jj| ⊗ U
(j)
A′B′ , (5.33)

we have shown that there is an auxiliary space A′′ such that

ρ̃ = |0〉〈0|A′′ ⊗ ρ (5.34)

is close to such a state. However, the privacy of the key is uncompromised: While Eve may have

knowledge of the shield system, as long as Alice and Bob hold the key and shield, the fact that they

could be untwisted implies that Eve is ignorant of the key.

In the above, we took u and v to be independent. When they are not, randomly choosing

sets Vs of size 2n(S(σ|u)−δ), where S(σ|u) is the conditional entropy of σ given u, will lead to an

exponentially small average probability of decoding error for the PGM, and the rest of the argument

remains unchanged (see, e.g., [Lo01]).

Putting this all together, by using a random code Alice and Bob can select a subset Vs of size

≈ 2nS(σ|u). Then, with probability exponentially close to unity, the untwisting operation can be

constructed from the pretty-good measurement, ensuring the final key is ε-secure.

5.4 Achievable Key Rates

What key generation rates can be achieved by the protocols considered above? The bit error cor-

rection step consumes nH2(p̃) previously established secret key bits, but in so doing produces n

error-free bits. The phase error correction must reduce the number of errors to 2nS(σ|u) in order to
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ensure that Alice and Bob could untwist the state, so we find an overall rate of

1 −H2(p̃) − (H(v|u) − S(σ|u)). (5.35)

This can be written as

R = 1 −H2(p̃) −
∑

u

pu

(
H2(p1|u) −H2(λ

+
u )
)
, (5.36)

where

λ+
u =

1

2
(1 +

√
1 − 16q(1 − q)p1|u(1 − p1|u)) (5.37)

is the larger eigenvalue of

σu = (1 − p1|u)|ϕ〉〈ϕ| + p1|uZ|ϕ〉〈ϕ|Z. (5.38)

In the BB84 protocol, bit and phase errors are equal but uncorrelated, meaning p1|u = pz =

px = p1|v. From this one immediately finds a maximum sustainable error rate of 12.4% by letting

q → 1/2. In the six-state protocol all Pauli errors occur at the same rate, from which we find a

threshold error rate of 14.1%. Both of these figures agree with those found in [KGR05, RGK05].

5.5 Discussion

We have shown that one-way key distribution protocols employing noisy preprocessing can be under-

stood as distillation protocols for twisted states, extending the entanglement distillation paradigm

initiated in [LC99, SP00]. This resolves two outstanding issues surrounding entanglement-based

proofs of security—the role of twisted states, and the apparent impossiblity of achieving the key

rates of [KGR05, RGK05] with an entanglement-based proof. By formulating the protocol in this

manner, we gain insight into the mechanism by which addition of noise improves the key rate, namely

by “deflecting” Eve’s correlations with Alice and Bob to the shield and away from the key.

In the security proof of the six-state protocol [Lo01], building on the work of [DSS98] in the

context of entanglement distillation, Lo showed that a degenerate error-correcting code could be

used to improve the threshold error rate from 12.6% to 12.7%. Further progress in this direction

can be found in the next chapter, where we report on the combination of that method with the

noisy preprocessing studied here, showing that the threshold error rate of BB84 can be increased

from 12.4% to 12.9%. We believe our findings will point towards new methods of key distillation

and analagous methods of twisted state distillation, furthering the fruitful exchange between privacy

amplification and entanglement distillation.
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Chapter 6

Degenerate Coding II—Better

Codes for BB84

In this chapter we study achievable secret key rates for the Bennett-Brassard-84 (BB84) quantum

key distribution protocol with one-way classical postprocessing. Specifically, we characterize the

performance of a family of error correcting codes when used in the information reconciliation phase

of BB84. When combined with noisy preprocessing, these codes allow secure key to be established

for quantum bit error rates up to 0.129. Taken together, our information reconciliation and privacy

amplification stages can be described by a massively degenerate CSS code whose improvement over

the previous best noise threshold of 0.124 is analogous to the benefit of degenerate codes over random

stabilizer codes when communicating over a very noisy quantum channel.

6.1 Introduction

Quantum key distribution (QKD) allows two parties using public channels to remotely establish a

secret key whose security is not predicated on the difficulty of some computational task. Rather,

the security of the key generated by a QKD protocol depends only on fundamental laws of physics.

For this reason there has recently been an enormous amount of work on practical and theoretical

aspects of QKD, and corresponding rapid progress in both (e.g., [GRTZ02]).

The first QKD protocol was proposed by Bennett and Brassard in 1984 [BB84], and like all

QKD schemes, it is based on the tradeoff between information gain and disturbance in quantum

mechanics. To establish a bit of raw key, the sender (Alice) encodes a random bit into one of two

conjugate bases (X or Z), chosen at random, and transmits it to a receiver (Bob). Bob measures in

either the X or Z basis, also chosen at random. After generating a large number (say, 2n) of bits in

this fashion, Alice and Bob can sift out the bits for which they both chose the same basis by public

discussion, leaving them with roughly n bits.

Alice then randomly permutes her remaining bits and announces the permutation to Bob, after
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which they perform parameter estimation by comparing a small fraction of their remaining bits to

determine the error rate of the sifted key. If the fraction p of bits on which Alice and Bob’s strings

disagree is sufficiently small, they proceed with information reconciliation and privacy amplification

to finally arrive at a secret key. Otherwise they abort the protocol. The essence of the protocol

is that if an eavesdropper Eve, who is assumed to have control of the quantum channel, examines

the signals in order to determine the key, she will necessarily cause some disturbance that manifests

itself as errors in the sifted key. Thus p also characterizes how much information an eavesdropper

could have gained about the key.

An important property of any QKD protocol is the amount of noise that can be tolerated without

compromising the security of the resulting key. The entanglement-based security proof of Shor and

Preskill [SP00] showed that BB84 can be used to generate a secure key for detected error rates

as high as p ≈ 0.11, basically by showing there exist Calderbank-Shor-Steane (CSS) [Ste96, CS96]

codes correcting noise up to this level. Remarkably, it was recently found [KGR05, RGK05] that

this can be improved to p ≈ 0.124 if Alice performs a preprocessing step in which she adds noise to

her sifted key before performing the distillation steps. In the following, we push this threshold to

p ≈ 0.129 by finding improved error correcting codes for the information reconciliation phase.

Taken together our information reconciliation and privacy amplification steps can be described by

a highly degenerate CSS code. A quantum code is called degenerate if its syndrome does not uniquely

identify the errors that it corrects. This is a uniquely quantum effect – there is no such thing as a

degenerate classical code – and there are many unanswered questions about such codes. However, it

is known that in many cases degenerate codes are strictly necessary to achieve the capacity of very

noisy channels [SSa, DSS98, SSb]. Degenerate codes have been used in security proofs before; in

particular, the noise threshold of the six-state protocol was improved from 12.6 to 12.7 percent [Lo01].

Our result combines the use of degenerate codes with the noisy preprocessing of [KGR05, RGK05],

leading to an improvement over [KGR05, RGK05] that is analogous to the improvement of degenerate

codes over random stabilizer codes found in [SSa, DSS98, SSb] for quantum communication over noisy

channels.

6.2 Analytic Key Rate Expression

To determine the secret key generation rate of the modified protocol, we follow the proof method

outlined in [KGR05, RGK05, Ren05]. First, the prepare and measure protocol can be converted to

an equivalent scheme in which Alice prepares the maximally entangled state |Φ+〉⊗mn
AB and sends

the latter half to Bob. Each party then randomly and independently measures either X or Z on

each signal, saving the outcomes for use in parameter estimation and key generation. Denoting these

outcomesKA andKB , respectively, it then follows from [Ren05] that for anym-bit preprocessing step
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Km
A → Um and Um → V m it is possible to use standard error correction and privacy amplification

methods to distill secret key from the sifted key at rate

r =
1

m
inf

σAB∈Γp

[
S(Um|V mEm) − S(Um|V mKm

B )
]
, (6.1)

where Γp is the set of Bell-diagonal states σAB passing the parameter estimation phase of the protocol

and Em is Eve’s system. The rate expression in [KGR05, RGK05] is similar, except that by using

the de Finetti Theorem as in [Ren05], we avoid any difficulties arising from the use of blockwise

processing. Since the X and Z bases are randomly used to create the sifted key, the error estimation

also provides an estimate of the bit- and phase-flip noise rates in the physical channel. Hence, the

allowable σAB are of the form

σAB = (1 + t− 2p)|Φ+〉〈Φ+| + (p− t)(|Φ−〉〈Φ−| + |Ψ+〉〈Ψ+|) + t|Ψ−〉〈Ψ−| (6.2)

for some t ∈ [0, p].

In the following, we will choose a particular Km
A → Um → V m for which the rate of Eq. (6.1)

outperforms all previously known protocols for large p. The measurements leading to KA and KB

will be the same as for the usual BB84 protocol, with the preprocessing step chosen as follows.

For each m bit block of KA, (x1, x2, . . . , xm), Alice independently flips each bit with probability q,

resulting in x̃ = (x̃1, . . . , x̃m). She then computes

Um = (x̃1, x̃1 ⊕ x̃2, . . . , x̃1 ⊕ x̃m) (6.3)

and sends

V m = (x̃1 ⊕ x̃2, . . . , x̃1 ⊕ x̃m) (6.4)

to Bob, after which they proceed with error correction and privacy amplification as usual. The key

rate they achieve is given by the following theorem.

Theorem 14. The key rate achieved using the preprocessing Xm → Um → V m with Um = (x̃1, x̃1⊕
x̃2, . . . , x̃1 ⊕ x̃m), V m = (x̃1 ⊕ x̃2, . . . , x̃1 ⊕ x̃m), where x̃ = x ⊕ f and f is a string of independent

0–1 random variables, each with probability q of being 1, is given by

r =
1

m

(
1 −

∑

s

P p̃
m(s)H(P p̃

m(u|s)) +mS(ρp,q) − S

(
1

2
ρ⊗m

p,q +
1

2
Z⊗mρ⊗m

p,q Z
⊗m

))
. (6.5)

Here ρp,q = (1 − q)|ϕ+〉〈ϕ+| + q|ϕ−〉〈ϕ−| with |ϕ±〉 =
√

1 − p|0〉 ± √
p|1〉, p̃ = p(1 − q) + q(1 − p),

while P p̃
m(u, s) is defined in Lemma 15.
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The proof will proceed by noting that in the entanglement picture, our preprocessing step is

equivalent to Alice first adding independent amplitude errors to her halves of the noisy EPR pairs,

measuring the stabilizers of an m qubit repetition code, and then sending her syndrome outcomes

to Bob. Hence we can then apply the following lemma, which follows immediately from Chapter 4.

Lemma 15. The m qubit repetition code with stabilizers Z1Z2, . . . , Z1Zm maps the error XuZv

to the logical error Xu1Z⊕m
l=1vl and syndrome s = (u1 ⊕ u2, . . . u1 ⊕ um). When used to correct

independent amplitude errors of probability p, the probability of a logical amplitude error u and

syndrome s is given by

P p
m(u, s) =

(
pm−s(1 − p)s

)u (
ps(1 − p)m−s

)1−u
, (6.6)

for s = |s|.

Proof. (of Theorem 14) To evaluate Eq. (6.1), first let

σ⊗m
AB =

∑

u,v

puvX
u
BZ

v
B

[
|Φ+〉〈Φ+|

]⊗m

AB
Zv

BX
u
B , (6.7)

with pu,v such that

pu =
∑

v

pu,v = p|u|(1 − p)m−|u|, (6.8)

for measured bit error rate p, and similarly for pv.

Alice adds independent noise at error rate q to the A register, so the state of the Alice-Bob-Eve

system can be described as

∑

u,v,f

√
puvqf |f〉A′Xu

BZ
v
BX

f
B |Φ+〉⊗m

AB |u〉E1
|v〉E2

. (6.9)

Note that Eve’s system is determined by the fact that, in the worst case, she holds the purification

of the state after it emerges from the channel. However, she does not hold the purification of the

noise Alice adds.

Alice and Bob then measure the stabilizers of the m-qubit repetition code (Z1Z2, . . . Z1Zm) and

Alice sends her measurement outcomes to Bob. This is equivalent to Alice first measuring and

sending the syndromes and then Bob performing coherent operations between the message and his

syndrome registers such that the two syndromes agree. Renaming Bob’s m − 1 syndrome qubits

system B′, the state they’ll share is thus

∑

u,v,f

√
puvqf |f〉A′Xu1⊕f1

B Z
⊕m

l=1vl

B |Φ+〉AB | ((u1 ⊕ f1)1) ⊕ u′ ⊕ f ′〉B′ |u〉E1
Zf

E2
|v〉E2

, (6.10)
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where u′ = (u2, u3, . . . , um), f ′ = (f2, f3, . . . , fm), 1 is the length-(m− 1) vector of ones and the Z f

acting on Eve’s second system comes from the commutation of Zv
B and Xf

B .

Getting rid of the A′ system (but keeping it from Eve), we now let Alice and Bob measure

systems A and BB′ in the computational basis, respectively. According to Eq. (6.1), the difference

of conditional entropies for the resulting state will give us the key rate. This will be simpler to

analyze by first rewriting the lower bound as

r ≥ 1

m
inf

σAB∈Γp

I(A;BB′) − I(A;E). (6.11)

The first term, I(A;BB′), is the mutual information of the state

ρABB′ =
1

2

1∑

x=0

|x〉〈x|A ⊗ ρx
B′B , (6.12)

where

ρx
B′B =

∑

f

∑

u

qfpu |x+f1+u1〉〈x+f1+u1|B ⊗ | ((u1⊕f1)1) ⊕ u′ ⊕ f ′〉〈((u1⊕f1)1) ⊕ u′ ⊕ f ′|B′

=
∑

s

P p̃
m(s)

1∑

u=0

P p̃
m(u|s)|x+u〉〈x+u|B ⊗ |s〉〈s|B′ , (6.13)

and the P p̃
m(u, s) are given by Lemma 15. From this, we see that the mutual information, I(A;BB ′),

is exactly

1 −
∑

s

P p̃
m(s)H(P p̃

m(u|s)). (6.14)

Notice that this term only depends on pu, which is determined by the parameter estimation phase,

so it will be the same for all σAB ∈ Γp.

Turning to the second term in Eq. (6.11), we want to find the mutual information of the state

obtained by tracing out Bob’s systems,

ρAE1E2
=

1

2

1∑

x=0

|x〉〈x|A ⊗ ρx
E1E2

, (6.15)

where

ρx
E1E2

=
(
Z⊗m

E2

)x



∑

u,v1,v2,f

qf
√
pu|v1

pu|v2
|u〉〈u|E1

⊗√
pv1

pv2
Zf |v1〉〈v2|Zf


(Z⊗m

E2

)x
.(6.16)

Note that the (Z⊗m
E2

)x comes from the action of Z⊕m
l=1vl on system B. When Eve’s amplitude and
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phase errors are independent, this expression can be further simplified. Defining

µ =
∑

u

pu|u〉〈u| (6.17)

and

ρp,q = (1 − q)|ϕ+〉〈ϕ+| + q|ϕ−〉〈ϕ−| (6.18)

with

|ϕ±〉 =
√

1 − p|0〉 ± √
p|1〉, (6.19)

we can write

ρx
E1,E2

= µE1
⊗
(
Z⊗m

E2

)x [
ρ⊗m

p,q

]
E2

(
Z⊗m

E2

)x
. (6.20)

Actually, while we have to maximize I(A;E1E2) over all possible puv corresponding to states in

σAB ∈ Γp, we can see from the above that the largest value is attained for independent phase and

amplitude errors. In particular, if Eve starts with the independent u,v state, by tracing out the E1

system and using the isometry

U =
∑

v,u

√
pu|v|u〉E3

|v〉E2
〈v|E2

, (6.21)

then completely dephasing the E3 system, she can construct a ρAE2E3
with the same mutual infor-

mation as if the errors were distributed according to pu|vpv. Since mutual information cannot be

increased by local operations, the independent noise state must have the largest value. Moreover,

as the E1 system is uncorrelated with the rest, the mutual information between Alice and Eve can

be easily computed, yielding

I(A;E) = S

(
1

2
ρ⊗m

p,q +
1

2
Z⊗mρ⊗m

p,q Z
⊗m

)
−mS(ρp,q). (6.22)

Taking the difference between I(A;BB′) and I(A;E), keeping in mind we must send m qubits for

each m-block, leads to the overall key rate of Eq. (6.5).

6.3 Numerical Evaluation of Key Rates

We would now like to evaluate the key rate in Eq. (6.5) for particular values of p, q, and m. The

expression S(ρp,q) can be easily calculated and the second term can be evaluated efficiently using

Lemma 15. The most difficult term is

S

(
1

2
ρ⊗m

p,q +
1

2
Z⊗mρ⊗m

p,q Z
⊗m

)
, (6.23)
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but it can be handled as follows. Due to the permutation-invariance of the state ρ⊗m
p,q , it can be

compactly expressed as a direct sum of states on the SU(2) irreducible representations (irreps). Each

irrep occurs with some degeneracy, giving rise to a permutation factor, which by Schur’s lemma is

maximally mixed. Using the expression for multiple copies of a general qubit mixed state from

[BMG+], which describes the irreducible states of ρ⊗m
p,q as a function of its Bloch vector, and doing

the same for Z⊗mρ⊗m
p,q Z

⊗m, we can compute S
(

1
2ρ

⊗m
p,q + 1

2Z
⊗mρ⊗m

p,q Z
⊗m
)

for values of m up to

several hundred.

In general, larger m allow us to get higher thresholds with the optimal value of q ≈ 0.3 increasing

slowly with m (e.g., Figure 6.1). Choosing m = 400 and q = 0.32 allows a nonzero key generation

rate up to p = .1292, but for larger m the computation becomes quite slow.

0 0.1 0.2 0.3 0.4 0.5
0.116

0.118

0.12

0.122

0.124

0.126

0.128

q

p

Figure 6.1: Bit error rate p at which the key rate goes to zero as a function of preprocessing noise
q when using various-sized repetition codes in the BB84 protocol. The curves are, from bottom to
top, m = 1,m = 10, 20, . . . 100, illustrating the fact that a longer repetition code allows a higher
threshold. As m is increased, the optimal q also grows. Taking m = 400 and q = 0.32 gives our best
threshold of 0.1292.

6.4 Discussion

Given the pattern of improving thresholds with larger repetition lengths, it is tempting to suggest

that the best threshold within the family of codes we have described will be achieved when m→ ∞
while q → 0.5. While we have not yet been able to perform such an analysis, it seems likely that an
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asymptotic analysis of our key rates in the limit of large m would be tractable.

It is important to mention that the codes we have considered are highly restricted, and it is not

at all clear that the key rates they allow should be optimal. One promising idea for higher key rates

would be to adapt the concatenation of repetition codes in conjugate bases used in [DSS98] and

Chapter 4 to the problem of secret key generation, with the repetition code in the X basis providing

improved privacy amplification. A more ambitious approach would be to develop new degenerate

codes for this problem, perhaps designed using the heuristic suggested in Chapter 4.

The one-way protocols we have presented bear a striking resemblance to two-way protocols using

advantage distillation [GL03]. In particular, an advantage distillation protocol can be described as

using a repetition code, with Bob sending the syndromes of the repetition code back to Alice. Error

correction and privacy amplification are then performed on blocks for which no error is detected,

and the blocks for which an error is detected are thrown away. Notice that without the back

communication from Bob, Alice would not know the syndromes, and thus be unable to discard the

blocks in which Bob had detected an error. Our findings show that even in this case, when Alice is

ignorant of the syndromes, and thus unable to discard bad blocks, there is still a benefit in using

a repetition code. In a sense, the repetition code works better than expected, because it collapses

many phase errors to a single logical phase error, while still providing information about bit errors.

This benefit should also appear when the repetition code is used for advantage distillation in a

two-way protocol with noisy preprocessing.

As was pointed out in Chapter 5, one-way protocols with noisy preprocessing are closely related

to distillation protocols for the class of twisted states[HHHO05]. In that work it was shown that noisy

preprocessing can be interpreted as the deflection of Eve’s correlations away from the sifted key into

a “shield” system, which purifies the noise added by Alice. This is analagous to the ancient martial

art, jujitsu, wherein one uses leverage to deflect an attacker’s force away from oneself rather than

opposing it directly. Viewed in this way, the benefit of a repetition code is that it allows us to combine

the “soft” approach of deflecting phase errors and the “hard” approach of correcting amplitude

errors—while learning about bit errors that we must correct, we are simultaneously decreasing Eve’s

correlation with the key, reducing the need for privacy amplification later.
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Chapter 7

Clone Assisted Capacity

We present an upper bound for the quantum channel capacity that is both additive and convex.

Our bound can be interpreted as the capacity of a channel for high fidelity communication when

assisted by a family of zero capacity channels made up of all channels that map symmetrically to

their output and environment. The bound seems to be quite tight, and for degradable quantum

channels it coincides with the unassisted channel capacity. Furthermore, we will use the clone

assisted capacity to find new upper bounds on the capacity of the depolarizing channel.

7.1 Introduction

The archetypical problem in information theory is finding the capacity of a noisy channel to transmit

high fidelity messages. Already in [Sha48], Shannon provided a simple formula for the capacity in

the case of a discrete memoryless channel. Results for more general channels have also been found

(e.g., [Ver98]).

The status of the quantum channel capacity question is not nearly so nice. While there has recently

been significant progress in finding expressions for the various capacities of a quantum channel

[Dev05, Llo97, Sho, BSSA02], with the exeption of the entanglement assisted capacity formula of

[BSSA02] and results for some very special channels (e.g., amplitude damping, dephasing, and

erasure channels) these studies have arrived capacity expressions that cannot be evaluated in any

tractable way. For instance, it was shown in [Dev05, Llo97, Sho] that the capacity of a quantum

channel N is given by

Q(N ) = lim
n→∞

1

n
sup
φBn

Icoh(N⊗n, φBn
), (7.1)

where Icoh(N , φB) = S(N (φB))−S(I ⊗N (|φ〉〈φ|))) is known as the coherent information. In order

to evaluate this regularized formula one must perform an optimization over an infinite number of

variables, a notoriously difficult computational problem. Furthermore, it is known that the limit on

the right is in general strictly larger than the corresponding single letter expression [DSS98, SSa,
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SSb](i.e., Q(1) supφB
Icoh(N , φB)) < Q(N )).

In the absence of an explicit formula for the quantum capacity, it is desirable to find upper

and lower bounds for Eq. (7.1). Unfortunately, most known bounds seem to be as difficult to

evaluate in general as Eq.(7.1). Examples of upper bounds that can be easily evaluated, at least

in some special cases, are given by the no-cloning-based arguments of [BDE+98, Cer00], the semi-

definite programming bounds of Rains[Rai99] and the closely related relative entropy of entanglement

([VP98], others). None of these is expected to be particularly tight – the last two are also upper

bounds for the capacity assisted by two-way classical communication (which can be much larger

than one way), whereas the first is based solely on reasoning about where the channel’s capacity

must be zero. As such, it would be useful to find new upper bounds for the quantum capacity that

are both free of regularization and fundamentally one way. In the following we present just such a

bound.

Inspired by the fact that allowing free forward classical communication does not increase the

quantum channel capacity [BDSW96, BST98], we will consider the capacity of a quantum channel

assisted by the use of a quantum channel that maps symmetrically to the reciever (Bob) and the

environment (Eve). Such assistance maps, which we call cloning channels, can be used for forward

classical communication but are apparently somewhat stronger. They can, however, immediately be

seen to have zero quantum capacity, so that while the assisted capacity we find may in general be

larger than the usual quantum capacity, one expects that it will provide a fairly tight upper bound.

In particular, the clone assisted capacity we find will not be an upper bound for the capacity assisted

by two-way classical communication.

The expression we find for the assisted capacity, which we’ll call Qca, has several nice properties

and turns out to be much easier to deal with than Eq. (7.1). Most importantly, our expression is

free of the regularization present in so many capacity formulas. We will also see that Qca is convex,

additive, and that it is equal to Q for the family of degradable channels [DS05]. We will be able to

use these properties to find upper bounds on Qca of the depolarizing channel, which, in turn, will

give a significant improvement over other known bounds for its usual capacity.

It should be emphasized that we have not found an upper bound on the dimension of the cloning

channel needed to attain the assisted capacity, which in general prevents us from evaluating Qca

explicitly. While we cannot rule out such a bound, the arguments we use to establish several of Qca’s

nice properties rely explicitly on the availablility of an unbounded dimension. This suggests dealing

with an assistance channel of unbounded dimension may be the price we pay to get such desirable

properties as additivity and convexity, which is reminiscent of the findings of [BHLS03, CW04].
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7.2 Properties of Qca

Before studying the ca-capacity, we must first make explicit some definitions. Letting

Sd ⊂ U ⊗ V (7.2)

be the (d(d+ 1))/2-dimensional symmetric subspace between d-dimensional spaces U and V , we call

the inclusion map

Ad : C
(d2+d)/2 ↪→ Sd (7.3)

the d-dimensional cloning channel.

We say that a rate R is ca-achievable if for all ε > 0 there is a n0(ε) such that for any n > n(ε)

there is a dimension dn, code Cn ⊂ Ã⊗n ⊗ Sdn
with dimCn > Rn, and a decoding operation Dn

such that for all states |ψ〉 ∈ Cn, the reconstructed state Dn ◦N⊗n ⊗Adn
(|ψ〉〈ψ|) has a fidelity with

the original state |ψ〉 of at least 1 − ε. The ca-capacity, which we will denote by Qca(N ), is defined

as the supremum of all ca-achievable rates.

We are now in a position to introduce a quantity that will play a central role in our study of the

clone assisted capacity. Letting N : Ã→ B be a completely positive map, we define Q
(1)
ca (N ) to be

the supremum over all states |φAÃUV 〉 that are invariant under the permutation of U and V of the

coherent information of A given BV , evaluated after the Ã register of φ is acted on by N . That is,

we let

Q(1)
ca (N ) = sup

|φABUV 〉,U↔V

Ic(A〉BV )NB(φ). (7.4)

It will turn out that Q
(1)
ca (N ) is exactly the clone assisted capacity of N , which we show using the

following two lemmas.

Lemma 16. Q
(1)
ca is additive. That is, Q

(1)
ca (N1 ⊗N2) = Q

(1)
ca (N1) +Q

(1)
ca (N2).

Proof. First notice that

Ic(A〉B1B2V ) =
1

2
(S(A|E1E2U) − S(A|B1B2V )) (7.5)

=
1

2
(S(A|E1E2V ) − S(A|B1E2V ) + S(A|B1E2V ) − S(A|B1B2V )) (7.6)

≤ Q(1)
ca (N1) +Q(1)

ca (N2), (7.7)

where the final inequality follows from the fact that for any |φAÃ1Ã2UV 〉 that is U -V permutation

invariant, we can define

|φAÃ1ŨṼ 〉 =
1√
2
U Ã2

N |φAÃ1Ã2UV 〉|0〉C1
|1〉C2

+
1√
2
ΠÃ2E2

U Ã2

N |φAÃ1Ã2UV 〉|1〉C1
|0〉C2

(7.8)
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which is symmetric in Ũ -Ṽ , where ΠÃ2E2
permutes Ã2 and E2, we let Ũ = UÃ2C2, Ṽ = V Ẽ2C1

that has the property that

1

2
(S(A|E1E2V ) − S(A|B1E2V )) =

1

2

(
S(A|E1Ṽ ) − S(A|B1Ṽ )

)
, (7.9)

and similarly for the last two terms. This shows

Q(1)
ca (N1 ⊗N2) ≤ Q(1)

ca (N1) +Q(1)
ca (N2). (7.10)

Furthermore, by restricting the optimization in Eq. (7.4) to states of the form |φA1Ã1U1V1
〉|φA2Ã2U2V2

〉
we see that

Q(1)
ca (N1 ⊗N2) ≥ Q(1)

ca (N1) +Q(1)
ca (N2). (7.11)

The other ingredient we need is the following expression for the clone assisted capacity, which

follows by standard arguments (e.g., [Dev05]).

Lemma 17.

Qca(N ) = lim
n→∞

1

n
Q(1)

ca (N⊗n). (7.12)

Proof. To see that the ca-capacity is no less than the right hand side, note that for any |φABnUV 〉
that is symmetric under the interchange of U and V , the rate

1

n
Ic(A〉BnV )N⊗n(φ) (7.13)

is achievable by the quantum noisy channel coding theorem applied to the channel N⊗n ⊗AdU
.

To prove the converse, fix ε, let C ⊂ ÃnS be a (n, ε) code of rate R making use of a symmetric

broadcast channel with output dimension d2
V and let |φC〉 be a state that is maximally entangled

with C. Then

Ic(A〉BnV )N⊗n(φC) ≥ Ic(A〉BnV )DBV ◦N⊗n(φC) (7.14)

≥ Rn− 2

e
− 8 log(dC)

√
ε (7.15)

= Rn− 2

e
− 8Rn

√
ε, (7.16)

so that
1

n
Q(1)

ca (N⊗n) +
2

ne
≥ R(1 − 8

√
ε). (7.17)
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Lemmas 16 and 17 immediately imply the following expression for Qca(N ):

Theorem 18. Qca(N ) = Q
(1)
ca (N ).

From this we can easily show

Proposition 19. Qca is convex.

Proof. Because Ic(A〉BV )ρABV
is convex in ρABV , we have

Ic(A〉BV )(pN1+(1−p)N2)(φ) ≤ pIc(A〉BV )N1(φ) + (1 − p)Ic(A〉BV )N2(φ), (7.18)

so that

sup
φ
Ic(A〉BV )(pN1+(1−p)N2)(φ) ≤ p sup

φ
Ic(A〉BV )N1(φ) + (1 − p) sup

φ
Ic(A〉BV )N2(φ),(7.19)

which tells us exactly that

Qca(pN1 + (1 − p)N2) ≤ pQca(N1) + (1 − p)Qca(N2). (7.20)

7.3 Implications for Unassisted Quantum Capacities

In this section we will explore some of the limitations the clone assisted capacity, Qca(N ), places on

the standard capacity of a quantum channel, Q(N ). As noted in the introduction, by simply not

using the cloning channel provided, it is possible to communicate over a channel at the unassisted

rate. In other words,

Q(N ) ≤ Qca(N ). (7.21)

Furthermore, as we will now see, this upper bound is actually an equality for the class of channels

known as degradable[DS05]. Every channel, N , can be expressed as an isometry followed by a partial

trace, which is to say there is always an isometry

UN : A→ BE (7.22)

such that

N (ρ) = TrE UN ρU
†
N . (7.23)
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The complementary channel of N , which we call NC , is the channel that results by tracing out

system B rather than the environment:

NC(ρ) = TrB UN ρU
†
N . (7.24)

A channel is degradable if there exists a completely positive map, D : B → E, that “degrades” the

channel N to NC . In other words, D ◦ N = NC . The capacity of a degradable channel is given

by the single letter maximization of the coherent information, as shown in [DS05]. Furthermore, we

will now show that the ca-capacity of a degradable channel is given by the same formula. That is,

the assistance channels we have been considering are of no use at all for a degradable channel.

Theorem 20. If N is degradable,

Qca(N ) = Q(N ). (7.25)

Proof. Fix |φAÃS〉. Then

Ic(A〉BV )IA⊗N⊗A(φ) ≤ Ic(AUV 〉B)IA⊗N⊗A(φ) + Ic(ABE〉V )IA⊗N⊗A(φ) (7.26)

exactly when

I(E;U) ≤ I(B;V ), (7.27)

which is true if N is degradable by the monotonicity of mutual information under local operations.

This implies that the maximum value of the left hand side of Eq. (7.26) is no larger than the

maximum of the right hand side. The maximum of the first term on the right is exactly

sup
φAÃ

Ic(A〉B)IA⊗N⊗A(φ) = Q(N ), (7.28)

whereas the maximum of the second is zero, so that

Ic(A〉BV )IA⊗N⊗A(φ) ≤ Q(N ). (7.29)

Furthermore, by choosing |φAÃS〉 = |φAÃ〉|φS〉 the left hand side can achieve Q(N ).

Theorem 20 allows us to calculate the ca-capacity of any degradable channel. If a channel N
can be written as a convex combination of degradable channels this theorem, together with the

convexity of Qca, provides an upper bound for Qca(N ) and therefore also Q(N ). For instance, the
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depolarizing channel can be written as a convex combination of dephasing-type channels,

N dep
p (ρ) = (1 − p)ρ+

p

3
XρX +

p

3
Y ρY +

p

3
ZρZ (7.30)

=
1

3
NX

p (ρ) +
1

3
N Y

p (ρ) +
1

3
NZ

p (ρ), (7.31)

where NX
p (ρ) = (1 − p)ρ+ pXρX and similarly for N Y

p and NZ
p . From this we can conclude that

Qca(N dep
p ) ≤ 1

3
Qca(NX

p ) +
1

3
Qca(N Y

p ) +
1

3
Qca(NZ

p ) (7.32)

= 1 −H(p), (7.33)

where we have used the fact that NX
p is degradable and has ca-capacity 1−H(p). This reproduces

the upper bounds of [VP98, Rai99], which have been the best known for small p.

We can also evaluate Qca(N dep
p ) for p = 1

4 as follows. For this value of p, there is a CP map that

can be composed with the complementary channel, NC
p , to generate Np [BDE+98]. This immediately

implies Qca(N1/4) = 0, since otherwise Bob and Eve could both reconstruct the encoded state with

high fidelity, giving a violation of the no-cloning theorem. More explicitly, for any state |φAÃUV 〉 we

have

Ic(A〉BV )I⊗N (φ) = −Ic(A〉EV ) (7.34)

≤ −Ic(A〉BV ), (7.35)

from which we conclude

Qca(N1/4) = 0, (7.36)

and where the second line is due to the quantum data processing inequality[SN96]. This reproduces

the bound of [BDE+98], and furthermore because we know that the clone assisted capacity is convex

we find that

Q(N dep
p ) ≤ Qca(N dep

p ) ≤ conv(1 −H(p), 1 − 4p). (7.37)

It is important to note that the quantum capacity Q is not known to be convex and, indeed,

based on numerical evidence for NPT bound entangled states [SST01] it is not expected to be convex.

Thus, while the two bounds above were already known, it was not clear that the convex hull of these

was also an upper bound.

We will now provide a tighter bound for Qca(N dep
p ), by expressing the depolarizing channel as a

convex combination of amplitude damping channels, which were shown to be degradable in [GF05].
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The amplitude damping channel can be expressed as

N amp
γ (ρ) = A0ρA0 +A1ρA1, (7.38)

where

A0 =


1 0

0
√

1 − γ


 (7.39)

and

A1 =


0

√
γ

0 0


 . (7.40)

From this we find that

1

2
N amp

γ (ρ) +
1

2
YN amp

γ (Y ρY )Y = N(q,q,pz)(ρ), (7.41)

where

N(q,q,pz)(ρ) = (1 − 2q − pz) ρ+ qXρX + qY ρY + pzZρZ (7.42)

with

q =
γ

4
(7.43)

and

pz =
1

2

(
1 − γ

2
−
√

1 − γ
)
. (7.44)

The depolarizing channel can now be expressed as

N dep
2q+pz

(ρ) =
1

3
N(q,q,pz)(ρ) +

1

3
N(q,pz,q)(ρ) +

1

3
N(pz,q,q)(ρ), (7.45)

so that N dep
p (ρ) is a convex combination of amplitude damping channels with

γp = 2
√

4 − 2p− 3p2 − 2(2 − p). (7.46)

This gives us an upper bound (shown in Figure) of

Q(N dep
p ) ≤ Qca(N dep

p ) ≤ conv(Q(N amp
γp

), 1 − 4p), (7.47)

where Q(N amp
γp

) is equal to[GF05]

maxx∈[0,1] (H2(γpx) −H2((1 − γp)x)) . (7.48)
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Figure 7.1: Our upper bound evaluated for the depolarizing channel: The straight solid light-grey
line comes from no-cloing, the broken light-grey line is the capacity of a dephasing channel, and the
broken dark-grey line is the capacity of the amplitude damping channel; finally, the solid dark-grey
line is the convex hull of the first three, our best upper bound on Qca(N dep

p ) and Q(N dep
p ) so far;

The solid black line is the hashing (lower) bound, 1 −H(p) − p log 3.
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7.4 Discussion

We have studied the capacity of a quantum channel given the assistance of an arbitrary cloning

channel. The capacity formula we find is in many ways more manageable than the known expression

for the (unassisted) quantum capacity, and we are able to establish that the clone assisted capacity

is both convex and additive. By taking advantage of the convexity of Qca and the fact that Qca

and Q coincide for degradable channels, we presented a general method for finding upper bounds to

Q and in particular provided a bound for the capacity of the depolarizing channel that is stronger

than any previously known result. We have left many questions unanswered.

The most pressing question is whether it is possible to find bounds on the dimension of the

cloning channel necessary to achieve the ca-capacity. Finding such a bound would allow us to

evaluate Qca(N ) efficiently, which we expect would provide very tight bounds on Q in many cases.

So far, we have not been able to find a channel for which the ca-capacity and capacity differ. We

expect that such channels exist, and a better understanding of when the two capacities differ may

point towards simplifications of the quantum capacity formula in Eq.(7.1).

It is worth mentioning that we first discovered that an unsymmetrized version of the quantity

Q
(1)
ca is an upper bound for Q while attempting to find the entanglement analogue of the upper

bound on distillable key presented in [KGR05].

It was only later that it became clear the formula could be made symmetric and interpreted as

the quantum capacity of a channel given the family of assistance channels we have considered. The

upper bound of [KGR05] can be understood similarly as the one-way distillable key (starting from

a ccq-state) assisted by cq-channels mapping symmetrically from Alice’s (classical) data to states of

Bob/Eve.

Finally, it should be noted that the approach we have taken here is qualitatively similar to the

work of [VP98, Rai99] in the two-way scenario. In that work, it was found that enlarging the set of

operations allowed for entanglement distillation from LOCC to the easier-to-deal-with set of separa-

ble or PPT-preserving operations made it possible to establish tighter bounds on two-way distillable

entanglement than was possible by considering LOCC protocols directly. Similarly, we have shown

that by augmenting a channel with a zero capacity cloning channel, a dramatically simplified capac-

ity formula can be found that allows us to establish tighter bounds on the unassisted capacity than

were possible by direct considerations. To what extent this approach can be used in general, the

reason such an approach works at all, and the tightness of the bounds achieved in this way are all

questions that we leave wide open.
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