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SUMMARY

Array-to-array, or multiple-input multiple-output (MIMO), links are known

to provide extremely high spectral efficiencies in rich multipath environments, such

as indoor wireless environments. The selection of a subset of receiver array antennas

for a MIMO wireless link has been studied by many as a way to reduce cost and

complexity in a MIMO system while providing diversity gain. Combined with a

switched multi-beam beamformer, it becomes the beam selection system that can

gain high signal-to-interference ratio (SIR) improvement in an interference-limited

environment.

The objective of this research is to evaluate the performance of low-complexity

antenna or beam subset selection methods for small MIMO networks. The types of

networks include (1) point-to-point MIMO links with out-of-system interference, (2)

multi-user networks with a single, but possibly spatially distributed access point. We

evaluate various selection techniques on measured indoor channels, which has not

been done before. We propose a new practical selection metric, the peak-to-trough

ratio of orthogonal frequency division multiplexing (OFDM) training symbols. We

also compare antenna and beam selection on measured indoor channels under more

general conditions than has previously been done. Finally, we consider some channel

modeling issues associated with beamformers. We investigate the validity of three

types of statistical MIMO channel models. A new beamformer is designed based on

the ideal of the “Weichselberger model.”
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CHAPTER I

INTRODUCTION

Multiple-input and multiple-output (MIMO) systems are known to provide extremely

high spectral efficiencies in rich multipath environments [16], such as indoor wire-

less environments. They are now being used for third-generation cellular systems

(WCDMA) and the IEEE 802.11n standard. A MIMO system can be classified as

either spatial diversity or spatial multiplexing, based on the transceiver’s design strat-

egy. It can also be classified as either point-to-point MIMO or multi-user MIMO,

based on its network structure. MIMO-related topics occupy a considerable part of

current academic communications research.

Regardless of its use for diversity or spatial multiplexing, any MIMO system’s main

drawback is the increased complexity and, thus, the cost. While additional antenna

elements (patch or dipole antennas) are usually inexpensive, and the additional digital

signal processing becomes ever cheaper, the RF elements are expensive and do not

follow Moore’s law. A MIMO system with Nt- transmit and Nr- receive antennas

requires Nt- complete and Nr- complete RF chains, including low-noise amplifiers,

downconverters, and analog-to-digital converters, at the transmitter and the receiver,

respectively. This thesis focuses on the antenna and beam selection technology, which

can well combat such a drawback.

Antenna selection offers a good trade-off between complexity and performance

of the MIMO system. It keeps the number of RF branches reasonable and offers

selection-diversity gain over a non-selection MIMO system. Selection can be made at

the transmitter [21,25,44], receiver [23], or both [22] to improve system performance.

Array antennas with switched beamformers have been recognized as effective for

1



combatting multipath fading of the desired signal and for suppressing interference

[37, 49]. Compared with fully adaptive antennas, switched-beam antennas do not

have high computation and implementation complexity, but they still can gain high

SIR improvement in an interference-limited environment [32]. Also, beamforming

digitally with selection has three main advantages: (1) At the transmitter, it reduces

the dynamic range requirements on the transmitter; (2) Compared with RF hardware

beamforming, it does not have insertion loss [7]; (3) In correlated environments, it

gives a performance benefit [36]. The first advantage can be explained as follows.

Antenna selection puts all the power through a few selected antenna elements. Beam

selection, on the other hand, needs only phase difference between all the antenna

elements. So, for beam selection, all the antenna elements have similar transmitted

power, which increases the power amplifier’s efficiency.

1.1 Research Questions

In this thesis, the performance of low-complexity antenna or beam subset selection

for small MIMO networks is evaluated. The types of networks considered include (1)

point-to-point MIMO links with out-of-system interference, (2) multi-user networks

with a single, but possibly spatially distributed access point. This thesis includes

three main research areas, which answer three main questions.

(1) Is there a practical beam selection algorithm that can give both reasonable selec-

tion diversity gain and implementation complexity?

(2) How different is the performance between beam selection and antenna selection

for different channel scenarios?

(3) Is there a beamformer design that can increase the beam selection performance?

Answering the first question will provide an optional implementation for the beam

selection technology in the near future. Answering the second question will help us

understand in what kind of situation beam selection technology is valuable, and, what
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is the best performance we can get with beam selection. In other words, answers to

question 2 will guide the future development of beam selection technology. One such

development is to design a novel beamformer, which answers question 3. The idea of

such a design process comes after some analysis and research of three MIMO channel

models.

The remaining sections of this chapter provide an overview of the three research

areas, which include the motivations of the research topics, previous related works

and our contributions.

1.2 Peak-to-trough (PTR) Beam Selection Algorithm

This section is related to question 1: Is there a practical beam selection algorithm that

can give both reasonable selection diversity gain and implementation complexity?

For the first type of network (point-to-point MIMO links with out-of-system in-

terference), a new selection metric is proposed and the feasibility is proved through

experiment. The metric helps to avoid beam-falsing, which is the most serious loss in

switched-beam antennas; this occurs when the selected beams are not the best beams.

One common method for beam selection is choosing beams with the largest received

powers based on the received signal strength indication (RSSI). But, it is possible

that the wrong beams will be chosen since RSSI does not distinguish between desired

signal and interference. In [32], a dual-metric beam selection algorithm is proposed.

The first metric, RSSI, is intended to be measured by an analog detector, while the

second metric, bit error rate (BER), could be measured, in theory, in the digital signal

processor (DSP). However, BER is not a practical metric. So, a practical “second”

metric, which is called the peak-to-trough (PTR) metric, is proposed.

The PTR metric is related to the metric of [34], which is a beam selection method

based on signal validation. The idea described in [34] relies on a sequence of unique

words periodically embedded in the transmitted symbol sequence. Beams with the
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highest cross-correlation with the unique words are selected. For scenarios with un-

correlated interference, the peak-to-trough (PTR) metric is evaluated on the Georgia

Electronic Design Center (GEDC) high-speed link prototype. The PTR metric has

two main advantages: (1) no channel state information (CSI) is needed, and (2)

the metric is robust to frequency-, time-, and sampling-offset. However, this metric

cannot be used when interference is caused by users in the same system (the same

training structure).

In this thesis, a multi-beam receive system and the principle of the PTR metric

beam-selection algorithm are described. Combined with RSSI selection, the PTR

metric will select beams that have both good desired signal gain and little probabil-

ity of including large noise and interference. Analysis and simulation results show

that the PTR metric is robust to synchronization offsets for 802.11a and 802.16a

waveforms. The dual metric (RSSI and PTR) selection method is a good choice for

a MIMO system with high signal-to-noise ratio (SNR) or low signal-to-interference

ratio (SIR).

1.3 Comparison of Beam and Antenna Selection

This section is related to question 2: How different is the performance between beam

selection and antenna selection for different channel scenarios?

For the second type of network (multi-user networks with a single, but possibly

spatially distributed access point), various selection techniques are evaluated, for the

first time, over measured indoor channels. Antenna and beam selection are also com-

pared over measured indoor channels. Comparison in this thesis includes three main

aspects: (1) different selection metrics (maximum channel capacity (MCC), maximum

minimum singular value of the channel matrix (MMSV), or minimum SER (MSER));

(2) different selection types (antenna selection or beam selection); (3) different receive

structures (signal (non-distributed) receiver or distributed receivers).
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1.3.1 Selection: Metrics, Antennas and Beams

Many selection metrics, such as symbol error rate, channel capacity, eigenvalues of

channel matrix, and channel gain (instantaneous SNR), have already been proposed.

Although channel gain (instantaneous SNR) is the easiest selection metric for practi-

cal implementation, it does not result in good performance improvement. The phase

shifts between the antenna elements are the decisive factors and are far more impor-

tant than instantaneous SNR [35].

The maximum channel capacity (MCC) and the maximum minimum singular

value of the channel matrix (MMSV) are two popular practical selection criteria [25].

In [25] and [5], these two criteria are compared in terms of their symbol-error-rate

(SER) performance over independent identically distributed (i.i.d.) circular complex

Gaussian channels. In [5], these two selection criteria are compared with the minimum

SER (MSER) criterion, which also is the optimal selection criterion, over simulated

channels. The results described in [5] indicate very little difference between the MCC

and MMSV selection criteria in terms of SNR required for a specified SER for the

six-select-two receiver selection.

In this thesis, all three criteria (MCC, MMSV, MSER) are compared over mea-

sured indoor channels in terms of the symbol error rate (SER).

1.3.2 Comparison of Beam and Antenna Selection

Beam and antenna selection are compared in different measured channels. Although

this has been done by others, it was done with an insufficient number of beams or

with simulated channels. In [29], beam selection was compared to antenna selec-

tion for measured indoor channels, and the beamwidths were consistent with only

a four-element array. Based on the MSER criterion, multi-beam beamforming with

beam selection was shown via simulation to produce a 16 dB signal-to-interference

ratio (SIR) improvement in an interference-limited environment, relative to antenna
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selection [32]. In [36], the authors conclude that beam selection can offer a significant

advantage for channel capacity in correlated channels.

In this thesis, both correlated and uncorrelated channels are measured. Beam

and antenna selection are compared over these measured channels, for both four- and

eight-element arrays.

1.3.3 Comparison of Distributed and Non-distributed Receivers

The distributed and non-distributed receivers are also compared in this thesis. In

[32], diversity combining with beams suffered because, while both beams exhibited

frequency selective fading, either one beam had a much higher average power than

the other or the selected beams were adjacent and had correlated fading. This last

observation is what provided the motivation for the distributed-beamformer access-

point architecture that is considered in this thesis. If the access point can select

beams from two significantly separated beamformers, then it should be possible to

select two uncorrelated beams with similar average power.

MIMO subchannels formed by beamformers can be expected to vary more in

terms of power than MIMO subchannels created only from spatial separation. This is

because multipaths typically occur in clusters [26]. Therefore, if a transmit beam and

a receive beam both point to the same cluster, the corresponding MIMO subchannel

is likely to have a high average power. On the other hand, if one or both beams do

not point to a cluster, then there will be very little power associated with that MIMO

subchannel. In other words, beams in the latter case are poorly coupled. A similar

situation has been observed in MIMO channels formed by dual-polarized antennas

[4]. In the line-of-sight (LOS) channels, the coupling is poor between orthogonal

polarizations [4]. When K factors are low, poor coupling leads to capacity degradation

[4].

The power imbalance problem described above depends on the the degree to which
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the beamwidth is matched to the cluster size. Results in [31] show that in low-

correlated channels (wide angle spread), narrow beams offer a higher angle diversity

gain and less signal fading than the wide beams. Similarly, [41] indicates that angle

(i.e., beam) diversity compares closely with traditional space diversity in a complex

scattering Rayleigh-fading channel such as an urban mobile radio environment (low-

correlated channel). On the other hand, for a Rician-fading channel like a rural

environment (high-correlated channel), angle diversity does not work as effectively

as space diversity. The main reason for the degraded angle-diversity performance

in rural locations is a large mean-signal imbalance on the diversity channels. This

difference in mean signal reduces the selection diversity gain on the order of that

imbalance.

The distributed access point configuration also brings shadowing effects into the

MIMO channel. For MIMO channels with macro-diversity [27], shadowing has been

shown to be a more dominating factor than fading correlation [27].

In this thesis, the distributed and non-distributed receivers are compared and

the differences are explained based on the knowledge of the above analysis. A new

MIMO selection architecture guide, considering both the system complexity and the

SER performance, is proposed.

1.4 MIMO Channel Modeling and Beamformer Design

This section is related to question 3: Is there a beamformer design that can increase

the beam selection performance?

As a final part of this thesis, some channel modeling issues associated with novel

beamformer design are considered. The validity of two types of statistical MIMO

channel models, which both have a beamspace-type interpretation, for the measured

indoor environment, are investigated. The first is the “virtual channel representation”

[43] and the second is a combination of the “virtual channel representation,” and the
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“Kronecker model” [30], which is called the “Weichselberger model” [47].

In fading MIMO channels, previous studies mostly use i.i.d. Gaussian matrices

[15, 16] to represent MIMO channels. The influence of spatial fading correlation on

either the TX or the RX side of a wireless MIMO radio link has been addressed

in [45], where the one-ring geometric model is proposed. The authors in [45] assume

that only spatial fading correlation is responsible for the rank structure of the MIMO

channel. In practice, however, the realization of a high MIMO capacity is sensitive

not only to the fading correlation, but also to the structure of scattering in the

propagation environment. In [9], a “keyhole” model is shown to have zero correlation

between the entries of the channel matrix, and yet it has only a single degree of

freedom. The authors in [17] show the existence of “pinhole” channels that exhibit

low-fading correlation between antennas but still have poor rank properties and hence

low capacity. Both “keyhole” and “pinhole” models can be seen as having scattering

regions surrounding both the transmit and receive ends, which are separated by a

screen with a small hole in the middle.

A simple stochastic MIMO model called the “Kronecker model” has been devel-

oped in [30,40]. This model uses the correlation matrices at the mobile station (MS)

and base station (BS) so that results of the previous numerous single-input multiple-

output (SIMO) studies can be used as input parameters. But, such a correlation

structure is still quite restrictive and can only be justified in scenarios where the scat-

tering is locally rich at either the transmitter or the receiver [47]. Also, [38] shows

that realistic indoor MIMO channels cannot be modeled adequately by this approach;

channel capacity is underestimated when the number of antennas at one link end be-

comes larger than two or three. Another drawback of the Kronecker model is that it

neglects the statistical interdependence of both link ends.

Eventually, the goal of MIMO channel modeling is to express the underlying spa-

tial structure of the radio environment. An interesting effort, called the “virtual
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channel representation,” is presented in [43]. The author utilizes a virtual partition-

ing of the spatial domain to characterize the MIMO channel. A key property of the

virtual representation that is exploited is that the components of the virtual channel

matrix are approximately independent. With this approximation, the virtual rep-

resentation allows for a general capacity analysis without the common simplifying

assumptions of Gaussian statistics and product-form correlation (Kronecker model)

for the channel-matrix elements. But the virtual channel representation restricts the

eigenbases of one-sided correlation matrices to predefined DFT matrices. The DFT

matrices serve as asymptotically (as the number of antenna elements goes to infinity)

optimal eigenfunctions for the channel matrix. However, for a practical number of

antenna elements, the approximation of the true eigenbases by the predefined DFT

matrices can be rather poor.

Recently, a novel stochastic MIMO channel model was proposed [47]. It combines

the advantages of both the Kronecker model and virtual channel representation. It

not only considers the correlation at both link ends, but also models their mutual

dependence; meanwhile, it adopts the spatial eigenbases to the channel as well as

to the array configuration. Furthermore, its mathematical description is simple and

concise. This model is called the “Weichselberger model” in this thesis.

The Kronecker model, the virtual channel representation and the Weichselberger

model are validated with our measured channel data. A new beamformer is designed

based on the ideal of the Weichselberger model. The beam selection performance with

the new beamformer is compared to the Butler matrix and optimal beamformer.

1.5 Organization

This thesis is organized as follows: Chapter 1 presents previous related research and

the motivations for this thesis. Chapter 2 presents background material and concepts

related to this research. Chapter 3 presents the new practical selection metric (PTR
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metric) and its performance. Chapter 4 compares beam and antenna selection over

measured small MIMO networks and proposes a new MIMO selection architecture

for indoor channels. Chapter 5 investigates different MIMO channel models and

proposes a novel beamformer design through such investigation. Chapter 6 provides

conclusions.
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CHAPTER II

BACKGROUND

This chapter provides background information on MIMO systems, their capacity,

channel effects, MIMO combine with OFDM, beamforming, selection metrics, and

channel modeling.

2.1 MIMO System Introduction

A multiple-input multiple-output (MIMO) system can be classified as either spatial

diversity or spatial multiplexing, based on the design strategy of the transceiver. A

MIMO system can also be classified as either a point-to-point MIMO or a multi-user

MIMO, based on its network structure.

2.1.1 Spatial Diversity

Spatial diversity includes transmit and receive diversity. Because of the well-known

research history of receive diversity, only transmit diversity is introduced.

Transmit diversity is a space-time coding technique in which data is spread re-

dundantly across the transmit antenna elements to improve the reliability of a link

in the presence of multipath fading. Transmit diversity is particularly useful when

the transmitter does not know the channel state information (CSI) and the channel

is not reliable. Alamouti proposed a simple space-time block code for transmission

with two antennas [3].

The advantages of transmit diversity are that no CSI is required at the transmitter,

and the receiver does not need multiple antenna elements to benefit from the diversity

gain. The one disadvantage of transmit diversity is that an interference source using

transmit diversity creates a number of interference data streams equal to the number

11



of transmit antenna elements. This type of interference is difficult to suppress.

2.1.2 Spatial Multiplexing

In MIMO links, multiple data streams can be transmitted in parallel. A simple

example of spatial multiplexing is a multiple-access cellular network with multiple

element arrays (MEAs) at the base stations and a single antenna at each of the

mobile units. Another example that has recently generated a great deal of interest

and will be studied in this thesis is multiple links with MEAs at both the transmitter

and the receiver.

In open-loop (OL) spatial multiplexing, CSI is not exploited at the transmitter,

and each antenna element transmits a different data stream with equal power. This

is illustrated in Figure 1(a). In closed-loop (CL) spatial multiplexing, as depicted in

Figure 1(b), both the transmitter and the receiver adapt to the CSI. Each stream has

corresponding transmit and receive antenna patterns.
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Figure 1: Spatial multiplexing.

Spatially multiplexed MIMO links have received a great deal of attention because

of the tremendous spectral efficiencies that can be achieved with their parallel nature.

The channel capacity increases linearly with the number of transmit and receive

antennas in rich multipath environments [16], such as indoor wireless channels.

Most practical MIMO systems use the uninformed transmitter or OL approach
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[10, 15, 20]. The motivation is that the transmitter does not know CSI, which means

a feedback channel is unnecessary. Therefore, the modulation and signal processing

at the transmitter have less complexity than in the closed-loop implementation. The

original Bell Laboratories Layered Space-Time (BLAST) architecture proposed in [15]

is one such approach. It is referred to as diagonal or D-BLAST, since it employs a

diagonally-layered coding structure. The code blocks are dispersed across diagonals in

space-time. In the simplified vertical scheme (V-BLAST) [20], every antenna radiates

an independently encoded equal-rate data stream. The V-BLAST receiver extracts

the streams using ordered successive interference cancellation in coordination with a

zero-forcing (ZF) or minimum mean-square error (MMSE) filter. Both closed- and

open-loop schemes require perfect knowledge of the channel at the receiver.

If no CSI is available at the transmitter, each transmitter antenna must use equal

power and rate. The achievable data rate for each transmitted stream is limited by

the stream with the least favorable channel. Therefore, depending on the variation

in the channel coefficients that each transmit antenna sees, the channel may not

support theoretically high data rates with OL-MIMO approaches. The author in [10]

states that V-BLAST can attain 50% of the open-loop capacity. More recent research

on BLAST schemes presented in [8] and [10] proposes to use limited feedback to

adjust the rate of each transmitted data stream. While keeping the transmitted

streams independent, a method of power adaptation to better utilize the channel is

also proposed in [10] .

2.1.3 Point-to-Point MIMO

A typical point-to-point MIMO is shown in Figure 2(a). In this case, all the NT

transmitter elements carry user data streams to the receiver. Normally, the number

of receiver elements NR should be greater than NT .

Figure 2(b) shows an example of two point-to-point MIMO links that interfere

13
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Figure 2: Point-to-point MIMO.

with each other. The data links are shown by the solid arrows; the interference links

are shown by the dashed arrows. Each transmit and receive node has an array antenna

with NT and NR elements, respectively. The link between nodes i and j is denoted

by lij. The channel gain depends on the distance between the nodes; therefore, as

R/D increases, the SIR decreases. This situation occurs in ad hoc networks in which

each transceiver node has multiple antennas. Ad hoc networks are multi-hop wireless

networks with no fixed infrastructure and no centralized administration. The mobile

stations in such networks function as forwarders and participate in the routing process.

The nodes communicate by creating a network “on the fly,” and the topology can

change as the nodes move.

2.1.4 Multi-User MIMO

Sometimes, multiple users need to communicate with a single receiver simultaneously,

such as the uplink channels of a wireless local area network (WLAN). When each user

with multiple antennas transmits data streams simultaneously, each stream needs to
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be detected at the receiver (access point). Normally, the multiple antenna elements

at the receiver (access point) are placed in a single position, which is shown in Figure

3(a). But, sometimes, depending on the characteristics of the channel, separating

the multiple antenna elements of the receiver in two different positions can offer both

macroscopic and microscopic diversity benefits. Figure 3(b) gives an example where

the multiple elements of the receiver are distributed in two different positions.

The differences between these two structures is studied in this thesis.

(a) single receiver (b) distributed receiver

Figure 3: Multiuser MIMO.

2.2 MIMO-OFDM System

Orthogonal frequency division multiplexing (OFDM) has become popular for wireless

communications. The basic principle of OFDM is to split a high-rate data stream into

a number of lower-rate streams that are transmitted simultaneously over a number

of subcarriers. Because the symbol duration increases for the lower-rate parallel

subcarriers, the relative amount of dispersion in time caused by multipath delay

spread is decreased [11,48].

The OFDM system can be efficiently implemented in discrete time using an inverse

fast Fourier transform (IFFT) to act as a modulator and a fast Fourier transform
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(FFT) to act as a demodulator. N samples at the output of the OFDM modulator

represent an OFDM block. Then, a cyclic prefix consisting of the last G samples of

the OFDM block is inserted in front of the OFDM block to form an OFDM symbol.

Inter-symbol interference is eliminated almost completely by introducing the guard

time between every OFDM symbol. During the guard time, the OFDM waveform is

cyclically extended to avoid inter-carrier interference.

At the receiver, the initial G samples from each of the receive blocks are removed

and the received downconverted waveforms are demodulated using a FFT.

One example of the 4 × 4 MIMO-OFDM wireless system is shown in Figure 4.

Figure 4: Simulated 4 × 4 MIMO-OFDM wireless system.

2.3 Capacity of Space Time (ST) Channels

The fundamental limit on the spectral efficiency that can be supported reliably in ST

wireless channels is studied in this section. Channel capacity is the maximum error-

free data rate that a channel can support. In contrast to scalar AWGN channels, ST

channels exhibit fading and encompass a spatial dimension.

2.3.1 Capacity of the Frequency Flat Deterministic MIMO Channel

A MIMO channel is assumed to have NT transmit antennas and NR receive antennas

and is flat-fading over a 1 Hz bandwidth. Denoting the NR × NT channel transfer
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matrix by H, the input-output relation for such MIMO channel is given by

y =

√
Es

NT

Hs + n, (1)

where y is the NR × 1 received signal vector, s is the NT × 1 transmitted signal

vector, n is the zero-mean circularly symmetric complex Gaussian (ZMCSCG) noise

with covariance matrix E{nnH} = n0INR
, and Es is the total average energy available

at the transmitter over a symbol period (this equals the total average transmit power

since the symbol period is one second). The covariance matrix of s, Rss = E{ssH},
(s is assumed to have zero mean) must satisfy Tr(Rss) = NT to constrain the total

average energy transmitted over a symbol period.

The capacity of the MIMO channel is given by

C = max
Tr(Rss)=NT

log2 det(INR
+

Es

NT n0

HRssH
H) bps/Hz. (2)

2.3.2 Channel Unknown to the Transmitter

If the channel has no preferred direction and is completely unknown to the trans-

mitter, the signals are independent and equi-powered at the transmit antennas, i.e.,

Rss = INT
. The capacity of the MIMO channel in the absence of CSI at the trans-

mitter is given by

C = log2 det(INR
+

Es

NT n0

HHH). (3)

Since a genie with channel knowledge can choose a signal covariance matrix that

outperforms Rss = INT
, this equation is not the Shannon capacity in the true sense.

Given that HHH = QΛQH , using the identity det(Im + AB) = det(In + BA) for

matrices A (m × n) and B (n × m) and QHQ = INR
, equation (3) can be simplified

to

C = log2 det(INR
+

Es

NT n0

Λ) =
r∑

i=1

log2(1 +
Es

NT n0

λi), (4)

where r is the rank of the channel, and λi (i = 1, 2, ..., r) are the positive eigenvalues

of HHH . This equation expresses the capacity of the MIMO channel as the sum of
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the capacities of r SISO channels, each having power gain λi and transmit power

Es/NT .

2.3.3 Channel Known to the Transmitter

CSI at the transmitter can be maintained via feedback from the receiver or through

the reciprocity principle in a duplex system. When the channel is known at both the

transmitter and the receiver, the individual channel modes may be accessed through

linear processing at the transmitter and the receiver [15].

Considering the singular value decomposition of channel matrix H = UΣVH ,

equation (1) changes to

y =

√
Es

NT

UΣVHs + n, (5)

With ỹ = UHy, s̃ = VHs, and ñ = UHn, the effective input-output relation for this

system is given by

ỹ =

√
Es

NT

Σs̃ + ñ, (6)

where ỹ is the transformed received signal vector with dimension r × 1 and ñ is the

ZMCSCG r × 1 transformed noise vector with covariance matrix E{ññH} = n0INR
.

The rank of the channel H is r. The vector s̃ must satisfy E{s̃s̃H} = NT . Equation

(6) shows that with CSI at the transmitter, H can be explicitly decomposed into r

parallel SISO channels satisfying

ỹi =

√
Es

NT

√
λĩsi + ñi, i = 1, 2, ..., r. (7)

The capacity of the MIMO channel is the sum of the individual parallel SISO

channel capacities and is given by

C =
r∑

i=1

log2(1 +
Esγi

NT n0

λi), (8)

where γi = E{|si|2} (i = 1, 2, ..., r) reflects the transmit energy in the ith subchannel

and satisfies
∑r

i=1 γi = NT .
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Since the transmitter can allocate variable energy across the subchannels, the

mutual information maximization problem now becomes

C = max∑r
i=1 γi=NT

r∑
i=1

log2(1 +
Esγi

NT n0

λi). (9)

The objective function for the maximization is concave with the variables γi (i =

1, 2, ..., r) and can be maximized using the Lagrangian method. The optimal energy

allocation policy, γopt
i , satisfies

γopt
i = (μ − NT n0

Esλi

)+, i = 1, 2, ..., r, (10)

where μ is a constant to let
∑r

i=1 γopt
i = NT and (x)+ implies

(x)+ =

⎧⎪⎨⎪⎩ x if x ≥ 0

0 if x < 0.
(11)

2.3.4 Influence of Fading Correlation, Rician Fading on MIMO Capacity

A MIMO channel is represented by Hw if the environment is rich scattering and the

antenna spacing is sufficiently large at the transmitter and the receiver. In practice,

however, the Hw assumption may not be true for several reasons: insufficient scat-

tering or spacing between antennas causing the fading to be correlated; the use of

polarized antennas, which leads to gain imbalances between the elements of H; or the

presence of a LOS component that causes Rician fading. It needs to be noted that

the channel matrices H and Hw here represent random MIMO channels instead of

sample deterministic channels in the previous sections.

The effects of spatial fading correlation for a Rayleigh flat-fading channel can be

reasonably captured by modeling the MIMO channels H as

H = R1/2
r HwR

1/2
t , (12)

where the matrices Rr and Rt are positive definite Hermitian matrices that specify

the receive and the transmit correlations, respectively. Furthermore, Rr and Rt
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are normalized so that E{|hi,j|2} = 1. The capacity of the MIMO channel in the

presence of spatial fading correlation without CSI at the transmitter follows from

simple substitution:

C = log2 det(INR
+

ρ

NT

R1/2
r HwRtH

H
w R

H/2
t ), (13)

where ρ is the average SNR at the receiver. Assume that NR = NT = N and the

receive and the transmit correlation matrices Rr and Rt are full rank. For high SNR,

the capacity of the MIMO channel can be written as

C ≈ log2 det(
ρ

NT

HwHH
w ) + log2 det(Rr) + log2 det(Rt). (14)

It is clear that Rr and Rt have the same impact on the capacity of the MIMO

channel. The eigenvalues of Rr, λi(Rr) (i = 1, 2, ..., N) are constrained such that∑N
i=1 λi(Rr) = N . The arithmetic mean-geometric inequality implies

N∏
i=1

λi(Rr) ≤ 1. (15)

With det(Rr) =
∏N

i=1 λi(Rr), it comes out log2 det(Rr) ≤ 0, and the equality happens

only if all eigenvalues of Rr are equal, i.e., Rr = IN . Hence, fading signal correlation

is detrimental to MIMO capacity. The loss in ergodic or outrage capacity at high

SNR is given by (log2 det(Rr) + log2 det(Rt)) bps/Hz.

The MIMO channel in the presence of Rician fading can be modeled as the sum

of a fixed (LOS) matrix and a fading matrix as follows:

H =

√
K

1 + K
H +

√
1

1 + K
Hw, (16)

where
√

K/(1 + K)H is the fixed component of the channel and
√

1/(1 + K)Hw is

the fading component of the channel. Symbol K represents the Rician factor of the

channel, which is the ratio of the total power in the fixed component to the power in

the fading component. The geometry of the fixed component of the channel matrix

H plays a critical role for channel capacity calculation at a high K factor. Normally,
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the more likely H is to an orthogonal matrix, the higher capacity we can get. Further

details can be found in [18,19].

2.4 Butler Matrix, Antenna, and Beam Selection

A MIMO link with multiple antennas can be changed to a MIMO link with multi-

ple beams by simply inserting a multi-beam beamformer (MBBF), such as a Butler

matrix, between the antennas and the switch. To avoid high complexity and still get

good diversity gain, a few antennas or beams can be selected from the total number

of multiple antennas or beams.

Figure 5 gives an example for antenna or beam selection in a 4×4 MIMO system.

H

JT JR

Selection
Switch

Selection
Switch

(a) Antenna selection MIMO System

H

BTJT BR JR

Selection
Switch

Butler
M atrix

Butler
M atrix

Selection
Switch

(b) Beam selection MIMO System

Figure 5: MIMO selection system with and without MBBF.

Assuming the numbers of transmit and receive antennas are NT and NR, respec-

tively, the measured channel matrix, denoted as H, is an NR × NT matrix, which is

noise-normalized before being further employed by the beam and antenna selection

method. Assuming the numbers of selected transmit and receive antennas are nT

and nR, respectively, the MIMO channel matrices after antenna selection and beam

selection are given by

Hant = JRHJH
T , (17)

and

Hbeam = JRBRHBH
T JH

T , (18)
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respectively, where xH means transpose conjugate of x. The component matrices are

indicated in Figure 5 and explained as follows. Matrices JR ∈ RnR×NR
and JT ∈

RnT×NT
are the lossless selection matrices at both ends; matrices BR = [B1

R, B2
R, · ·

·BNR
R ] and BH

T = [B1
T , B2

T , ···BNT
T ] are the lossless receive and transmit Butler matrices

[39]. The mth columns of BR and BH
T are

Bm
R (n) =

1√
NR

e
jπ(m−1)[−(NR−1)+2(n−1)]

NR , n = 1 · · · NR, (19)

and

Bm
T (n) =

1√
NT

e
−jπ(n−1)[−(NT −1)+2(m−1)]

NT , n = 1 · · · NT . (20)

respectively.

2.5 Selection Metrics Introduction

The optimal selection metric is obviously the minimum symbol error rate (MSER).

But, it is not a practical metric because of the time-consuming calculation. Normally,

the channel capacity and the singular value of a channel matrix are used for practical

selection metrics [5, 25].

2.5.1 Maximum Channel Capacity (MCC) Metric

In an open-loop MIMO system, the power is evenly allocated to each transmit an-

tenna. With this assumption, it is well known that the capacity of the channel without

interference is calculated as

C = log2 det(I +
ρ

nT

HHH). (21)

For the channels with multiple point-to-point MIMO links that interfere each other,

suppose the correlation matrix of the interference is Rint; the capacity is calculated

as follows [6]:

Cint = log2 det(I +
ρ

nT

H̃H̃H), (22)

where H̃ = (I + Rint)
−1/2H. The beams or antennas are selected to maximize the

channel capacity (MCC).
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2.5.2 Maximum Minimum Singular Value (MMSV) Metric

Consider a spatial multiplexing system with NT transmit antennas, NR receive anten-

nas, and a 1 : M(NT > M,NR ≥ M) multiplexer. Within one symbol time, M input

symbols are multiplexed to produce the (M × 1) vector symbol sn for transmission

over M transmit antennas. A subset of M ≤ NT transmit antennas is determined by

a selection algorithm operating at the receiver, which indicates to the transmitter the

optimal subset p ∈ P , where P is the set of all possible

⎛⎜⎝ NT

M

⎞⎟⎠ subsets of transmit

antennas.

H denotes the NR × NT channel matrix and Hp denotes the NR × M submatrix

corresponding to the transmit antenna subset p. The corresponding received signal,

at discrete-time n, after matched filter and sampling is

yn =

√
Es

M
Hpsn + n, (23)

where yn and the noise n are NR × 1 vectors. The maximum total power transmit-

ted on M antennas at one symbol time is Es assuming that sn is normalized such

that tr(E{sns
H
n }) = M . The symbols on all substreams are derived from the same

constellation.

R denotes the desired spectral efficiency, Msm = 2R/M is the number of points in

the per-antenna constellation, y is the received data vector at sample time n, s is

the transmitted vector symbol, and SSM is the set of all possible transmitted vectors

s. The size of SSM is MSM = |SSM | = MM
sm. In the analysis, the channel Hp, which

consists of the appropriate columns of H, is considered to be dictated by the subset

indicated by p.

From the above definitions, the maximum likelihood (ML) estimate of the trans-

mitted vector s is

ŝ = arg min
s∈SSM

‖ x −
√

Es

M
Hps ‖2 . (24)
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This computation requires a search over all the MSM possible transmitted vectors.

At a high SNR, BER is upper bounded by using the union bound, which is a func-

tion of d2
min,SM . d2

min,SM is the squared minimum distance of the receive constellation,

which is defined as {Hps|s ∈ SSM} [24].

Suppose that si ∈ SSM , sj ∈ SSM , si �= sj. The squared minimum distance of the

receive constellation is defined as

d2
min,SM = min

si,sj∈SSM ,si �=sj

‖ Hp(si − sj) ‖2

M
. (25)

Because of the linear transformation by the channel, the distance properties of si are

not preserved unless Hp is unitary.

The computation in (25) requires a search over SSM(SSM − 1) vectors, which can

be prohibitive for larger constellations. Therefore, it is useful to develop a lower

bound on d2
min,SM , which is presented in [24].

emin is the right singular vector of Hp corresponding to the smallest singular

value λmin. Assume eij = si − sj and the minimum squared distance of the transmit

constellation is d2
min,sm = minsi,sj∈SSM

‖ si − sj ‖2. Then, the following relationship

can be deduced:

min
si,sj∈SSM

‖ Hpeij ‖2= min
si,sj∈SSM

‖ Hpeij ‖2
2

‖ eij ‖2
‖ eij ‖2≥ λ2

min(p)d2
min,sm. (26)

The inequality in the relationship follows from Rayleigh-Ritz theorem, i.e.,
‖Hpeij‖2

2

‖eij‖2 ≥
minx

‖Hpx‖2
2

‖x‖2 = λ2
min(p) and dmin,sm = minx ‖ eij ‖. The equality occurs if there exists

an si − sj, which is a scalar multiple of the minimum right singular vector Hp. Using

(25) and (26), the desired result is obtained as

d2
min,SM ≥ λ2

L(p)d2
min,sm

M
. (27)

Using (27), the probability of symbol error can be upper bounded using the union

bound as

PSM < (|SSM | − 1)Q

⎛⎝√
Es

2N0

λ2
Ld2

min,sm

M

⎞⎠ . (28)
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Therefore, from (28), the maximum minimum singular value (MMSV) is a useful

metric.

2.6 MIMO Channel Modeling

In this section, three MIMO channel models are introduced. The first one is the

Kronecker model. This model does not describe the joint spatial structure of the

channel. In other words, it does not have beamspace-type interpretation for the

measured channel. The second one is the virtual channel representation. The third

one is the Weichselberger model, which utilizes the knowledge of the Kronecker model

and virtual channel representation.

The spatial correlation on one link end is denoted by a one-side correlation matrix.

Because the two link ends cannot be considered independent, the one-side correlation

matrices have to be parameterized by the statistical signal properties of the other link

ends.

RRX,QTX
= EH{HQTXHH}, RTX,QRX

= EH{HTQRXH∗}, (29)

where QRX and QTX are the spatial signal covariance matrices of the receiver and

transmitter, respectively.

If the two link ends are independent of each other as the Kronecker model as-

sumes, the signal covariance of the other link end is spatially white. So, the one-side

correlation matrices become RRX = EH{HHH} and RTX = EH{HTH∗}. Their

eigenbases are denoted by URX and UTX. The vectors
−→
λ RX and

−→
λ TX consist of the

square roots of the eigenvalues of RRX and RTX, respectively.

2.6.1 The Kronecker MIMO Channel Model

The basic assumption of the Kronecker model is that the full channel correlation ma-

trix can be modeled by the Kronecker product of the transmit and receive correlation
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matrix [30]. This leads to the stochastic channel model:

Hkron =
1√

tr{RRX}
RRX

1/2G(RTX
1/2)T , (30)

where G is a random matrix with independent identically distributed (i.i.d) complex

Gaussian entries. Equation (30) can be equivalently expressed as

Hkron =
1√

tr{RRX}
URX((

−→
λ RX

−→
λ TX

T
) 
 G)UT

TX, (31)

where 
 denotes the element-wise product of two matrices.

2.6.2 The Virtual Channel Representation MIMO Channel Model

The virtual channel representation can be written as

Hvirt = ARX(Ω̃virt 
 G)AT
TX, (32)

where G is the same i.i.d matrix as before. The matrices ARX and ATX are channel-

independent discrete Fourier transform (DFT) matrices of size NR × NR and NT ×
NT , respectively. The virtual channel representation restricts the eigenbases of one-

sided correlation matrices to predefined DFT matrices (the Butler matrix is one such

example). Because the DFT matrix associates a basis vector with a direction, this

model does describe the joint spatial structure. For a practical number of antenna

elements, the approximation of the true eigenbases by the predefined DFT matrices

can be rather poor [43]. The Ω̃virt is the element-wise square root of the power

coupling matrix Ωvirt. Based on measurements, it can be simply estimated as

Ωvirt = EH{(AH
RXHA∗

TX) 
 (AT
RXH∗ATX)}. (33)

2.6.3 The Weichselberger MIMO Channel Model

The Weichselberger model is a combination of both the Kronecker model and virtual

channel representation [47]. It describes the joint spatial structure of the channel as
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the virtual channel representation and adopts the spatial eigenbases to the channel

as in the Kronecker model. The channel matrices are generated by

Hweich = URX(Ω̃ 
 G)UT
TX, (34)

where URX, UTX, and G are the same as before. The Ω̃ is the element-wise square

root of the power coupling matrix Ω, which can be estimated as

Ω = EH{(UH
RXHU∗

TX) 
 (UT
RXH∗UTX)}. (35)
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CHAPTER III

BEAM SELECTION WITH SIGNAL STRENGTH AND

PEAK-TO-TROUGH RATIO OF OFDM TRAINING

SEQUENCES

3.1 Introduction

From the previous chapters, we already know that switched-beam antennas do not

have high computation and implementation complexity, but still can gain high signal-

to-interference ratio (SIR) improvement in an interference-limited environment [32].

The multiple selected beams can be used for diversity combining and for multiple-

input multiple-output (MIMO) links. However, beam-falsing, which is the most seri-

ous loss in switched-beam antennas, occurs because the selected beams may not be

the best beams. One common method for beam selection is choosing beams with the

largest received powers based on the RSSI. But it is possible that the wrong beams

will be chosen since RSSI does not distinguish between desired signal and interference.

In [32], a dual-metric beam selection algorithm is proposed. The first metric,

RSSI, is intended to be measured by an analog detector, while the second metric,

bit error rate (BER), could be measured, in theory, in the digital signal processor

(DSP). The goal in [32], as it is here, is to make a selection using only two full radio

chains. However, BER is not a practical metric because it requires a time-consuming

calculation. It is the goal of this chapter to present a practical “second” metric, which

we call the peak-to-trough (PTR) metric.

The PTR metric is related to the metric of [34], which is a beam selection method

based on signal validation. The idea described in [34] relies on a sequence of unique

words periodically embedded in the transmitted symbol sequence. Beams with the
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highest cross-correlation with the unique words are selected. In this thesis, we utilized

the 10-period short training sequences of the 802.11a or 802.16a standard as the

unique words. We also derived a simple method to represent the cross-correlation

between received and original training sequences.

The PTR metric has three main advantages: (1) No channel state information

(CSI) is needed, (2) data detection is not needed, and (3) the metric is robust to

frequency-, time-, and sampling-offset. However, this metric cannot be used when

interference is caused by users in the same system (the same training structure).

In this chapter, we describe the receiver system and propose the associated beam

selection algorithm. We present experimental performance of the peak-to-trough

(PTR) metric, which was evaluated with the Georgia Electronic Design Center (GEDC)

high-speed link prototype in an indoor environment with uncorrelated interference.

We also present the relationship between the PTR and SINR. The chapter also shows

that the beam selection algorithm based on the PTR is robust to synchronization

offsets for 802.11a and 802.16a waveforms. Simulated symbol error rate (SER) per-

formance and experimental received OFDM waveforms are also presented.

3.2 System Structure

We apply this beam selection algorithm to a 2 × 2 MIMO system. The transmitter

consists of two omnidirectional antennas. The switched-beam receiver system uses two

selected beams. Two possible configurations for the receive antennas are as follows:

(1) Two antenna arrays, each followed by a multi-beam beamformer; one beam is

selected from each beamformer to form the two selected beams; (2) one antenna

array followed by one multi-beam beamformer; an associated switch matrix chooses

two of the beams. Configuration 2 has a simpler structure than configuration 1. But

in configuration 2, one selected beam nearly always yields a lower average power than

the other selected beam, leading to diminished diversity performance [33]. Therefore,
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configuration 1 has the advantage that the two selected beams could both point in the

same direction, and yield comparable average powers and uncorrelated fading [14].

In this chapter, we use configuration 2 to simplify our analysis and focus on selection

metric performance. The two configurations are compared in Chapter IV.

The system schematic of the receiver, which implements the dual-metric beam

selection algorithm [32], is shown in Figure 6. The micro-controller first arranges

the beams based on RSSI. The sensors, which test each beam’s strength, are on the

switch matrix board. They send the measured RSSI to the controller immediately.

The beams with the two highest RSSI are selected. Then, the second metric tests

whether there is too much interference in the beams. If there is not much interference,

the two selected beams will not change. Otherwise, one or two beam rejection signals

are sent from the DSP to cause the rejected beam (or beams) to be replaced by the

next strongest beam (or beams).

Figure 6: System schematic.

3.3 PTR Metric

In this section, we describe the PTR metric, which we use for the “second” metric,

or the one implemented above in the DSP, as shown in Figure 6.

In the orthogonal frequency division multiplexing (OFDM) standards 802.11a [1]

and 802.16a [2], training symbols are embedded into physical layer preambles as the

unique words. The 802.11a and 802.16a OFDM waveforms have 10 and five periods
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of short training symbols, respectively.

According to [32], we first arrange the beams in order of descending RSSI. Then,

we check the beams’ PTR values in order. If the PTR value is less than a threshold

(which can be set based on a real system’s requirement), we conclude that this beam

has too much interference and noise; then we check the next strongest beam until we

find a PTR value that is higher than the threshold.

To get the PTR value, we use the following equation:

Rx(m) =

∣∣∣∑N1
n=0 r̄x(n + m)t̄x

∗(n)
∣∣∣∣∣∣∑N1

n=0 r̄x(n + m)r̄x
∗(n + m)

∣∣∣ , (36)

m = 0, 1, 2....N2

where rx is the received short training sequence, which includes noise and interference,

and tx is the original one-period-long training sequence. N1 is the length of one period

of the training sequence (16 symbols for 802.11a and 64 symbols for 802.16a). N2 is

the length of the whole short training sequence plus one period length (for 802.11a,

it is 10 × N1 + N1 = 176, for 802.16a, it’s 5 × N1 + N1 = 384). Rx(m) is the

normalized cross-correlation function. If the received signal includes limited noise

and interference, Rx(m) will have N2/N1-1 peaks. Then, each peak and some points

on each side of it are removed. The remainder depends on the correlation of the

training sequence with the noise and interference.

The PTR metric is computed as

PTR =
< (magnitude of the peaks)2 >

< (magnitude of the remainder)2 >
, (37)

where <> indicates a time average.

Figures 7(a) and (b) show the results of an wired hardware test of the cross-

correlation output Rx(m) of the training sequences. The over-sampled 802.11a pream-

ble was generated and has 64 samples for one period of the training sequence. The
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output of a white noise generator, which represents both noise and uncorrelated inter-

ference, is added to the intermediate frequency (IF) signal through a power combiner

before sampling. The PTR metric was computed in the digital receiver’s DSP. Figure

7(a) is the result of the sliding correlation of the 802.11a preamble with one OFDM

training symbol when the noise generator is off. The peaks and troughs of the cor-

relation are clear. Figure 7(b) shows Rx(m) when extra noise and interference are

added, where the troughs are higher than in Figure 7(a)
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Figure 7: The cross-correlation output Rx(m).

Varying the amounts of additive noise and calculating the PTRs for 10 trials for

each noise value, the sample values of the PTR metric for each noise power value are

shown in Figure 8. An example beam reject threshold is shown. This figure shows

that the PTR is an effective indicator of SINR.

3.4 PTR Metric’s Synchronization Performance

Because the PTR beam selection algorithm operates directly on the IF signal, it has

fast feedback ability and does not need more digital signal processing such as diversity

combining, demodulation, and channel estimation. We also hope no synchronization
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Figure 8: PTR with different noise.

will be performed before the PTR calculation. Otherwise, the feedback is delayed and

the accuracy for beam selection in a time-varying channel, such as an indoor wireless

environment, is degraded. Therefore, we should test whether the PTR metric is

robust enough to the synchronization offsets: frequency offset, sampling frequency

offset, and frame time offset. Another type of offset, carrier phase offset, obviously

has no impact on the PTR metric from equations (36) and (37).

We will test the PTR metric for two wireless standards: 802.11a, which is the

wireless LAN standard, and 802.16a, which is the fixed wireless access standard. The

standards have different tolerances or maximum offsets.

For the 802.11a standard, the transmit center frequency tolerance is 20 parts per

million (ppm) maximum, (5 GHz×20 ppm = 100 kHz). The symbol clock frequency

tolerance is 20 ppm maximum. About frame time offset, based on the algorithm of

searching the beginning of a short training sequence, error within a 0.1 period is

guaranteed. That is 0.8 × 0.1 = 0.08 μs.

For 802.16a, we should notice that the carrier frequency is 2.4 GHz, and the

frequency accuracy tolerance is +/-15 ppm maximum. So the frequency offset will

be limited under 2.4 GHz × 15 ppm = 36 kHz.
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(a) PTR under Frequency offset (b) PTR under sampling offset

(c) PTR under frame time offset

Figure 9: Synchronization performance of PTR metric.

PTR versus SINR curves for different types of synchronization offsets are shown

in Figures 9. Assuming that the interference is uncorrelated with the short training

symbols, we observe that the PTR monotonically increases with SINR, with a nearly

linear characteristic in the 0 to 15 dB range. Even when the synchronization offset is

higher than the tolerance value in the standard, the curves are not changed much. In

Figure 9 (a), the PTR curves are converge to different levels with different frequency

offset values in the high SINR situation. The 802.16a standard is more sensitive with

frequency offset. But there are no big changes when SINR is relatively low (0 to
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15 dB), which means the PTR metric is robust to frequency offset if the rejection

threshold is set to cross the linear part of the PTR curves. In Figure 9 (b), we find

sampling offset has nearly no influence on the PTR curves. In Figure 9 (c), which

shows the frame time offset influence, we choose a very large value (1.5 μs � 0.08 μs).

So we can see an obvious degradation of the 802.11a curves when the SINR is above

10 dB. But this case will absolutely not occur. We can also observe, even with such

high time offset value, that the PTR curves for 802.16a waveforms are still similar to

each other. Because of the relatively low carrier 2.4 GHz, the PTR metric becomes

more robust against the time offset. The limited changes of the curves with the

synchronization offset values indicates the robustness of the PTR metric under offset

conditions.

3.5 Simulation and Experimental Results

This section first introduces the simulated system diagram and then studies the SER

performance of the two selection metrics: PTR and RSSI. Finally, the experimental

received waveforms for selected beams and omnidirectional antenna are presented.

The system diagram is shown in Figure 10. Two omnidirectional antennas trans-

mit independent data streams simultaneously. An interference source transmits un-

correlated interference (white Gaussian) from another direction. The positions of the

data source (TX), interference source (I), and receiver array (RX) are shown in the

low-right part of Figure 10. For simplicity, we consider that the RX conducts a 4-2

selection.

The channel data is measured in the Old Civil Engineering Building at Georgia

Institute of Technology with the 3D MIMO channel measurement system [13]. During

the channel data recording process, all the doors were open. The walls around the

TX were wooden walls; the others were concrete walls.

All the antenna elements were at a height of 1.35 m. At the receiver (RX), a virtual
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Figure 10: Simulation system diagram.

10-element uniform linear array (ULA) was formed using a biconical antenna, which

was omnidirectional in azimuth. Only the first four-elements ULAs are considered

for the digital beamformer, which is a 4 × 4 Butler matrix [39]. Similarly, the first

two and one-elements ULA are chosen for the data source (TX) and interference

source (I), respectively. The antenna spacing is 0.5λ, where λ is the wavelength of

the 6.0 GHz signal. Fifty-one frequency samples within 6.0-6.5 GHz were chosen so

that the separation between adjacent samples (10 MHz) is large enough to have a low

correlation realization of flat-fading channels. As a consequence, for each TX-RX link,

there are 51 realizations of flat-fading MIMO channels and, therefore, 51 independent

samples of link SER. The measured MIMO channels are normalized with their mean

value [14]. Therefore, path loss is not considered.

The simulations use the waveform structure of the 802.11a standard. Each OFDM

symbol has 64 subcarriers, 52 of which are used to transmit data. Although 20 to 40

user data symbols can be included for each OFDM frame, one user data symbol per

frame is enough for SER calculation. For each subcarrier of the OFDM symbol, the

modulation method is QPSK. Zero forcing linear detection of the spatial multiplexing

data streams is used for the receive data vectors on each subcarrier. Channel infor-

mation is ideally estimated at the receivers. SER is averaged over all the 51 frequency
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samples within 6.0-6.5 GHz.

Figure 11 shows the SER vs. SIR curves with different selection metrics, where

MSER means selection based on the minimum SER and MMSV means selection based

on the maximum minimum singular value of the channel matrix. SIR is defined as the

value of the transmitted data source power divided by the transmitted interference

power. The SNR at the output of each beam is 40 dB. We find that MSER is the

optimal selection metric. Because of the time-consuming calculations, we can only

apply practical metrics such as MMSV in real systems. In the high SIR situation,

RSSI has similar performance as MMSV, while in the low SIR situation, because of

the beam-falsing problem, RSSI becomes worse. The PTR metric fixes the beam-

falsing problem very well in the low SIR situation. From Figure 9, we know that in

the high SINR situation, the PTR curves are nearly flat, which means the lose of

functionality as the indicator to SINR. Therefore, in Figure 11, we observe that the

SER performance for the PTR metric is bad in the high SINR situation. Although

the PTR metric has such a drawback, combining with RSSI, the SER performance is

nearly the same as with the MMSV metric.
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Figure 11: SER for different selection metrics with receiver’s SNR=40 dB.
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Figure 12 shows the same curves again when the SNR at the output of each beam

is 30 dB. We find that with relatively lower SNR, the RSSI and PTR metrics can

work efficiently only when the SIR is lower than 25 dB. With decreasing SNR, the

RSSI and PTR metrics result in SER floors. We can conclude that the RSSI and

PTR metrics are the better choice for high SNR or low SIR situation. While in the

low SNR and high SIR situation, MMSV is the better choice, at the cost of channel

estimation processing.
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Figure 12: SER for different selection metrics with receiver’s SNR=30 dB.

Our work also shows that the SER curves have no obvious difference if we choose

thew 802.16a waveforms. Therefore, the results for 802.16a standard are not pre-

sented.

After running this dual-metric beam selection program in the GEDC testbed,

where the system schematic of the receiver is shown in Figure 6, the interference

can obviously be recognized and suppressed. Figure 13 shows the received OFDM

waveforms, which are simultaneously recorded by an oscilloscope through an omnidi-

rectional receive antenna and one selected beam of the receive antenna array. Burst

interference signal is generated to make the interference easily indentifiable. We can
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observe that the interference of the middle OFDM frame is strong for the omnidirec-

tional antenna, while the interference is strongly suppressed for the selected beam.

Figure 13: Interference suppression with one selected beam.

3.6 Conclusion

This chapter describes our multi-beam receive system and the principle of the PTR

metric beam selection algorithm. Combined with RSSI selection, the PTR metric

will select beams that have both good desired signal gain and little probability of

including large noise and interference.

Through analysis and simulation, we found that the PTR metric is robust to

synchronization offsets for 802.11a and 802.16a waveforms. The dual-metric (RSSI

and PTR) selection method is a good choice for systems with high SNR or low SIR.
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CHAPTER IV

MIMO RECEIVER SELECTION ARCHITECTURES FOR

MEASURED INDOOR MIMO-OFDM CHANNELS

In this chapter, we compare the performance of low-complexity antenna and beam

subset selection methods for small multi-user MIMO networks with non-distributed

and spatially distributed access points. We show the advantages that beam selection

can give over antenna selection and that a distributed access point can give over a non-

distributed access point in some indoor environments. The simulation results show

that these advantages are related to the channel correlation at the receivers, the signal

angle spread, and the multi-beam receiver’s beamwidth. Explanations are given for

these results and a new MIMO selection strategy for indoor channels is proposed. We

also compare three selection criteria: minimum symbol error rate (MSER), maximum

channel capacity (MCC), and the maximum of the minimum singular value (MMSV)

of the MIMO channels. Simulations use 802.11a OFDM waveforms with ideal channel

estimation [1], where the same selection is made for every subcarrier. Two scenarios

of network type (2) with high and low correlation coefficients are considered.

4.1 MIMO Channel Measurement System and the Mea-
sured Indoor Channel

The 3D MIMO channel measurement system is illustrated in Figure 14 and is the

same as in [28]. The MIMO channel measurement system is composed of two parts:

(1) the HP 85301B stepped-frequency antenna pattern measurement system, which,

because of its coherent reference signal, can measure the channel frequency response

directly, and (2) the actuator positioning system, which creates the virtual array by

moving the antenna to arbitrary pre-programmed locations.
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Figure 14: MIMO channel measurement system.

The measurements are conducted in the Old Civil Engineering Building at Georgia

Institute of Technology. Figure 15 shows the locations of three transmit arrays (TX)

and five receive arrays (RX). The line on each position represents the arrangement of

the linear array.

The TX and RX antennas were both at a height of 1.35 m. At each node, a

virtual 10-element uniform linear array (ULA) was formed using a biconical antenna,

which was omnidirectional in azimuth. All 10 elements were used for normalization;

however, only the first eight- or four-element ULAs are considered for the digital

beamformers. The antenna spacing is 0.5λ, where λ is the wavelength of a 6.0 GHz

signal. Fifty-one frequency samples within 6.0-6.5 GHz were chosen so that the sepa-

ration between adjacent samples (10 MHz) is large enough to have a low-correlation

realization of flat-fading channels. As a consequence, for each TX-RX link, there are

51 realizations of flat-fading MIMO channels and, therefore, 51 independent samples

of link SER. With three TX and five RX, there are 15 MIMO links.

During the channel data recording process, all the doors shown in Figure 15 were

open. The walls around T3 and R5 were wooden walls; the others were concrete

walls. We can observe that the receivers R3 and R5 were in the hallway. Links T2-R3

and T3-R5 had line-of-sight (LOS) paths. Because of the open doors and wooden
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Figure 15: Layout of old Civil Engineering Building.

walls, links T2-R5 and T3-R3 had a narrow angle of arrival (AOA). Therefore, all the

previous four links possess a strong cluster. Receiver R1 was in an empty classroom.

The main signal energy came in through the door, plus a few one-time wall-bounced

paths, so links T1-R1 and T2-R1 had wide AOA with main signal power directional,

which means a few strong clusters. Receiver R2 was in an equipped restroom, which

brought the rich scattering characteristic. Links T1-R2 and T2-R2 can be considered

as nearly i.i.d channels.

4.2 The Access Point Architectures

Two access point architectures are used for simulation, which are distributed receivers

and a non-distributed receiver, respectively.

The system model of distributed receivers is shown in Figure 16(a). There are

two users, where each user transmits two independent data streams. The access
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(a) Distributed receivers (b) A non-distributed receiver

Figure 16: Multiuser MIMO selection system with non-distributed or distributed
receivers.

point is distributed with two receivers, which are normally in two different rooms

or far enough away to acquire a both macroscopic and microscopic spatial-diversity

benefit. A simple four-node network with any two TX and two RX chosen from

Figure 15 is considered. Each TX node (TX1, TX2) uses the first two antennas of its

linear array, while each RX node (RX1, RX2) chooses two antennas or beams from

a total of either four (4-2 selection) or six (6-2 selection) antennas or beams. The

selection for RX1 and RX2 is done jointly. A combined 4 × 4 MIMO link is created

to evaluate the SER performance after such selection.

The system model of a non-distributed receiver is shown in Figure 16(b). The

access point is one receiver with an eight-element antenna array; the position can

be any RX in Figure 15. All four antennas or beams are chosen from the total of

eight antennas or beams. So, after selection, both the non-distributed and distributed

receivers result in a 4 × 4 MIMO channel.

We next discuss two different ways we will normalize these channels. The normal-

ization is calculated for MIMO networks with distributed receivers. Such normaliza-

tion is easy to extend to MIMO networks with a non-distributed receiver.

We first discuss the distance preserving normalization. With the choice of any
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two TX and two RX, we have four links total (TX1-RX1, TX1-RX2, TX2-RX1,

TX2-RX2). For each frequency sample k, each link TXi-RXj’s raw channel data is

a 10 × 10 matrix Ĥk
ij, where i, j = 1, 2 and k = 1...51. We assume the combined

channel for all four links is Ĥk. It is easy to see that Ĥk is a 20 × 20 matrix. So the

normalized channel matrix Hk
ij is calculated as

Hk
ij =

√
51 × 20 × 20 × Ĥk

ij√∑51
k=1 ‖ Ĥk ‖2

F

, (38)

where ‖ · ‖F means the Frobenius norm. The normalization makes the average

magnitude square value of each element approximately 1. Because this normalization

keeps the relative distance and path loss information of each TXi-RXj link, we call

it the distance preserving normalization.

Most MIMO researchers assume equal variance for each entry, which provides the

motivation for another normalization. The method is to normalize each TXi-RXj

link first and then combine all four links together. Because it removes the path loss

information and keeps the average square value of each link equal to each other, we

call it the equal SNR normalization, which is calculated as

Hk
ij =

√
51 × 10 × 10 × Ĥk

ij√∑51
k=1 ‖ Ĥk

ij ‖2
F

. (39)

The mathematical expressions for antenna and beam selection are similar to [29].

NT and NR denote the numbers of transmit and receive antennas, respectively. nT

and nR denote the numbers of selected transmit and receive antennas, respectively.

The measured normalized channel matrix for link TXi-RXj, denoted as Hij, is an

NR × NT matrix. For the considered network, NT = nT = 2 for each transmit

antenna (TX1, TX2). To form the 4 × 4 MIMO channel, two antennas or beams are

selected at each receiver (RX1, RX2), which means nR = 2. The nR × nT MIMO

channel matrix for link TXi-RXj after antenna selection and beam selection is given
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by

Hant
ij = JRHij (40)

Hbeam
ij = JRBRHij (41)

respectively, where JR ∈RnR×NR
is the lossless receive selection matrix, BR = [B1

R B2
R·

· ·BNR
R ] ∈CNR×NR

is the lossless receive Butler matrix [39]. The mth column of BR is

Bm
R (n) =

1√
NR

e
jπ(m−1)[−(NR−1)+2(n−1)]

NR , n = 1 · · · NR (42)

For the 4-2 beam selection, the first four elements of each receive array are con-

nected to the 4 × 4 receiver Butler matrix to form four receive beams, which can

cover about 110o on each side of the array. For the 6-2 beam selection, the first eight

elements of each receive array are connected to the 8 × 8 receiver Butler matrix to

form eight receive beams. Because of the wide and low beam patterns [39], the two

outside beams are abandoned; the remaining six middle beams can cover 90o on each

side of the array. Two beams are selected from those remaining six.

The combined 4× 4 MIMO channel matrix for a four-node network after antenna

and beam selection is given by

Hant =

[
Hant

11 Hant
21

Hant
12 Hant

22

]
, Hbeam =

[
Hbeam

11 Hbeam
21

Hbeam
12 Hbeam

22

]
. (43)

For the non-distributed access point in Figure 16(b), all four antennas or beams

are selected from the eight-element array at either RX1 or RX2. According to the

mathematical expressions above, we can easily find nR = 4. The combined 4 × 4

MIMO link after antenna and beam selection can be expressed as Hant = [Hant
1j Hant

2j ]

and Hbeam = [Hbeam
1j Hbeam

2j ], where j = 1, 2. One goal of this research is to compare

the non-distributed receiver with distributed receivers, where only 4-2 selection is

conducted for each receiver of the distributed access point. In this case, a total 8-4

selection is conducted for either a non-distributed or distributed access point.
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The optimal selection criterion is the minimum SER (MSER). However, the MSER

is not a practical criterion because the calculation is time consuming. So real systems

would use a practical selection criterion [12]. In this paper, two practical selection

criteria are considered. The first one is the maximum channel capacity (MCC), which

is calculated according to the following equation [16]:

C = log2 | I +
ρ

nT

HHH |, (44)

where ρ is the signal-to-noise ratio per antenna at the receiver. Antenna or beam

selection should let the channel matrix Hant or Hbeam have the maximum channel

capacity.

The second practical selection criterion is the maximum minimum singular value

(MMSV) of the channel matrix. From [25], with the ZF linear receiver, the minimum

post-processing SNRmin is lower-bounded by λ2
min. Therefore, antenna or beam se-

lection can choose the channel matrix Hant or Hbeam with the MMSV to increase the

SER performance.

Although the MSER is not a practical criterion, its SER curve can be used as

the low bound of the other two criteria. Depending on the gap between the optimal

selection criterion and practical ones, we know the space left for better practical

selection criterion design.

4.3 Simulation Results

This section first analyzes the difference between antenna and beam selection and then

studies the difference between non-distributed receiver and distributed receivers.

4.3.1 Comparison of Antenna and Beam Selection

We consider the dual-user and distributed dual-receiver scenarios. The transmitters

and receivers selected from Figure 15 are (T2, R3, T3, R5) and (T1, R1, T2, R2)
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respectively. We call the first Scenario I and the second Scenario II. Only the distance

preserving normalization is considered in this subsection.

Figure 17 shows the correlation coefficients at the receiver for every link of the two

scenarios. We can see that Scenario I has a higher correlation than Scenario II. After

looking at Figure 15 carefully, we can easily see that Scenario I has the LOS channel

links or the narrow AOA links, which were described in Section 4.1. For example,

the Rice factor K = 1.7622 for link T2-R3, while K = 1.2762 × 10−7 for link T1-R2,

where K is calculated using MATLAB Distribution Fitting Tool. So, it is reasonable

to observe the large correlation difference between these two scenarios [42].
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Figure 17: Receiver correlations for Scenario I (T2, R3, T3, R5): (dashed curves)
and Scenario II (T1, R1, T2, R2): (solid curves).

The simulations use the waveform structure of the 802.11a standard. Each OFDM

symbol has 64 subcarriers, 52 of which are used to transmit data. Although 20 to

40 user data symbols can be included for each OFDM frame, one user data symbol

per frame is enough for SER calculation. For each subcarrier of the OFDM sym-

bol, the modulation method is 64-QAM. Zero-forcing linear detection of the spatial

multiplexing data streams is used for the receive data vectors on each subcarrier.
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Channel information is ideally estimated at the receivers. SER is averaged over all 51

frequency samples within 6.0-6.5 GHz. In all the following figures, “AS” represents

antenna selection; “BS” represents beam selection; and “NS” represents no selection

(for m-n selection case, the first n antennas are chosen).

We expect beam selection to have no obvious difference from antenna selection in

i.i.d channels. This is because the beamformer is only a normalized phase shift matrix,

which does not change the statistics properties of i.i.d channels. This characteristic

was is demonstrated in Figure 18.
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Figure 18: SER over i.i.d channel.

Figure 19(a) and (b) show the SER performance with the measured channels for

Scenarios I and II, respectively. To simulate real wireless environments, the distance

preserving normalization is used to keep the relative path loss differences between all

the MIMO links. From Figure 17, we already know Scenario I has the higher corre-

lation. We observe that in Figure 19(a), beam selection offers a greater improvement

over antenna selection. For example, at SER = 10−3, beam selection offers almost 5

dB over antenna selection for the 6-2 selection and 3 dB for the 4-2 selection, while in
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R2)

Figure 19: SER performance with the distance preserving normalization.

Figure 19(b), beam selection only offers 1 ∼ 2 dB over antenna selection. These re-

sults match [36] very well. However, the authors in [36] consider a geometric outdoor

channel model [46], which is not suitable for indoor applications like a 802.11 MIMO-

OFDM system. It also does not consider the SER performance, which is mostly of

interest for engineering. Simulations in [42] show that the BER increases with de-

creasing AOA. Comparing Figure 19(a) and (b), we find that Scenario II has lower

SER than Scenario I. The results match [42], because we already know the receivers

in Scenario I have the narrower AOA spread than the receivers in Scenario II. We also

find, in Scenario I, that the 6-2 antenna selection is only a little bit worse than the

4-2 beam selection, while in Scenario II, the 6-2 antenna selection is better than the

4-2 beam selection. This is because in the low-correlation scenario, antenna selection

has more diversity gain. So, for the indoor channels, we do not prefer the 4-2 beam

selection method, because a 4 × 4 beamformer is more complex than an additional

two antennas.

Figure 20 compares selection criteria over Scenario I. Beam selection curves are
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all dash-dot and antenna selection curves are all solid. Only the 6-2 selection is

considered to make the figure easy to read. We can see that MSER is the optimal

selection criterion. Although [5] tells us there is only limited degradation in the

i.i.d channel, this figure tell us there is a large performance degradation of the two

practical criteria (MCC and MMSV) compared with the optimum one (MSER) in

this set of measured indoor channels. So, work on designing better practical criteria

is still needed. We also find in these high-correlated channels that the MCC criterion

is a little bit better than the MMSV criterion, while in the low-correlated channels

(Scenario II), our simulations (not present because of space constraints) show that

there are no obvious differences between the two criteria.
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Figure 20: SER over high-correlated Scenario I (T2, R3, T3, R5) with three different
selection criteria.

4.3.2 Comparison of Non-distributed and Distributed Receivers

In the previous section, we considered distributed receivers with the distance preserv-

ing normalization. In this section, we compare the non-distributed and distributed

receivers, with both the distance preserving normalization and equal SNR normaliza-

tion.
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To conduct a fair comparison, we should assume that the total antenna elements

are the same. So, both the non-distributed and distributed receivers use the total 8-4

selection, which was discussed in Section 4.2. For distributed receivers, two antennas

or beams are selected at each of the four-element arrays. For a non-distributed

receiver, all four antennas or beams are selected from the eight-element array at

one receiver position. We should note that, when beam selection is conducted, we

have eight narrow beams (8 × 8 butler matrix) for the non-distributed receiver, but

four wide beams (4×4 butler matrix) for each of the two distributed receivers. So, the

differences between the non-distributed and distributed receivers for beam selection

are caused by both space diversity and angle diversity [31].

We already know, for the distance preserving normalization in the previous section,

that beam selection gives a high performance gain over antenna selection in the high-

correlated indoor channels. Sometimes, one non-distributed receiver has a better

position than the other. For example, in Figure 15, we can observe that R5 has

a better position than R3, when the two transmitters are T2 and T3. The reason

is that R5 is nearly on the line between T2 and T3. So, compared with R3, the

total distances from R5 to T2 and T3 are shorter, which brings the lower path loss.

Simulated SER results in Figure 21(b) show that the non-distributed receiver R5 is

even better than the distributed receivers R3 and R5 when choosing the distance

preserving normalization. But we cannot say a non-distributed receiver is better

than distributed receivers, just because this non-distributed receiver (R5) has a good

position. When choosing the equal SNR normalization, which assumes each link has

the same path loss, our simulated SER results in Figure 22 show that the distributed

receivers R3 and R5 are better than either the non-distributed receiver R3 or R5.

Normally, the performance improvement in a system is defined by the improvement

in the worst case. Therefore, we analyze and focus on the SER performance of

the non-distributed receiver R3 and the distributed receivers R3 and R5. Figures
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Figure 21: Distance preserving normalization with the transmitters T2 and T3.
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Figure 22: Equal SNR normalization with the transmitters T2 and T3.
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21(a) and 22(a) give the results for Scenario I (high-correlated channels) with the

distance preserving and equal SNR normalization, respectively. We find when we

use the distributed receivers (T2 and T3 are the transmitters, R3 and R5 compose

the distributed receivers) that the SER performance with selection is better than

the non-distributed receiver (T2 and T3 are the transmitters, R3 is the receiver).

Comparing Figures 21(a) and 22(a), we can see the trends are similar, except that

all selection curves are closer in the equal SNR normalization case. This result can

be explained as follows. The distributed receivers have different shadowing, and

therefore the distributed architecture has a macroscopic diversity benefit. However,

under the equal SNR normalization, the shadowing differences are normalized, so the

distributed architecture yields less of a benefit. We also can see that Figure 21(a)

has a worse SER performance than Figure 22(a). This is because the shadowing

effect (the distance preserving normalization) is a dominating factor for capacity

degradation [27]. Considering all the results of Figures 21(a) and 22(a), we can

conclude that in the high-correlated indoor channels, such as an airport concourse or

warehouse, beam selection with distributed receivers is the best choice. The normal

feature of such channels is that they have one stronger cluster than others.

Instead of the high-correlated channels, we now consider the low-correlated chan-

nels (T1, R1, T2, R2), Scenario II. Because the TX and RX positions in Scenario II

are like the four corners of a square, where each link has similar distance or path loss,

the distance preserving normalization results are similar to the equal SNR normal-

ization results. Figures 23 and 24 give the SER curves with the distance preserving

and equal SNR normalization. We can observe that there is no big difference between

them. Therefore, we choose the distance preserving normalization to analyze these

low-correlated channels.

Although all four links to R1 or R2 are the low-correlated channels, there is still

a difference between the environments around R1 and R2. We know R1 is in an
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Figure 23: Distance preserving normalization with the transmitters T1 and T2.
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Figure 24: Equal SNR normalization with the transmitters T1 and T2.
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empty classroom with an open door, which has a relatively wider AOA than Scenario

I. Because of the reflection of walls, such channels have a few strong clusters. R2

is in an equipped restroom. The scattering source’s structure is more complex than

environments around R1. So, links to R2 are rich scattering, which are nearly i.i.d

channels.

Let us first focus on Figure 23(a), which has the SER curves for distributed re-

ceivers R1 and R2 compared with the non-distributed receiver R1. We can see the

non-distributed receiver with beam selection has a performance similar to that of the

distributed receivers with either antenna selection or beam selection, and all of them

have better performance gain (about 3 dB) over the non-distributed receiver with

antenna selection. From [41], we know angle diversity offers a higher gain in low-

correlated channels than in high-correlated channels. We also know that the angular

spread is larger for Scenario II than Scenario I because of the lower correlation [42].

Results in [31] show that the narrow beams give higher angle diversity gain and less

signal fading than the wide beams in the large angle spread channels. From this

previous knowledge, we conclude that the four wide beams of each of the distributed

receivers R1 and R2 have less angle diversity gain than the eight narrow beams of

the non-distributed receiver R1. Although the distributed receivers supply an ex-

tra macroscopic diversity gain, for beam selection, the large part of this advantage

is counteracted by the loss of angle diversity. Also, compared with high-correlated

channels, the macroscopic diversity benefits are lower in low-correlated channels [4].

Therefore, for beam selection, the distributed receivers R1 and R2 have similar SER

performance as the non-distributed receiver R1. From the previous section, we also

know that, in Scenario II (low-correlated channels with the distributed receivers R1

and R2), beam selection has no major difference with antenna selection. Those facts

explain the three close SER curves in Figure 23(a). On the other hand, for the non-

distributed receiver R1, because of the few strong clusters and narrow beams (8-4
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selection), beam selection offers a considerable gain over antenna selection. But, such

gain is not as high as in Scenario I (high-correlated channels), which is shown in

Figure 21(a).

We know beam selection with distributed receivers is the most complex archi-

tecture. So, with the observations from Figure 23(a), we can conclude that for the

large angle of arrival channels with a few strong clusters, such as buildings with large

conference rooms or classrooms, beam selection with a non-distributed receiver or

antenna selection with distributed receivers is the better choice. Which one to choose

depends on the complexity of the real implementation.

Figure 23(b), which has the SER curves for the distributed receivers R1 and R2

compared with the non-distributed receiver R2, demonstrates that for the nearly

i.i.d channel, such as an office or home environment, there are no big differences for

not only antenna and beam selection, but also the non-distributed and distributed

receivers. So antenna selection with a non-distributed receiver is good and simple

enough to implement.

With the simulations results above, we propose a new selection architecture guide

for MIMO indoor channels. The guide is based on both system complexity and SER

performance.

MIMO Selection Architecture Guide

• Beam selection with distributed receivers is the choice for high-correlation chan-

nels with one strong cluster (Figure 21(a)).

• Beam selection with a non-distributed receiver or antenna selection with dis-

tributed receivers is the choice for low-correlation but wide angle spread chan-

nels with a few strong clusters (Figure 23(a)).

• Antenna selection with a non-distributed receiver is the choice for rich scattering

(nearly i.i.d) channels (Figure 23(b)).
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4.4 Conclusion

In this chapter, we compare multi-user MIMO systems with selection over a set of

measured indoor wireless channels. We analyze the SER performance improvement

caused by the joint selection with some popular selection criteria. There is a signifi-

cant SER gap between the optimal selection criterion (MSER) and both the MCC and

the MMSV selection criteria for the high-correlated measured indoor channels, sug-

gesting that improved sub-optimal selection criteria might be possible for this type of

channel. Beam selection gives different gains over antenna selection in different indoor

environments. The correlation level is the main reason for this difference. We also

compare the non-distributed and distributed receivers. We observe that distributed

receivers give an extra macroscopic diversity gain over a non-distributed receiver in

the high-correlated channels. In the low-correlated channels with a few strong clus-

ters, we can improve SER performance by either using distributed receivers with

antenna selection or adding a beamformer at a non-distributed receiver to conduct

beam selection. With these observations, a new MIMO selection architecture guide,

considering both the system complexity and the SER performance, is proposed.
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CHAPTER V

MIMO CHANNEL MODELING AND BEAMFORMER

DESIGN

Three different MIMO channel models, the Kronecker model, the virtual channel

representation and the Weichselberger model, were introduced in Section 2.6.

In this chapter, the Kronecker model, the virtual channel representation and the

Weichselberger model are validated with our measured channel data. A new beam-

former is designed based on the ideal of the Weichselberger model. The beam selection

performance with the new beamformer is compared to the Butler matrix and the op-

timal beamformer.

5.1 MIMO Channel Model Validation

The locations of transmit arrays (TX) and receive arrays (RX) in the Old Civil

Engineering Building are shown again in Figure 25(a). With three TX and five RX,

there are 15 MIMO links.

In Figure 25(b), we compare three different models. The figure shows the mod-

els’ channel capacity versus the measured channel capacity for each of the 15 links

by means of a scatter plot. Equal SNR normalization, which was introduced in the

previous chapter, is used for each link. Each data point in the figure corresponds to a

specific model and a specific link. The channel capacity estimation is more accurate

for a specific model and link if the corresponding point is closer to the identity line

(dashed). Obviously, the Kronecker model underestimates the mutual information

and the virtual channel representation tends to overestimate. The Weichselberger

model shows a rather good match between measured and modeled channel capacity.
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(a) Layout of old Civil Engineering Building
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Figure 25: Layout of old Civil Engineering Building and capacity of 15 links.

This result matches the result in [47], which is obtained in different indoor measure-

ments.

To further analyze the three channel models, we separate the 15 links into four

different groups based on different indoor scenarios. Table 1 shows the links’ order

number and their related links.

From Figure 25(a), the first four links (Group 1) have line-of-sight (LOS) paths.

Links 5,6,7 (Group 2) are the high-correlated channels without LOS paths. Links

Table 1: Link number vs. links.

Group 1 Group 2 Group 3 Group 4
Number Link Number Link Number Link Number Link

1 T1-R4 5 T2-R5 8 T1-R1 12 T3-R1
2 T2-R4 6 T3-R5 9 T1-R2 13 T3-R2
3 T2-R3 7 T3-R3 10 T2-R1 14 T3-R4
4 T1-R3 11 T2-R2 15 T1-R5
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8,9,10,11 (Group 3) are the low-correlated channels. Links 12,13,14,15 (Group 4) are

the remaining links, which have a long distance between transmitter and receiver.

Because of the equal SNR normalization, the path loss difference between each link

is not considered. Therefore, links in Group 4 can also be considered low-correlated

channels.

Figures 26(a) shows the channel capacity of the three models and the measured

channel for 15 measured indoor scenarios. We can see that the capacity of the Kro-

necker model and the virtual channel representation have a big difference compared

to the capacity of the measured channel when the MIMO link has line-of-sight path.

Figure 26(b) shows the variance of the capacity values in Figure 26(a). We can see

that the first three links have a greater variance than the others. Although link 4 (T1-

R3) belongs to Group 1, the long distance between transmitter and receiver brings

more reflection. Therefore, link 4 has lower variance than the first three links.

Through the above analysis, we can conclude that, in line-of-sight MIMO sce-

narios, the Weichselberger model is much better than the Kronecker model and the

virtual channel representation. In other cases, the Weichselberger model is slightly

better than the Kronecker model and the virtual channel representation.

5.2 Beamformer Design

In Chapter IV, we compared beam and antenna selection in different indoor scenarios.

The Butler matrix, which is the same as the DFT matrix in the virtual channel

representation model, is chosen as the fixed beamformer at each receiver array.

This section investigates the following questions. How much improvement can

we get with a novel beamformer design? What is the performance gap between the

practical and optimal beamformer for a given environment?

From Section 2.3, we know that if channel information is known to the transmit-

ter, considering the singular value decomposition of channel matrix H = UΣVH , the

60



0 2 4 6 8 10 12 14 16
40

45

50

55

60

65

70

MIMO link number

C
ha

nn
el

 C
ap

ac
ity

 (b
ps

/H
z)

 

 

Measured Channel
Kronecker Model
Virtual Channel Representation
Weichselberger Model

LOS High
Correlated

Low
Correlated

Long Distance
& Low Correlated

(a) Channel Capacity of three models and measured channels

0 2 4 6 8 10 12 14 16
0

5

10

15

20

25

30

MIMO link number

Va
ria

nc
e 

of
 C

ha
nn

el
 C

ap
ac

ity

(b) Variance of Channel Capacity of three models and measured channels

Figure 26: Comparison of three models and measured channels for 15 measured
indoor.

input-output relation for such a MIMO channel can be expressed as y =
√

Es

NT
UΣVHs+

n. Therefore, H can be explicitly decomposed into r parallel SISO channels satis-

fying ỹi =
√

Es

NT

√
λĩsi + ñi, i = 1, 2, ..., r, where λi (i = 1, 2, ..., r) are the positive

eigenvalues of HHH .

The capacity of the MIMO channel is the sum of the individual parallel SISO

channel capacities and is given by C =
∑r

i=1 log2(1+ Esγi

NT n0
λi), where γi = E{|si|2} (i =

1, 2, ..., r) reflects the transmit energy in the ith subchannel and satisfies
∑r

i=1 γi =
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NT .

In an optimal situation, we use U and V as our receiver and transmitter beam-

formers for each deterministic channel matrix H. With ỹ = UHy, s̃ = VHs, and ñ =

UHn, the effective input-output relation for this system is given by ỹ =
√

Es

NT
Σs̃+ ñ.

The MIMO selection process is just choosing two subchannels with the highest λi.

Normally, the beam vectors are the first two columns of U and V at the receiver and

transmitter.

This selection needs to calculate the receiver beamformer U and the transmitter

beamformer V for every deterministic channel matrix. Therefore, it is not practical.

But the performance of MIMO selection with such a beamformer is still interesting.

We can know how much the MIMO selection performance can be increased theoreti-

cally. In this thesis, we call such optimal MIMO selection the “mode selection.”

From the previous section, we know that the Weichselberger model gives the best

channel capacity estimation with measured channel data. So, if we utilize such a

model’s idea to create a novel beamformer, which describes the joint spatial structure

and adopts the spatial eigenbases to the channel, we should have a higher possibility

of choosing the right beam.

The spatial correlation on one link end is denoted by a one-side correlation matrix.

Because the two link ends cannot be considered independent, the one-side correlation

matrices have to be parameterized by the statistical signal properties of the other link

ends:

RRX,QTX
= EH{HQTXHH}, RTX,QRX

= EH{HTQRXH∗}, (45)

where QRX and QTX are the spatial signal covariance matrices of the receiver and

transmitter, respectively. Their eigenbases are denoted by URX and UTX. The

vectors
−→
λ RX and

−→
λ TX consist of the square roots of the eigenvalues of RRX and

RTX, respectively. Now we use URX and UTX as our fixed receiver and transmitter

beamformers. We call the MIMO beam selection with such beamformers the “eigen
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selection.” Of course, we call the beam selection with the Butler matrix the “Butler

selection.”

Figure 27 shows the average channel capacity for 8-2 selection at the transmitter

only. In Figure 27 (a), the selection is conducted for high-correlated channel T2-R3,

while in Figure 27 (b), the selection is conducted for low-correlated channel T2-R2.
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(a) High-correlated MIMO link T2-R3
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(b) Low-correlated MIMO link T2-R2

Figure 27: 8-2 selection at the transmitter only for high- and low-correlated MIMO
links.

We can see in both figures that the mode selection always has the highest average

capacity. The eigen selection is a little better than the Butler selection. All the beam

selection methods are better than the antenna selection, and MIMO channel has the

lowest average capacity without selection. In a high-correlated MIMO channel, the

two practical beam selection methods (eigen selection and Butler selection) are much

better than antenna selection, while in low-correlated MIMO channel, the perfor-

mance of the practical beam selection methods is close to the antenna selection. Such

observation again proves the results in Chapter IV.

Figure 28 shows the same results of Figure 27 except that the selection is conducted

at both the transmitter and receiver. We can see that the gaps between every curve

are increased, which makes it easier to observe the results.
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(a) High-correlated MIMO link T2-R3
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(b) Low-correlated MIMO link T2-R2

Figure 28: 8-2 selection at both the transmitter and receiver for high- and low-
correlated MIMO links.

Through the above analysis, we can conclude that the eigen selection is a little

better than the Butler selection. But the improvement is very limited. Compared

with the optimal case—–the mode selection,—–there is still some room for future

practical beamformer design.
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CHAPTER VI

RESEARCH CONCLUSION

This thesis evaluates the performance of low-complexity antenna or beam subset

selection methods for small MIMO networks. The types of networks include (1) point-

to-point MIMO links with out-of-system interference and (2) multi-user networks with

a single, but possibly spatially distributed access point.

For the first type of network, we propose a new practical selection metric, the

peak-to-trough ratio of orthogonal frequency division multiplexing (OFDM) training

symbols. We describe our mutibeam receive system and the principle of the PTR

metric beam selection algorithm. Combined with RSSI selection, the PTR metric

will select beams that have both good desired signal gain and little probability of

including large noise and interference. Through analysis and simulation, we found

that the PTR metric is robust to synchronization offsets for 802.11a and 802.16a

waveforms. The dual-metric (RSSI and PTR) selection method is a good choice for

systems with high SNR or low SIR.

We also evaluate various selection techniques on measured indoor channels, which

has not been done before. We compare multi-user MIMO systems with selection over

a set of measured indoor wireless channels. We analyze the SER performance im-

provement caused by the joint selection with some popular selection criteria. There

is a significant SER gap between the optimal selection criterion (MSER) and both

the MCC and the MMSV selection criteria for the high-correlated measured indoor

channels, suggesting that improved sub-optimal selection criteria might be possible

for this type of channel. Beam selection gives different gains over antenna selection in
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different indoor environments. The correlation level is the main reason for this differ-

ence. We also compare the non-distributed and distributed receivers. We observe that

distributed receivers give an extra macroscopic diversity gain over a non-distributed

receiver in the high-correlated channels. In the low-correlated channels with a few

strong clusters, we can improve SER performance by either using distributed receivers

with antenna selection or adding a beamformer at a non-distributed receiver to con-

duct beam selection. With these observations, a new MIMO selection architecture

guide, considering both the system complexity and the SER performance, is proposed.

Finally, we consider some channel modeling issues associated with beamformers.

We investigate the validity of three types of statistical MIMO channel models. In line-

of-sight MIMO scenarios, the Weichselberger model is much better than the Kronecker

model and the virtual channel representation. In other cases, the Weichselberger

model is slightly better than Kronecker model and the virtual channel representation.

A new beamformer is designed based on the ideal of the Weichselberger model. The

eigen selection is a little better than the Butler selection. But the improvement is

very limited. Compared with the optimal case—–the mode selection,—–there is still

some room for future practical beamformer design.
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