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SUMMARY

Next generation wireless systems have an IP-based infrastructure with the sup-
port of heterogeneous access technologies. One research challenge for next generation
all-TIP based wireless systems is to design intelligent mobility management techniques
that take advantage of IP-based technologies to achieve global roaming between var-
ious access networks. To support global roaming, next generation wireless systems
require the integration and interoperation of heterogeneous mobility management
techniques. Mobility in a hierarchical structure or multilayered environment should
be supported. The objective of this study is to develop new mobility management
techniques for global roaming support in next generation all-IP based wireless sys-
tems. More specifically, new schemes for location management and paging in Mobile
IP for network layer mobility support, and new schemes for location management and
handoff management in heterogeneous overlay networks for link layer mobility sup-
port are proposed and evaluated. For network layer mobility support, a distributed
and dynamic regional location management mechanism for Mobile IP is proposed.
Under the proposed scheme, the signaling burden is evenly distributed and the re-
gional network boundary is dynamically adjusted according to the up-to-date mobility
and traffic load for each terminal. Next, a user independent paging scheme based on
last-known location and mobility rate information for Mobile IP is proposed. The
proposed scheme takes the aggregated behavior of all mobile users as the basis for
paging. For link layer mobility support, an IP-based system architecture for the inte-
gration of heterogeneous mobility management techniques is proposed. Three location
management schemes under this IP-based architecture are proposed. All the three

schemes support user preference call delivery which is a very important feature of

xiii



next generation wireless communications. A threshold-based enhancement method is
also proposed to further improve the system performance. Finally, a hybrid resource
allocation scheme for handoff management in wireless overlay networks is proposed.
Under this scheme, the overall system resources can be optimally allocated when

mobile users are covered by multiple overlay networks.

xiv



CHAPTER 1

INTRODUCTION

Currently, various wireless technologies and networks are existing which capture dif-
ferent needs and requirements of mobile users. For high data rate local area access,
wireless LANs (WLANSs) [1] are satisfactory solutions. For wide area communica-
tions, traditional and next generation (NG) cellular networks may provide voice and
data services. For worldwide coverage, satellite networks have been used extensively
in military and commercial applications. Since these existing different wireless net-
works are complementary to each other, their integration will empower mobile users
to be “always best connected” [2] by using the best available access network that suits
their needs. The integration of different networks generate several research challenges

because of the following heterogeneities [3]:

e Access Technologies: NG wireless systems will include many heterogeneous
networks using different radio technologies. These networks may have overlap-
ping coverage areas and different cell sizes ranging from a few square meters to

hundreds of square kilometers, as shown in Figure 1.

e Network Architectures and Protocols: NG wireless systems will have dif-
ferent network architectures and protocols for transport, routing, mobility man-

agement, etc.

e Service Demands: Mobile users demand different services ranging from low
data rate non-real-time applications to high speed real-time multimedia appli-

cations, offered by various access networks.



Figure 1: Next generation heterogeneous wireless overlay networks.

The above intrinsic technology heterogeneities ask for a common infrastructure
to interconnect multiple access technologies. IP (Internet Protocol) is recognized to
become the core part of the NG integrated wireless systems to support ubiquitous
communications [4]. For inter-operation of different communication protocols, an
adaptive protocol suite is required that will adapt itself to the characteristics of the
underlying network, and provide optimal performance across a variety of wireless
network environments. Furthermore, adaptive terminals in conjunction with “smart”
base stations will support multiple air interfaces and will allow users to seamlessly
switch between different access technologies.

One important component of the adaptive protocol suite is the interoperation
of mobility management schemes. In this paper, we address the design of intelli-
gent mobility management techniques that take advantage of IP-based technologies

to achieve global roaming between heterogeneous networks to satisfy the service and



connection requirements of mobile users [4] [5]. To make this roaming seamless, the
integration and interoperation of heterogeneous mobility management techniques [6]
with efficient support for both inter-domain and intra-domain mobility management
is required. The existing mobility management techniques try to reduce the delay as-
sociated with intra-domain mobility management [7] [8] [9]. However, these solutions
have high signaling load and handoff delay for inter-domain mobility management,
which should be reduced for seamless mobility between different domains. Therefore,
we advocate there is a need for new mobility management architecture for heteroge-

neous environment to reduce both intra-domain and inter-domain signaling load and

handoff delay.

1.1 Mobility Management

Mobility management contains two components: location management and hand-
off management [6]. In the NG wireless systems, there are two types of roaming
for mobile terminals (MTs): intra-system (intra-domain) roaming and inter-system
(inter-domain) roaming. Intra-system roaming refers to MTs that move between dif-
ferent cells of the same system. Intra-system mobility management techniques are
based on similar network interfaces and protocols. Inter-system roaming refers to M'T's
that move between different backbones, protocols, technologies, or service providers.
Based on intra-system or inter-system roaming, the corresponding location manage-
ment and handoff management can be further classified into intra- and inter- system

location management and handoff management, as shown in Figure 2.
1.1.1 Location Management

Location management enables the system to track the locations of MTs between
consecutive communications. It includes two major tasks. The first is the location
registration or location update, where the MT periodically informs the system to

update relevant location databases with its up-to-date location information. The
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Figure 2: Mobility management in NG wireless systems.

management techniques have the following challenges:

second is the call delivery, where the system determines the current location of the MT
based on the information available at the system databases when a communication
for the MT is initiated. Two major steps are involved in call delivery: determining
the serving database of the called MT, and locating the visiting cell/subnet of the
called MT. The latter one is also called paging procedure where polling messages are
sent to all cells/subnets within the residing registration area (RA) of the called MT.
Location management is critical to the mobility support and QoS provisioning. In
heterogeneous wireless systems, roaming across systems imposes a significant increase

in signaling traffic load and call delivery delay [10]. For inter-system roaming, location

e Reduction of signaling overheads and latency of service delivery;

e QoS guarantees in different systems;

e If the service areas of heterogeneous wireless networks are fully overlapped,

additional issues need to be addressed are:

— Through which networks an MT should perform location registrations;

— In which networks and how the up-to-date user location information should

be stored;

— How would the exact location of an MT be determined within a specific

time constraint.




1.1.2 Handoff Management

Handoff management is the process by which an MT keeps its connection active when
it moves from one access point to another one. The entire handoff process can be
sub-divided into four phases: Initiation, Preparation, Start, and Completion [5]. In
the Initiation phase, either the MT or the network identify the need for handoff. Once
initiated, both the network and the MT are responsible for the Preparation phase,
where the new resources are allocated and the rerouting of the ongoing communi-
cations is performed. In case of inter-system handoff, the format transformation is
also carried during this phase. Format transformation configures the M'T with the
protocol stack of the new system. Finally, the network decides when to begin the
handoff and executes the Start phase, which is followed by the Completion phase.
Handoff process can be intra-system or inter-system. Intra-system handoff is the
handoff in homogeneous networks. The need for intra-system handoff (or horizontal
handoff) arises when the signal strength of the serving base station (BS) detoriates be-
low a certain threshold value and there exists a neighboring BS whose signal strength
at the MT is above the threshold level. The need for inter-system handoff (or vertical

handoff) between heterogeneous networks may arise in the following scenarios [5]:

e When a user is going to move out of the serving network and will enter another

overlaying network shortly.

e When a user is connected to a particular network, but chooses to be handed off

to the underlying or overlaying network for its future service needs.

e To evenly distribute the overall network load between different systems. This

will optimize the capacity and performance of each individual networks.

Handoff management in NG all-IP based wireless systems has the following chal-

lenges:



e Reduction of both signaling and power overheads.
e QoS guarantees during the handoff process:

— Extreme low intra-system and inter-system handoff latency which includes
signaling message processing time, resources and routes set up delay, for-

mat transformation time, etc.
— Limited disruption to user traffic.

— Near-zero handoff failure and packet loss rates.
e Efficient use of network resources.

e Enhanced scalability, reliability, and robustness.
1.1.3 Mobility Management Based on Different Layers

Mobility management techniques in homogeneous networks have been comprehen-
sively surveyed in [6]. In this study, we focus on mobility management techniques
in heterogeneous wireless networks. Several protocols are proposed for NG all-IP
based wireless systems. These protocols try to provide mobility management from
different layers of TCP/IP protocol stack reference model. We classify these mobility

management solutions into the following categories [11]:
e Network layer solutions (layer 3 solutions)
e Link layer solutions (layer 2 solutions)
e Cross layer solutions (layer 3 + layer 2 solutions)

Network layer solutions provide mobility-related features at the IP layer. They
do not rely on or make any assumption on the underlying wireless access technologies
[8]. IP layer (layer 3) location area is defined as a set of IP network attachment points

identified by one or more IP addresses [12]. Signaling messages for mobility purpose



are carried by IP traffic. Link layer solutions provide mobility-related features in the
underlying radio systems. They ensure uninterrupted communications when MTs
change position within the scope of an access router. Additional gateways are usually
proposed to handle the interworking and interoperating issues when roaming between
heterogeneous access networks. Signaling messages are transmitted through wireless
links. Link layer solutions are tightly coupled with the specific wireless technologies.
Mobility supported by link layer is also called access mobility or link-layer mobility
[4]. Cross layer solutions are mainly proposed for handoff management techniques.
They aim to achieve layer 3 handoff with the help from layer 2. By obtaining signal
strength reports and movement detection information from link layer in advance, the
system can make better preparation for network layer handoff so that the packet loss

is eliminated and the handoff latency is reduced.

1.2 Research Objectives and Solutions

Mobility management is critical to the global roaming support and QoS provision-
ing guarantee in integrated all-IP based wireless systems. Mobility support can be
provided from different layers of TCP/IP protocol stack reference model. The ob-
jective of this research is to develop new mobility management techniques for global
roaming support in next generation all-IP based wireless systems. More specifically,
new schemes for location management and paging in Mobile IP for network layer mo-
bility support, and new schemes for location management and handoff management
in heterogeneous overlay networks for link layer mobility support are proposed and
evaluated.

In this proposal, four research topics are investigated. Since Mobile TP is a
network-layer mobility solution for the global Internet, two topics are investigated in
the Mobile IP environment: location management and paging in Mobile IP support-

ing network layer mobility. Link-layer mobility solutions usually handle interworking



and interoperating issues when mobile terminals have inter-system roaming between
heterogeneous access networks. The two topics are investigated in the wireless over-
lay network environment: location management and handoff management in wireless
overlay networks supporting link layer mobility. All these solutions compose of a
set, of mobility management solutions for NG all-IP based wireless systems and they
provide the global roaming feature to mobile terminals in the integrated system. The

research work of this thesis is summarized in Figure 3.

Global Roammg

/\

{Network Layer Moblhty L1nk Layer Mobility }
Location Management Location Management
in Mobile IP in Wireless Overlay Networks

in Mobile IP

in Wireless Overlay Networks

Paging ( Handoff Management ‘

‘ Mobility Management in NG All-IP Based Wireless Systems

Figure 3: Research topics on mobility management in NG all-IP based wireless
systems.

1.2.1 Distributed Dynamic Regional Location Management Scheme for
NG Wireless Internet

Several network layer mobility management solutions for NG all-IP based wireless
systems are proposed. These solutions can be broadly classified into two categories:
macro mobility management solutions and micro mobility management solutions. Mo-
bile IP is a mobility-enabling protocol for the global Internet. Standards for Mobile

IP have been developed by the Internet Engineering Task Force (IETF) and outlined



in Request for Comments (RFC) 3220 [13]. However, Mobile IP leads to high signal-
ing overheads and long signaling delay to the home network. To reduce the signaling
load and delay during the movement of users between subnets of a particular domain,
many micro-mobility solutions have been proposed. These can be broadly classified
into two groups: tunnel-based and routing-based micro-mobility schemes [14]: Mobile
IP regional registration (MIP-RR) [15], hierarchical Mobile IP (HMIP) [16], and intra-
domain mobility management protocol (IDMP) [8] are tunnel-based micro-mobility
protocols, while Cellular IP (CIP) [7] and handoff-aware wireless access Internet in-
frastructure (HAWAII) [9] are routing-based micro-mobility protocols.

In this thesis, a novel distributed and dynamic regional location management
for Mobile IP is introduced where the signaling burden is evenly distributed and
the regional network boundary is dynamically adjusted according to the up-to-date
mobility and traffic load for each terminal. In our distributed system, each user has
its own optimized system configuration which results in the minimal signaling traffic.
In order to determine the signaling cost function, a new discrete analytical model is
developed which captures the mobility and packet arrival pattern of a mobile terminal.
This model does not impose any restrictions on the shape and the geographic location
of subnets in the Internet. Given the average total location update and packet delivery
cost, an iterative algorithm is then used to determine the optimal regional network
size. Analytical results show that our distributed dynamic scheme outperforms the
IETF Mobile IP regional registration scheme for various scenarios in terms of reducing

the overall signaling cost.
1.2.2 User Independent Paging Scheme for NG Wireless Internet

A major problem of MNs is their limited battery capacity. In order to save the battery
power consumption at MNs, IP paging is proposed as an extension for Mobile IP [17]

[18] [19] [20] [21]. Under Mobile IP paging, an MN is allowed to enter a power saving



idle mode when it is inactive for a period of time. During the idle mode, the system
knows the location of the MN with coarse accuracy defined by a paging area which is
composed of several subnets [17]. Currently, there are three major paging protocols
proposed for Mobile IP: home agent paging [18], foreign agent paging [19] [20], and
Domain paging [18]. The differences among these paging schemes are which node
initiates paging and how the messages exchange between nodes.

Multi-step paging has been widely proposed in personal communications services
(PCS) system to reduce the signaling overheads. Similar ideas can be applied to
Mobile IP to provide IP paging services. However, current proposed multi-step paging
schemes are user dependent under which the partition of paging areas and the selection
of paging sequence are different for each user. The performance of a user dependent
paging scheme for individual users may be affected by many factors. It is often difficult
to achieve perfect performance for each user. In addition, when multiple users are
paged at the same time, user dependent paging schemes may consume significant
system resources.

In this thesis, a user independent paging scheme is introduced where the paging
criterion is not based on individual user information. The goal of user independent
paging is to provide satisfactory overall performance of the whole system, when per-
sonalized optimal performance for each user is hard to obtain. The user independent
paging scheme is proposed for IP mobility for its easy implementation and convenient
combination with paging request aggregation. The paging criterion adopted is the
mobility rate of each subnet determined by the aggregated movements of all mobile
users. In order to implement the proposed scheme, a concept of “semi-idle state” is
introduced and the detailed solution for obtaining mobility rate is presented. An-
alytical results show that when paging one user at a time, the performance of the
proposed user independent paging scheme is comparable to that of the paging schemes

based on perfect knowledge of user movement statistics. When paging multiple users
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simultaneously and when the knowledge on individual user behavior is not perfectly
accurate, the proposed scheme has remarkable advantages in terms of reducing the

overall paging cost.

1.2.3 Paging-Aided Connection Setup for Real-Time Communication in
Mobile Internet

Mobile IP is a solution for mobility on the global Internet. However, the basic Mobile
IP does not support paging. The main benefit of providing paging services is to
save the battery power consumption at mobile terminals. Next generation Internet is
expected to support multimedia communications. For real-time data traffic, Quality
of Service (QoS) provision must be guaranteed. The Resource Reservation Protocol
(RSVP) was proposed to support the signaling of end-to-end IP QoS. When both IP
paging and RSVP are supported in the network, the signaling delay for connection
setup is the sum of the paging delay and the time for RSVP path setup.

In this thesis, a new scheme for fast connection setup of real-time communication
in Mobile Internet is introduced. The connection is set up with the help of Mobile
IP location registration and paging. Performance analysis shows that the proposed

scheme reduces the overall signaling delay and the total number of signaling messages.

1.2.4 Location Management in NG Heterogeneous Wireless Overlay Net-
works

NG wireless system calls for the integration and interoperation of heterogeneous mo-
bility management techniques. When the service areas of heterogeneous networks
overlap, new challenges for intelligent location management techniques arise. Multi-
tier wireless systems are recognized as an efficient way to improve the capacity and
quality of mobile services. The objective is to integrate the higher tier and lower tier
systems into a single system to provide the advantages of all tiers in an integrated
manner.

In this thesis, a new mobility management architecture for heterogeneous overlay
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networks is introduced where various signaling control entities are connected to each
other through Internet. Three location management techniques are proposed under
this architecture. All the three schemes support user preference call delivery which
is an important feature for NG multimedia communications. Lowest Available Tier
Registration (LATR) scheme adopts the lowest tier network for location registration.
When calls are delivered from variety of networks with balanced amount, the signaling
cost is low under this scheme because of the low access cost of the lowest tier network.
Under user preference scenario, majority of calls can be expected to come from a spe-
cific network. A-Posteriori Probability-based Registration (PPR) scheme can reduce
the signaling cost significantly as it chooses the network with most call arrivals for
location registration. However, the PPR scheme is not practical in reality because it
requires a-posteriori knowledge. Call History-based Adaptive Registration (CHAR)
scheme is a feasible solution for the PPR scheme. Under the CHAR scheme, mobile
terminals dynamically changes the registration network according to communication
histories. Numerical results show that the CHAR scheme maintains the main features
of the PPR scheme and may lead to even better performance. Finally, a threshold-
based enhancement is proposed for the system to dynamically switch between the

LATR and the CHAR schemes to further improve the system performance.

1.2.5 Handoff Management in NG Heterogeneous Wireless Overlay Net-
works

Handoff management in wireless overlay networks is addressed in [22] [23] [24]. Verti-
cal handoffs in wireless overlay networks is designed in [22] where heterogeneous net-
works in a hierarchical structure has fully overlapping service areas. Vertical handoff
is defined as handoff between BSs that are using different wireless network technolo-
gies. Rather than depending on network-specific channel measurements to predict
disconnections, the proposed scheme depends on higher-order information such as

the presence or absence of beacon and data packets. A policy-enabled handoff system
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in wireless overlay networks is later proposed in [23]. It allows users to issue policies
and have their mobile devices connected to the most desirable network to them. A
performance reporting scheme is designed for the policy-enabled handoff system to
estimate current network conditions which serves as input to the policy specification.
The goal of the proposed scheme is to make it possible to balance the bandwidth load
across networks with comparable performance.

In this thesis, a novel resource management scheme for vertical handoff in wireless
overlay networks is introduced where the overall system resources can be allocated in
an economical way. This scheme includes a set of access selection criteria and mech-
anisms that allow mobile terminals to connect to various services through multiple
access networks optimally. It is a hybrid control scheme that combines terminal-based
and network-based selection mechanisms. An analytical model is also developed to

solve the optimal resource allocation problem in the vertical roaming scenario.

1.3 Thests Outline

This thesis is organized as follows. In Chapter 2, a distributed dynamic regional
location management scheme for NG wireless Internet is proposed. In Chapter 3, a
user independent paging scheme for NG wireless Internet is presented, followed in
Chapter 4, a paging-aided connection setup scheme for real-time communications in
mobile Internet is described. In Chapter 5, the mobility management architecture for
the integration of heterogeneous wireless networks and three location management
schemes under this architecture are presented. Another enhancement method based
on the performance of the three proposed location management schemes is also given.
In Chapter 6, a new resource allocation scheme for vertical handoff in NG heteroge-
neous wireless overlay networks is proposed. Finally, the research work of this thesis

is summarized in Chapter 7 and future work is also pointed out.
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CHAPTER 11

DISTRIBUTED DYNAMIC REGIONAL
LOCATION MANAGEMENT SCHEME FOR

NG WIRELESS INTERNET

2.1 Problem and Solution

The growth of the Internet and the success of mobile wireless networks lead to an
increasing demand for mobile wireless access to Internet applications. Mobile IP is a
mobility-enabling protocol for the global Internet. Standards for Mobile IP have been
developed by the Internet Engineering Task Force (IETF) and outlined in Request
for Comments (RFC) 3220 [13] [25].

Mobile IP enables terminals to maintain all ongoing communications while moving
from one subnet to another. It is a simple and scalable global mobility solution.
However, it is not a satisfactory solution for highly mobile users [26]. When a mobile
node (MN) moves among subnets, its location and routes must be updated. Mobile
IP requires that an MN sends a location update to its home agent (HA) whenever
it moves from one subnet to another one. This location registration is required even
though the MN does not communicate with others while moving. The signaling cost
associated with location updates may become very significant as the number of MNs
increases [27]. Moreover, if the distance between the visited network and the home
network of the MN is large, the signaling delay for the location registration is long.

Mobile IP regional registration aims to reduce the number of signaling messages
to the home network, and also to reduce the signaling delay when an MN moves from

one subnet to another. The detailed protocol specification can be found in [15] and
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the general model of operation is illustrated in Figure 4. Regional registration is a
solution for performing registrations locally in a regional network. When an MN first
arrives at a regional network, it performs a home registration with its HA. During the
home registration, the HA registers the care-of address of the MN, which is actually
a publicly routable address of another mobility agent called gateway foreign agent
(GFA). When an MN changes foreign agent (FA) within the same regional network,
it performs a regional registration to the GFA to update its FA care-of address. When
it moves from one regional network to another one, it performs a home registration
with its HA. During the communication, when packets are sent to the MN by a
correspondent node (CN), they are addressed to the HA of the MN first. The HA
intercepts these packets and encapsulates them inside packets that are addressed to
the care-of address of the MN. These packets are tunneled through the network until
they reach the registered GFA of the MN. The GFA checks its visitor list and forwards

the packets to the corresponding FA in the visiting subnet of the MN. The FA further

Public Network

GFA Regional
Network

mﬂijmﬂ

relays the packets to the MN.

HA

Home Network

egional | GEA
Network

mﬂFﬁjmﬂ

Figure 4: The IETF Mobile IP regional registration.

However, because of the centralized system architecture, i.e., a centralized GFA
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manages all the traffic within a regional network, Mobile IP regional registration is
more sensitive to the failure of GFAs. The failure of a GFA will prevent packets routed
to all the users in the regional network [28]. Another issue that draws our attention
is how many FAs should be beneath a GFA within a regional network. The number
of FAs under a GFA is very critical for the system performance. A small number of
FAs will lead to excessive location updates to the home network and consequently
cannot provide the full benefit of regional registration. A large number of FAs will
also degrade the overall performance since it will generate a high traffic load on GFAs,
which results in a high cost of packet delivery [27].

To improve the system performance, we propose a distributed GFA management
scheme where each FA can function either as an FA or a GFA. Whether an agent
should act as an FA or a GFA depends on the user mobility. Thus, the traffic load
in a regional network is evenly distributed to each FA. Through this approach, the
system robustness is enhanced. We also propose a dynamic scheme which is able to
adjust the number of FAs under a GFA for each MN according to the user-variant
and time-variant user parameters. In this dynamic system, there is no fixed regional
network boundary for each MN. An MN decides when to perform a home location
update according to its changing mobility and packet arrival pattern.

In order to minimize the signaling traffic, it is desirable to find the optimal number
of FAs beneath a GFA in a regional network. This optimal number is user-variant
and time-variant. A method for calculating the optimal location area (LA) size in
personal communication service (PCS) systems to reach the minimal costs for location
update and terminal paging is introduced in [29]. However, there are some differences
between the analysis of location management schemes for Mobile IP and those in
PCS. First, the cellular network is geographic-oriented. Most researchers adopted
structured cell configurations for evaluations [30]. For example, mesh or hexagonal

cell configurations are often used in two-dimensional models [31] [32]. But Internet
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is more spatial-oriented. We cannot use any geometric shape to accurately abstract
a subnet, which increases the difficulty for analysis. Second, in PCS, the geographic
distance between two cells is used for analysis [33]. However, the distance between
two end points in Internet has nothing to do with the geographic location of these two
points. Their distance is usually counted by the number of hops packets travel. This
type of distance is called “wvirtual’ distance. Third, when an incoming call arrives,
the cellular network locates the terminal by simultaneously paging all cells within an
LA. Whereas in Mobile TP, HAs or GFAs know the corresponding FA of each MN.
But because of the triangular routing, packet delivery introduces extra processing and
transmission costs. So there is packet delivery cost instead of paging cost for Mobile
IP.

In this chapter, we also introduce a new mathematical model to calculate the
optimal number of FAs under a GFA such that the total signaling traffic for location
update and packet delivery consumes the minimal network resource. This model does
not impose any restrictions on the shape and the geography of system topology. It
is a general model which is applicable for all types of subnets. The distance unit in
our model is the number of hops packets travel. Based on this model, we obtain the
average location update and packet delivery costs. We use an iterative method to
determine the optimal number of FAs under a GFA that will result in the minimal
average signaling cost. We then incorporate this optimal value to our distributed and
dynamic scheme to further enhance the system performance.

The proposed mathematical model was first introduced in [34]. The distributed
dynamic regional location management scheme was proposed in [35], and later revised
in [36]. This chapter is organized as follows. In Section 2.2, the distributed dynamic
regional location management scheme is explained and the protocol for operating the
scheme is given. Then, in Section 2.3, the mobility model is described and a method

for deriving the total location update and packet delivery cost is introduced. After
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that, in Section 2.4, an algorithm for obtaining the optimal number of FAs beneath

a GFA is provided. In Section 2.5, analytical results are presented.

2.2 Distributed And Dynamic Regional Location
Management

In this section, we introduce our distributed dynamic regional location management
scheme. We also present the operational protocols of our distributed dynamic scheme.
In the following discussion, we assume that the regional registration protocol supports

one level of foreign agent hierarchy beneath the GFA.
2.2.1 Overview of the Distributed Dynamic Scheme

We propose a new distributed system architecture where each FA can function either
as an FA or a GFA. Whether an agent should act as an FA or a GFA depends on the
user mobility. When an MN enters a regional network, the first FA of the subnet the
MN visits will function as the GFA of this regional network. If an agent acts as a
GFA, it needs to maintain a visitor list and keeps entries in the list updated according
to the regional registration requests sent from other FAs within the regional network.
The GFA also relays all the home registration requests to the HA. Other agents in the
regional network act as the general foreign agents for the MN. Of course, there should
be some authentication setup between mobility agents to guarantee the security of
message delivery.

We also propose a dynamic location management mechanism. In this scheme, the
number of FAs under a GFA is not fixed but optimized for each MN to minimize
the total signaling traffic. The optimal number is obtained based on the incoming
packet arrival rate and mobility characteristics of each user. Since the mobility and
the packet arrival rate of each user are different and they may also not be constant
from time to time, the optimal number of FAs is different for each user and it is

adjustable from time to time. Thus, the dynamic system is able to perform optimally
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for all users.
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Figure 5: The distributed dynamic Mobile IP regional registration.

The system architecture of our new scheme is shown in Figure 5 where FA6 func-
tions as the GFA for MN1 at first. The optimal regional network size is equal to 5.
After visiting 5 different subnets, i.e., subnets served by FA1l, FA2, FA6, FA7, and
FA8, MN1 moves to FA9 and FA9 becomes the GFA in the new regional network
for MN1. Then, MN1 updates the new optimal regional network size based on its
up-to-date mobility and traffic load values. Similar for MN2, FA7 functions as the
GFA in the regional network at first. The optimal regional network size for MN2 is
4. After visiting subnets served by FA2, FA3, FA7, and FA8, MN2 moves FA9 and
FA9 becomes the GFA in the new regional network for MN2 also. MN2 adjusts its
regional network size and this optimal size will be dynamically changed each time
MN2 moves into a new regional network.

Therefore, in our distributed and dynamic system, each user has different network

configuration with others: different mobility agents act as the GFA for each user and
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different size of a regional network in terms of the number of FAs. The advantages
of this distributed dynamic system are: the traffic load for all the users in a regional
network is distributed to each mobility agent; the system robustness is enhanced
since the failure of a GFA will only effect the packets routing to MNs managed by
the failing GFA; and each MN has its own optimized system configuration from time

to time.
2.2.2 Operations of the Distributed Dynamic Scheme

Now, we describe how MNs operate in real implementations. In particular, we explain
how MNs determine the dynamically adjusted boundaries of regional networks.
Each MN keeps a buffer for storing IP addresses of mobility agents. An MN records
the address of the GFA into its buffer when it enters a new regional network and then
performs a home registration through the new GFA. After the home registration,
the optimal number of FAs for a regional network is computed based on the up-to-
date parameters of the MN. The algorithm for deriving the optimal value k., will
be described in the next section. This optimal value k,, is set for the buffer length
threshold of the MN. If the MN detects that it enters a new subnet, it does a regional
registration by sending a regional registration request to the recorded IP address of
the GFA, i.e., the first FA it met in the regional network. The MN then compares
the IP address of the FA in the new subnet with the addresses recorded in its buffer.
If the address of the current FA has not been recorded in the buffer, then the MN
records it. Otherwise, ignores it. If the total number of addresses in the buffer as well
as the address of the current FA exceeds the threshold, it means the MN is in a new
regional network. The MN deletes all the addresses in its buffer, saves the new one,
and requests a home registration. Thus, there is no strict regional network boundary
for each MN. An MN may move back and forth between two subnets and it may

also visit a subnet more than once. The zigzag effect will not lead to excessive home
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location registrations since the MN will know that it has moved out of a regional
network only after it has visited k,,: different subnets.
The protocol descriptions of the distributed dynamic regional location registration

for MNs are shown in Figure 6.

if (MN enters a new subnet)
compare the address of the new FA to the addresses in buffer;
if (the new address # any address in buffer)
if (# of addresses in buffer + the new address > kop)
delete all the addresses in buffer;
record the new FA address in buffer;
mark the new FA address as the new GFA address;
perform a regional registration to the new GFA;
perform a home registration through the new GFA;
compute the new kopt;
else
record the new FA address in buffer;
perform a regional registration to the GFA;
end
else
perform a regional registration to the GFA;
end
end

Figure 6: Protocols of the distributed dynamic scheme for MNs.

2.2.3 Comparison

Note that “distributed system architecture” and “dynamic regional network” are in-
dependent. “distributed’” means that GFAs of different users are distributed among
FAs, and “dynamic” means changing regional network size K,y from time to time.

Consequently, there are four possible combinations as follows:
e (entralized system architecture and fized regional network
o Centralized system architecture and dynamic regional network

e Distributed system architecture and fized regional network
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e Distributed system architecture and dynamic regional network

Centralized fixed scheme is the IETF Mobile IP regional registration, which is
shown in Figure 4; centralized dynamic scheme is difficult for implementation, since
each FA is required to know the entire network configuration in order to be aware of
when to send registration requests to which GFA; distributed fixed scheme is shown in
Figure 7; and distributed dynamic scheme is our proposed scheme, which is shown in
Figure 5. Note that for distributed fixed scheme, the regional network size k,,; may be
either the same for all users or user-variant. Figure 7 presents the user-variant fixed
regional network size for MN1 and MN2. We will compare our distributed dynamic
scheme to the centralized fixed scheme, i.e., the IETF Mobile IP regional registration,

and the distributed fixed scheme in the following sections.
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Figure 7: The distributed fixed Mobile IP regional registration.

2.3 Signaling Cost Function

In this section, we derive the cost function of location update and packet delivery to

find out the optimal size of a regional network. The total signaling cost in location
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update and packet delivery is considered as the performance metric. We do not take
the periodic binding updates that an MN sends to mobility agents to refresh their

cache into account.
2.3.1 Location Update Cost

Similar to [37], we define the following parameters for location update in the rest of

this chapter:

Chg The transmission cost of location update between the HA and the GFA.
Cys The transmission cost of location update between the GFA and the FA.
Ct¢m The transmission cost over the wireless link between the FA and the MN.
ap, The processing cost of location update at the HA.

ay The processing cost of location update at the GFA.

ay The processing cost of location update at the FA.

FA GFA HA

Registration Request

I I I I
1 - | 1 1
! [Ctm] " ' Registration Request w/ Extension' !
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| | | [Che | T
! ! | Registration Reply |
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! Registration Reply L [Cyf 1 ! !
| (Ctm] : | |
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Figure 8: Process of home location registration.

Figure 8 and Figure 9 illustrate the signaling message flows for location regis-

tration with the home network and regional registration with the GFA, respectively.
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Figure 9: Process of regional location registration.

According to these message flows, the home registration cost and the regional regis-

tration cost for each location update can be calculated as follows [34]:

Cun = 205 + 204 + ap + 2Chg + 2Cgf + 2Cfm (1)

Cyr = 2af+ag-|—209f+20fm (2)

Let 54 be the average distance between the HA and the GFA in terms of the number
of hops packets travel, and [,¢ be the average distance between the GFA and the FA.
We assume the transmission cost is proportional to the distance between the source
and the destination mobility agents and the proportionality constant is ¢;. Thus
Chg and Cyy can be expressed as Chy = lpg0y and Cyp = lgr6y. Since usually the
transmission cost of the wireless link is generally higher than that of the wired link,
we assume that the transmission cost over the wireless link is p times higher than
the unit distance wireline transmission cost. The transmission cost between the FA
and the MN can be written as Cf,, = pdy. Then the home registration and regional

registration costs can be expressed as:

Cun = 2a5+2ay+ap+ 2(lng + lys + p)ou (3)

Cur = 2a5+ag+2(lg; + p)du (4)
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Note that for distributed GFA architecture, the first FA of the subnet the MN visits
acts as a GFA. When the MN resides in the subnet of the GFA, the regional regis-
tration cost is different from the one when the MN is in the subnet not serviced by

the GFA. Define this special regional registration as Cp,. Then,
Cur = ag + 20, = ay + 2p0y (5)

Assume an MN may move randomly between N subnets and there are k£ subnets
within a regional network. The MN may visit a subnet more than once and it may
also move back and forth between two subnets. We first consider the location update
for centralized fixed scheme.

We call the action an MN moving out of a subnet “a movement’. Define a random
variable M so that an MN moves out of a regional network at movement M. We model
the movements of an MN as a discrete system. At movement 1, the MN may reside
in either subnet 1, 2, --- or N. At movement 2, the MN may move to any of the
other N — 1 subnets. We assume the MN will move out to the other N — 1 subnets
with equal probability ﬁ

For centralized fixed scheme, the probability of moving out of a regional network,

i.e., the probability of performing a home registration at movement m is:

N—k (k-1\""
o < > ,  where 2<m < oo (6)

el TN -1 \N-1
where m is an arbitrary integer larger than 1. It can be shown that the expectation

of M is:
< N-1
E[Mley =3, mPlep =14 15— (7)

m=2
Assume within a regional network, the average time an MN stays in each subnet

before making a movement is Ty. Therefore, the average location update cost for

centralized fixed scheme is:

EM].sCyr + Cuyp

EMI,T, ®)

C1LU_cf =
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For distributed GFA system architecture, the MN will move out of a regional
network only after it has visited k& different subnets. Previous researchers used ei-
ther Markovian model [38] or random walk model [32] [39] for performance analysis.
However, the movement of MNs for distributed scheme is not a Markov process be-
cause the decision of whether an MN can move out of a regional network depends on
its mobility history, i.e., whether an MN is in another regional network depends on

whether it has visited different k subnets. This increases the difficulty of analysis.
Node "qualified” path
1O

20 2 @® 2
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Figure 10: Discrete system mobility model of an MN.

We define the paths by which the MN has visited different £ subnets “qualified”
paths. If an MN moves out of a regional network at movement m, where m is an
arbitrary integer larger than k, the path by which the MN has gone through from
movement, 1 to movement m — 1 must consist k and only k different subnets. Figure
10 shows an example of our discrete system in which N =5 and k£ = 3. In the figure,
each node represents a subnet. As shown in the figure, at movement 3, the MN has
visited subnet 1, 3, and 4. Therefore, subnet 2 and 5 belong to another regional
network for this MN after this moment. If the MN moves out of its regional network
to subnet 2 at movement 6, the subnets it visited at movement 4 and 5 are among
subnet 1, 3, and 4.

Therefore, the expectation of the moment at which an MN moves out of a regional
network for distributed scheme is equal to the expectation of the moment at which an

MN has visited different k subnets plus the expectation of the time period that an MN
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moves within specific £ subnets. The latter one is exactly the E[M].; for centralized
fixed scheme. Define E[M];_,» the expectation of the number of movements it takes
an MN moving from its first subnet to its second new subnet, i.e., an MN has visited
2 different subnets. Then

E[M]i4, =1 9)
Similarly, when an MN has visited two different subnets, define E[M]y_,3 the expec-

tation of the number of movements it takes an MN moving to its third new subnet.

Then

e 1 n—lN -2 N -1
EMs =30 (1) ~ (10)
7 nz::l N-1 N-1 N-2

and the expectation of the number of movements it takes an MN moving from its

(k — 1)th subnet to its kth subnet is:

k—2\"'N-k+1 N-1 (1)
N-—1 N—-1 N-k+1

E[M)g_15% = i n-

n=1

Then the expectation of the moment at which an MN moves out of a regional network

for distributed fixed scheme and distributed dynamic scheme are:

EM]g = ElM]ag = E[M]iss + E[M]yos + -+ E[M]p—15 + E[M]ey (12)

N -1 n N -1 _|_N—1_|_1
N -2 N—-k+1 N-k

Note that the expectation of the moment at which an MN moves out of a regional
network for distributed system is always larger than that for centralized system. As a
result, the number of home registrations per unit time is reduced. The upper bound
of the total location update costs per unit time for distributed fixed scheme and

distributed dynamic scheme are:

Cur + (E[M]g — 1)Cyy + Cyrp
E[M]yTy

Crua < (13)

Cur + (E[M)aa — 1)Cyr + Cun
E[Mlul;

Cru_aa < (14)
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Based on (4)-(14), we may get the average location update cost. Note that our
method does not impose any restrictions on the shape and the geographic location of

subnets. It is a general model which is applicable to arbitrary subnets.
2.3.2 Packet Delivery Cost

Under Mobile IP regional registration, every IP packet destined for an MN is first
intercepted by the HA and is then tunneled to the registered GFA and further for-
warded to the current serving FA of the MN. Because of this triangular routing, there
are extra costs for packet delivery. The packet delivery cost includes the transmission

and processing cost to route a tunneled packet from the HA to the serving FA of an

MN. Assume

Ty The transmission cost of packet delivery between the HA and the GFA.
Tys The transmission cost of packet delivery between the GFA and the FA.
v, The processing cost of packet delivery at the HA.

vy The processing cost of packet delivery at the GFA.

The cost for packet delivery procedure can be expressed as:
Cpp = v + Vg +Thg + Tyy (15)

Similar to the assumption for location update case, we assume the transmission
cost of delivering data packets is proportional to the distance between the sending and
the receiving mobility agents with the proportionality constant . Then Tj, = l,40p
and Ty = lgp0p.

The processing cost at GFAs includes decapsulation of the tunneled IP packets
from the HA, checking its visitor list to see whether it has an entry for the destination
MN, re-encapsulation of the IP packets, and management of routing packets to the

FAs. The load on a GFA for processing and routing packets to each FA depends on k,
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the number of FAs under a GFA. If £ is large, the complexity of the visitor list lookup
and IP routing lookup in the GFA is high, and the system performance is degraded.
In addition, since the total bandwidth of the network is limited, if the traffic to a
GFA is heavy, the transmission delay and the number of retransmissions cannot be
bounded. These factors will result in a high processing cost at the GFAs. Assume
on average there are w MNs in a subnet. For centralized system architecture, a GFA
serves for all the MNs moving within a regional network, and the total number of
MNs in a regional network is wk on average. Therefore, the complexity of the GFA
visitor list lookup is proportional to wk. On the other hand, for distributed system
architecture, different MNs choose different FAs as their GFAs. A GFA only serves
the MNs which first enter the subnet managed by this GFA in a regional network.
The packet processing load of a GFA in the distributed system is much lower than
that in the centralized system because the traffic is allocated evenly among all the FAs
in a regional network. Therefore, the complexity of the GFA visitor list lookup for
distributed system is proportional only to w. Since IP routing table lookup is based
on the longest prefiz matching and most implementations use the traditional Patricia
trie [40], the complexity of IP address lookup is proportional to the logarithm of the
length of the routing table &k [41]. We define the packet processing cost functions at

the GFA for centralized system and distributed system as:
Vg_cf = Ck - Ag (awk + Blog(k)) (16)

Vg_af = Vg_dd = Ck - Ao (aw + Blog(k)) (17)

where ), is the packet arrival rate for each MN, o and 3 are weighting factors of visitor
list and routing table lookups, and ( is a constant which captures the bandwidth
allocation cost at the GFA. The larger the ( is, the more negative effects an MN

experiences from not enough network bandwidth available.
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The processing cost function at the HA can be defined as: v, = nA,, where 7 is
a packet delivery processing cost constant at the HA. Then the total packet delivery

costs per unit time for the three schemes are:
Cpp_ct =NAha + Ck - Ay (awk + Blog(k)) + (Ing + lgr)0p (18)

CPD_df =Cpp_gia =N a +Ck- Xy (o:w + Blog(k)) + (lhg + lgf)(SD (19)
2.3.3 Total Signaling Cost

Based on the above analysis, we get the overall signaling cost function as:
Cror_y(k, 2o, T¢) = Crv_y + Cpp_(y (20)

where Cror_.y, Crv_), and Cpp_(.) represent the total signaling cost, location update
cost, and packet delivery cost for the three different schemes, i.e., centralized fixed

scheme, distributed fixed scheme, and the proposed distributed dynamic scheme.

2.4 Optimal Regional Network Size

The optimal number of FAs beneath a GFA, k,,, is defined as the value of £ that
minimizes the cost function derived in Section 2.3. Because k£ can only be an integer,
the cost function is not a continuous function of k. Therefore, it is not appropriate
to take derivative with respect to k£ of the cost function to get the minimum. We use
an iterative algorithm. Note that iterative algorithm may result in a local minimum.
Solutions to solving the local minimum problem were discussed in [33]. Similar to the
algorithm proposed in [29], we define the cost difference function between the system

with number k£ and the system with number £ — 1 (k > 2), i.e,,

Act(ky X, T5) = Crorcf(ky Ao, Ty) — Cror_es(k — 1, X, Ty) (21)
Agr(k, Mo, Tt) = Cror_ar(ky Aay Tt) — Cror_ap(k — 1, Aa, Ty) (22)
Aga(k, Ao, T7) = Cror_di(k, Aa, Ts) — Cror_aa(k — 1, Ag, T¥) (23)
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where )\, and Tf are the average packet arrival rate and average subnet residence
time for all MNs; )\, and T are the average packet arrival rate and average subnet,
residence time for each MN. Given A(,), the algorithm to find the optimal value of &

is defined as follows:

~ ~ 1, if Acf(Q,j\a,ff) >0
kopt_cq(Aa, Ty) = 9 L (24)
maz{k : Acp(k, Ao, Tf) < 0}, otherwise.

_ 1, if Ag(2, A, Tf) >0
kopt_df()\aan) =9 o (25)
max{k : Ag(k, Ao, Ty) < 0}, otherwise.

1, if Add(Z, Aas Tf) >0

kopt_dd(/\av Tf) = 9 (26)
max{k : Aga(k, A, Tf) < 0}, otherwise.

\

Note that the optimal value of the centralized fixed scheme is the same for all the MNs
and is fixed all the time; the optimal value of the distributed fixed scheme is fixed all
the time, but each user may have different optimal value; and the optimal value of
the proposed distributed dynamic scheme is adapted to each MN and it depends on
the up-to-date packet arrival rate and user mobility.

The algorithm for estimating packet arrival rate can be found in [29]. Each MN
may use a timer to count the time it spent in each subnet and the average value
within a regional network, 7%, is calculated before computing the k. T can also
be estimated if the probability density function (pdf) of the MN residence time in
each subnet within a regional network is known. For example, if the pdf of the MN
residence time f,(¢) is of Gamma distribution which has Laplace transform F,(s) =

1

<sf—lv)7 with mean value %, variance V, and v = VLN? Then Ty = e Our algorithm

also needs to know the number of hops between the HA and the GFA, [;,4, and the

number of hops between the GFA and the FA, [,¢. If each MN has dedicated paths
for transmitting signaling messages from FAs to GFAs and HAs, the number of hops

between mobility agents (HA, GFA and FA), l;, and [ s, are fixed numbers. If not,
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signaling packets may take different paths each time according to the traffic load and
routing algorithms at each mobility agent. Thus, ls, and [,; vary within a certain
range. An MN may use the time-to-live (TTL) field in IP packet headers to get the
number of hops packets travel [42]. Then the average value may be used for optimal

number computation.

2.5 Analytical Results

In this section, we demonstrate the performance improvement of the distributed dy-
namic scheme to the centralized fixed scheme, i.e., the IETF Mobile IP regional reg-
istration [15]. Since the distributed dynamic scheme and the centralized fixed scheme
are not comparable, first we show the cost saving of the distributed fixed scheme to
the centralized fixed scheme. Next we demonstrate the advantages of the proposed
distributed dynamic scheme over the distributed fixed scheme.

For the analysis in this chapter, we assume the cost for transmitting signaling mes-
sages and the cost for packet processing at mobility agents are available. As discussed
in [43], the cost parameters can be expressed in terms of the delay required to process
the signaling messages. For example, a, a4, and ay may represent the delay required
by the HA, GFA, and FA to process a location update requested by the signaling
message, respectively; oy and dp may represent the delay for sending the signaling
message through the particular path. Other measurements for the cost parameters
are possible. For example, the network administration can assign relative costs to the
mobility agents based on the current available bandwidth, computation resources in
the system, and the expenses required to operate the particular mobility agent. In
real implementations, the parameters in our model are designed values. They can be
determined based on empirical measurements or some heuristic strategy. For differ-
ent system architectures, the parameters are different. A table lookup process can

be adopted in a particular network implementation, as mentioned in [44]. Given a
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particular time of a day, the table located at each FA provides a set of parameters
for MNs to determine the optimal regional network size. The parameter table should

be updated periodically to reflect the status of the network.

Table 1: Performance Analysis Parameters for Location Management in Mobile IP

Pkt Process Cost IC)(I)Sstta%(:i ; ?\}/Ivlllli(zisz # of MNs/subnet | Weight i?glé:s
Const,

ap, Qg ar | 0y | Op P w a | B ¢ n

25.0 | 15.0 | 10.0 | 0.1 | 0.05 10 15 0.3 (0.7 (0.01 1 10.0

Table 1 lists some of the parameters used in our performance analysis. Since the
total number of subnets that MNs may access through wireless channels is limited,
we assume N = 30. For our numerical evaluation, we assume l,, and l,; are fixed
numbers. Since the TTL field in IP header is usually initialized by the sender to 32
or 64 [42], i.e., the upper limit on the number of hops through which a packet can

pass is 32 or 64, we assume [, = 25 and [,y = 10.
2.5.1 Centralized Fixed Scheme vs. Distributed Fixed Scheme

First, we compare the performance of the centralized fixed scheme and the distributed
fixed scheme. Similar to the analysis in PCS, we define the call-to-mobility ratio
(CMR) as the ratio of the packet arrival rate to the mobility rate, i.e., CMR =
ATy. Since the cost functions of the two schemes derived in Section 2.3 are differ-
ent, we focus on compare the total signaling cost of the centralized fixed scheme
Crorct(kopt_cf(Nas Tf), Xay T) with that of the distributed fixed scheme Cror_g(
Eopt_at (Ma> Tr), Ao, Ty) when the average values of residence time in each subnet and
packet arrival rate of all the MNs are the same, i.e., Tf = Tf and /~\a = A,

Figure 11 plots the optimal £ as a function of CMR for the centralized fixed scheme
and the distributed fixed scheme. Note that for the two systems, the optimal regional

network size ko, is a designed value. It is computed before the communications
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Figure 11: Optimal regional network size for centralized and distributed systems.

based on the average values of user parameters. As shown in the figure, the optimal
regional network size decreases as CMR increases for both centralized and distributed
systems. When the CMR is low, the mobility rate is high compared to the packet
arrival rate and the cost for location update dominates. Systems with larger regional
networks may reduce the number of home registrations and provide the benefit of
regional registration. When the CMR is high, the packet delivery cost dominates and
the saving in packet delivery becomes significant. The saving can be attributed to
the smaller regional network size. Note that the optimal regional network size of the
distributed system is always larger than or equal to that of the centralized system.
This means for the same CMR, the distributed system has larger regional network
size and consequently performs less home registrations compared with the centralized
system.

Figure 12 shows the total signaling cost as a function of CMR for the two schemes.
The dashed line in the figure is the signaling cost of centralized fixed scheme when
regional network size is kqp:_of. The dotted line is the signaling cost of distributed fixed

scheme with k,,:_.s as the regional network size. Note that k,,:_.s is the optimal value
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Figure 12: Comparison of total signaling cost for fixed schemes.

for the centralized fixed scheme, in the sense that the minimal cost can be reached.
But kopt_cf is not the optimal value for the distributed scheme. The solid line in
the figure is the signaling cost of the distributed fixed scheme under k,p;_q. This
line represents the minimal cost of the distributed fixed scheme. Figure 12 indicates
that even under non-optimal regional network size, the distributed scheme always
performs better than the centralized IETF Mobile IP regional registration scheme.
And the distributed scheme with optimal regional network size can further improve
the performance. Up to 36% signaling cost can be saved when using distributed

system architecture.
2.5.2 Distributed Fixed Scheme vs. Distributed Dynamic Scheme

Next, we compare the total signaling cost of the distributed fixed scheme Cror g
(Kopt_at (Xas Tr)5 Aa, Ty) with that of the proposed distributed dynamic scheme Cror_ga(
Eopt_ad(Ma, Tt), Aa, Ty) under various scenarios. Note that kep;_gr (Aq, Tf) is pre-computed
before communications. Once it is set, it will not change. But kop;_ga(Aq, Tf) is dy-

namically adapted to the user parameters during the communications. Since the cost
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functions of the two schemes are the same, the advantages of the dynamic scheme
over the fixed scheme are reflected when the user parameters are different and chang-
ing from time to time. Therefore, we investigate the impacts of user-variant and

time-variant user parameters.
2.5.2.1 The Impact of User-Variant Residence Time

We first investigate the impact of user-variant mobility. Let packet arrival rate A, be
a fixed number, i.e., A, = A, = constant. Similar to [29], we assume there are two
groups of MNs. One group represents “active” users with average residence time in
each subnet Ty, = 1.0. The other group is for “passive”’ users with average residence
time in each subnet T, = 100. The residence time of group 1 users follows an
exponential distribution, i.e.,

[(Ty) = _ie—Tf/Th, Ty >0 (27)

Ty,

and the residence time of group 2 users follows a Gaussian distribution:

1 = \2 /02
fQ(Tf) = QWUe_(Tf_sz) /20 ’ Tf >0 (28)

where o = 10. Assume that each group has 50% of total users. The residence time

Ty of a randomly selected user has pdf as:

F(Ty) = 05 (fi(Ty) + f2(T})) (29)
and the overall average residence time is:
Ty = 0.5Ty, +0.5T}, (30)
Therefore, the total signaling cost of the distributed fixed scheme is:

Cdf = 05/0 fl(Tf)CTOT_df(kopt_df(S\aaTfl)a/\a’Tf)de (31)

+ 0.5/0 fQ(Tf)CTOT_df(kopt_df(/_\lﬂTf2)7)‘a7Tf)de
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where k,p; of group 1 users is computed based on their average residence time T,
and k,p; of group 2 users is computed based on Ty,. Note that for distributed fixed
scheme, the optimal regional network size may be user-variant or the same for all the
users. Figure 7 gives an example of user-variant k., and (32) indicates that group
1 and group 2 users adopt different fixed optimal regional network size. The total

signaling cost of the distributed fixed scheme using fixed k,p; for all the users is:

Cy = /0 F(T)Cror_ap (koptar(Ma> Tt), Moy T)dTy (32)

and the total signaling cost of the distributed dynamic scheme is:

[e's)
Cad = /0 F(TF)Cror_da(kopt_di(Aa, Tf), Aa, T)dT s (33)
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Figure 13: Comparison of total signaling cost under user-variant residence time.

Figure 13 shows the total signaling cost of the distributed dynamic scheme and
the distributed fixed scheme under user-variant residence time 7T;. The dashed line
in the figure is the signaling cost of the distributed fixed scheme using fixed kqp;_qr,
which is actually the case shown in Figure 12 with solid line. It is observed in Figure

13 that the signaling cost of distributed dynamic scheme is less than that of both
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the distributed fixed scheme using fixed optimal regional network size and using user-
variant optimal size. Our results demonstrate that Cror is reduced by up to 33%
using the dynamic scheme instead of the fixed scheme with fixed £,,. Although the
performance improvement of the distributed dynamic scheme is not large compared
to the distributed fixed scheme under user-variant kp;, in the following time-variant

residence time situation, the dynamic scheme will demonstrate its advantage.
2.5.2.2 The Impact of Time-Variant Residence time

Packet arrival rate ), is still a constant. The residence time of all MNs, T}, is of
exponential distribution:

f(Ty) = T—ife‘Tf Ty (34)

where T; is the mean residence time and 7T is time-variant. The overall signaling

cost of distributed fixed scheme is:

Cy(Ty) = /0 F(T5)Cror_af (Kopt_af, Aa, Tr)dT ¢ (35)

Note that although Tf is varying during the communications, the optimal value for
the fixed scheme k,,;_qr is pre-computed as a designed value and is fixed all the time
during the communications. The signaling cost of the distributed dynamic scheme is
given by (33) using the new pdf function f(7%) in (34).

Figure 14 and Figure 15 show the total signaling cost as a function of the average
residence time Tf, when A, = 3.0. Two cases of the distributed fixed scheme are
shown. One is with the optimal regional network size k. _q¢f pre-computed using
Ty = 0.1 as the average residence time over all users. The other is with the optimal
size kop:_qr pre-computed using Tf = 100. Note that the distributed fixed system
always pays higher cost than the distributed dynamic system. Our results show
that up to 15% cost can be saved by the distributed dynamic scheme compared to
the distributed fixed scheme using Ty = 0.1 for the optimal regional network size

computation, and up to 44% cost can be saved compared to the distributed fixed
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Figure 14: Comparison of total signaling cost under time-variant residence time.

scheme using Ty = 100 for the computation. We can see from the figures that the
distributed fixed system using Ty = 0.1 for optimal size computation may perform
well when the user residence time is small, but when the residence time is large,
the fixed scheme consumes more network resource. Similarly, the cost gap of the
dynamic system and the fixed system using Tf = 100 for computation is smaller
when Tf is large, but the fixed system pays much more extra bandwidth when Tf
is small. Therefore, it is a difficult task to design an optimal regional network size
beforehand for the distributed fixed scheme. If the user mobility has some unusual
big changes to its normal average value, the system with a pre-designed fixed regional

network size will consume much more bandwidth and the network may be congested.
2.5.2.8 The Impact of User-Variant Packet Arrival Rate

Now we investigate the impact of user-variant packet arrival rate. Let user residence
time Ty be a constant, i.e., Ty = Tf = constant. Similar to the discussion in Section
2.5.2.1, we assume there are two groups of MNs. One represents normal users with

average packet arrival rate \,, = 0.1. The other group is for special users with average
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Figure 15: Comparison of total signaling cost under time-variant residence time.

packet arrival rate \,, = 10.0. The packet arrival rates of group 1 normal users follow
an exponential distribution, i.e.,

]_ _
fiha) = =——e e/ Per X, >0 (36)

a1

pedl

and the packet arrival rates of group 2 special users follow a Gaussian distribution:

1 - 2
Foha) = ——e(a=has) /20"y 5 (37)

2o
where 0 = 4.0. Assume that each group contributes 50% of total users. For an

arbitrary MN, the packet arrival rate has pdf as:

f()‘a) =0.5 (fl ()‘a) + f2()‘a)) (38)

and the overall average packet arrival rate is:
Ao = 0.5),, + 0.5),, (39)

Therefore, the total signaling costs of the distributed fixed scheme using fixed k,p; for

all the MNs and using different %,y for group 1 and group 2 users are:
Cor = [ FO)Cron-as(kape_as (s Tp), Aas Tr)ds (40)

40



Cy = 0-5/0 f1(Aa)Cror_at (kopt_ar Nars T)s Aas Tr)dAa (41)

+ 0.5 /0 f2 ()\a)CTOT_df(kopt_df (j\aza Tf)’ )‘a’ Tf)d)‘a

and the total signaling cost of the distributed dynamic scheme is:

Caa = /0 FO)Croraa(kopaa(Nas T )s Aas Tf)da (42)
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Figure 16: Comparison of total signaling cost under user-variant packet arrival rate.

Figure 16 shows the total signaling cost of the distributed dynamic scheme and the
distributed fixed scheme under user-variant packet arrival rate \,. The signaling cost
of the distributed dynamic scheme is almost the same as that of both the distributed
fixed scheme using fixed optimal regional network size and using user-variant optimal
size. Only 3% cost can be reduced using the distributed dynamic scheme. It indicates
that the optimal regional network size is relatively insensitive to the packet arrival
rate. Although different users have widely ranged traffic load, their optimized regional

network sizes do not vary much.
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2.5.2.4 The Impact of Time-Variant Packet Arrival Rate

Finally, we study the impact of time-variant packet arrival rate. The user residence

time T is still fixed. The packet arrival rates of all MNs are exponentially distributed:

f(ha) = —e e/he (43)

-

where )\, is the mean arrival rate and ), is time-variant. The overall signaling cost

of the distributed fixed scheme is given by:

Cy(Xa) = /0 F(Xa)Cror_af (Kopt_dfs Aas Tr)dAq (44)

where kqp_qr is pre-computed and is fixed all the time. The signaling cost of the

distributed dynamic scheme is given by (42) using f(),) in (43).
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Figure 17: Comparison of total signaling cost under time-variant packet arrival rate.

Figure 17 and Figure 18 plot the total signaling cost as a function of time-variant
average packet arrival rate \,, when T; = 10. The dashed line in Figure 17 is based
on kep calculated using Ao = 0.01. The dash-dot line in Figure 18 is based on kopt
calculated using A\, = 100. The solid line in both figures is for the proposed distributed

dynamic scheme where £, varies according to the up-to-date parameters. The figures
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Figure 18: Comparison of total signaling cost under time-variant packet arrival rate.

show that the fixed system always pays higher cost than the dynamic system. The
cost gap is larger when )\, < 0.1 in Figure 18 and when )\, > 10 in Figure 17. The
dynamic system saves up to 19% and 36% cost compared to the fixed system using
Ao = 0.01 and )\, = 100 for optimal value computation, respectively. This result is
similar to that in Section 2.5.2.2. It indicates that the distributed dynamic scheme is

more cost-efficient when the user parameters are time-variant.
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CHAPTER III

USER INDEPENDENT PAGING SCHEME FOR

NG WIRELESS INTERNET

3.1 Problem and Solution

Location tracking of mobile terminals (MTs) in current wireless personal communi-
cations services (PCS) system includes two fundamental operations: location update
and paging [6]. Location update is the reporting process of the current location area
(LA) of an MT. Paging is used by the system to alert an MT of an incoming call by
sending poll messages to the cells within the last reported LA. In the current paging
strategy of GSM and IS-41 protocols, paging messages are broadcasted to each cell in
the registered LA of an MT. The signaling cost of broadcast procedure is maximum,
especially when the number of MTs increases. In order to improve the bandwidth
utilization, multi-step paging or sequential paging schemes are proposed.

There is a tradeoff between the paging cost and the delay associated with locating
an MT using multi-step paging schemes. It is stated in [45] that blocking users
from the system due to bandwidth unavailability is much more undesirable from the
user’s and the operator’s viewpoint than the delay of incoming data reaching the
user. Therefore, when the system need not find MTs immediately, multi-step paging
schemes are preferable. There are numerous link layer multi-step paging schemes
proposed to reduce the paging cost [46] [47] [48]. A shortest-distance-first (SDF)
paging scheme is proposed in [46] where cells closing to the last registered location are
paged first. This scheme is associated with a distance-based location update scheme.

Under the highest-probability-first (HPF) scheme introduced in [47], an LA is divided
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into several partitions and each partition consists of a cluster of cells. The sequential
paging is performed in decreasing order of cell location probabilities to minimize the
mean number of cells being searched. In [49], three methods for dividing an LA
are proposed, namely reverse, semi-reverse, and uniform paging. Given the location
probabilities, cells are grouped in different ways to reduce the paging cost under delay
bounds.

All the above mentioned paging schemes are user-dependent, i.e., the distance
to the last registered location and location probabilities are user-variant. Therefore,
the partition of paging areas and the selection of paging sequence are different for
each user. If the system performs paging optimally for every MT, i.e., the average
paging cost for each MT is minimum while satisfying its paging delay requirement,
the overall performance of the entire system is also optimal. However, many factors
may affect the performance of a paging scheme for individual users. For example,
for paging schemes based on cell location probabilities, these schemes assume perfect
knowledge on the user mobility statistics, which may not be readily available in
practice. Moreover, the cell location probabilities are predicted and estimated values
based on user movement history. They cannot reflect the up-to-date user mobility. If
the user mobility has some unusual big changes to its normal average value, paging
in the decreasing order of statistically average values of location probabilities cannot
generate optimal performance for each user. Therefore, to reduce the dependency of
the paging scheme on individual user information, but to provide satisfactory overall
performance of the whole system is the basic consideration of this research work.
Another disadvantage of user-dependent paging schemes is that the consumption
of network resource and the signaling overhead may become very significant when
a number of users are paged at the same moment, since every paging request is
processed separately. This case may happen more often in Mobile IP.

Mobile IP [13] [25] is being developed by Internet Engineering Task Force (IETF).
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It introduces three new functional entities: home agent (HA), foreign agent (FA),
and mobile node (MN). When an MN moves out of its home network, it obtains a
temporary address: care-of address (CoA). This address is used to identify the MN
in the local network. When the MN moves from one foreign network to another, it
registers its new location, i.e., its new CoA, to its HA. Packets for an MN are sent
to its permanent address, i.e., its home address first. The HA intercepts all the IP
packets destined to the MN and tunnels them to the serving FA of the MN. The FA
decapsulates and forwards these packets to the MN.

A major problem of MNs is their limited battery capacity. In order to save the
battery power consumption at MNs, IP paging is proposed as an extension for Mobile
IP [17] [18] [19] [20] [21]. Under Mobile IP paging, an MN is allowed to enter a power
saving idle mode when it is inactive for a period of time. During the idle mode, the
system knows the location of the MN with coarse accuracy defined by a paging area
which is composed of several subnets [17]. The MN may also deactivate some of its
components for energy-saving purpose. An MN in idle mode does not need to register
its location when moving within a paging area. It performs location update only when
it changes paging areas. When packets are destined to an MN in idle mode, they are
terminated at a paging initiator. The paging initiator buffers the packets and locates
the MN by sending IP paging messages to all the subnets within the paging area.
After knowing the subnet where the MN is residing, the paging initiator forwards the
data packets to the serving FA of the subnet and further to the MN. Since the system
and MNs synchronize on the time slots for paging, there are possibilities that multiple
paging requests are needed to be sent out in one time slot. In this case, paging request
aggregation [20] can be adopted to reduce the paging overheads, if the paging criterion
is not user dependent. When an MN is in active transmission mode, it operates in
the same manner as in Mobile IP and the system keeps the exact updated location

information of the MN. The state transition diagram of MNs with paging support is
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shown in Figure 19.

Active timer expires
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a new subnet Send data or receive paging request paging areas

Figure 19: State transition diagram of Mobile IP paging.

Current research activities on Mobile IP paging focus on the paging architecture
design, i.e., which node initiates paging and how the messages exchange between
nodes. They seldom consider the paging algorithm design, i.e., how an MN is searched
or how the paging requests are sent by the paging initiator [18]. Broadcast procedure
is assumed to be used in almost all the proposed paging architectures [17] [18] [19]
[20] [21]. The ideas of multi-step link layer paging schemes can be applied to Mobile
IP. However, link layer (layer 2) paging and IP layer (layer 3) paging are different.
IP layer paging refers to locating the current IP attachment point of an MN within
a layer 3 location area. A layer 3 location area is a set of IP subnets identified by
IP addresses [12]. Link layer paging is the paging capability of an underlying radio
system. It refers to sending poll messages through wireless links to the cells within
the last reported link layer location area. Link layer paging is tightly coupled with
the specific wireless technology [4]. Note that an IP paging scheme does not make
any assumption on how the underlying link layer paging is implemented. When both
IP layer paging and link layer paging are supported, a layer 3 location area should
be mapped to layer 2 location areas. Moving out of a layer 2 location area does not
necessarily imply moving out of a layer 3 location area, and vice versa. Thus, there is
possibility that the corresponding subnets of two geographically closed cells are not
close together in Internet. Therefore, when applying the ideas of link layer multi-step
paging schemes to Mobile IP, differences between layer 2 and layer 3 paging should

be paid attention and modifications are needed.
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In this chapter, we introduce the concept of user independent paging where the
paging criterion is not based on individual user information. The goal of user inde-
pendent paging is to provide satisfactory overall performance of the whole system,
although the paging performance for each user may not be optimal. User independent
paging can be applied to both link layer paging and IP layer paging, as long as the
selected paging criterion is user independent. In this chapter, we choose the mobility
rate of each subnet as the paging criterion for its easy implementation and propose
a user independent paging scheme for IP mobility. We focus on how the IP paging
messages are sent by the paging initiator to the FAs within a paging area over the
wired links. We do not change the link layer paging support by which each FA sends
out poll messages through wireless links to locate an MN. The proposed scheme can
be employed by the current proposed IP paging architectures: home agent paging
[18], foreign agent paging [19] [20], domain paging [18], IDMP-based paging [50], hi-
erarchical paging [17] [21], etc. The proposed scheme is user independent in the sense
that the partition of paging areas is determined by the aggregated movements of all
mobile users, without the knowledge on the behavior of individual ones. Moreover,
we also explain how to obtain the mobility rate in the proposed scheme.

The proposed user independent paging scheme was introduced in [51]. This chap-
ter is organized as follows. In Section 3.2, the proposed paging algorithm is explained.
In Section 3.3, the analysis of the paging cost for the proposed scheme and another
scheme are given. In Section 3.4, analytical results under various scenarios are pre-

sented.

3.2 User Independent Paging Scheme for Mobile
IP

In this section, we introduce the new user independent IP paging scheme. We also

present a solution for implementing the proposed scheme in real systems.
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3.2.1 Overview of the User Independent Paging Scheme

The proposed user independent paging scheme is a multi-step paging scheme which
limits the number of paging steps below a pre-designed value while reducing the
average paging cost. Instead of broadcasting IP paging messages, the paging initiator
pages an idle MN in smaller areas sequentially. Specifically, the registered FA first
locates the MN in its last registered subnet. If the MN is in the last registered subnet,
the paging procedure is terminated. The MN replies to the paging initiator so that
the data packets can be forwarded. If the MN is not in the last registered location,
it means the MN has moved since last location update. Then the paging initiator
divides the remaining subnets into several partitions based on the up-to-date subnet
mobility rates and sends out IP paging messages in the decreasing order of mobility
rates in the following steps. In other words, the paging initiator first sends paging
messages to the FAs of the subnets with the highest user mobility rates, i.e., the
areas with more new ¢dle MNs moved in within the latest time period. If there is no
response within a timeout interval, the paging initiator sends out paging messages to
the subnets with lower mobility rates. We will describe how to obtain the up-to-date
user mobility rate of each subnet in the next section. The total number of partitions
is determined by the maximum paging delay the user may tolerate. Therefore, the
proposed paging scheme is a combination of last-location-first paging and highest-
mobility-first paging. Note that the paging procedure is neither based on geographic
distance information which is not suitable for Internet environment, nor based on the
user-variant predicted location probabilities which assumes perfect knowledge on the
user movement statistics. The subnet partitioning is not dependent on the individual
behavior of each user. Instead, it considers the overall aggregated user mobility as
the basis. Therefore, the proposed paging scheme is user independent.

The partitioning method of subnets other than the last registered subnet is flexible.

Here, we employ similar idea to that of the uniform paging proposed in [49], i.e., the
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number of subnets in each partition is of approximately the same. For example,
assume there are totally N subnets in a paging area. If the maximum number of
paging steps is £, then after first paging the last registered location, the remaining
N — 1 subnets are evenly divided into £ — 1 groups based on user mobility rates.

Similar to the calculation in [49], assume

= ®

where N —1 = n(L£—1)+k and k is an integer less than £—1. Then, from the second
to the £ — 1 — k paging steps, n subnets are paged each time and n + 1 subnets are
paged during each of the following £ paging steps. The n subnets with the n highest

user mobility rates got the paging messages simultaneously.

Paging Initiator

. Idle users
Paging Area I ===> moved in

Figure 20: User independent paging scheme based on location and mobility rate.

The proposed paging scheme is illustrated in Figure 20. In the figure, there are
totally 12 FAs within a paging area, i.e., N = 12. Assume foreign agent paging
architecture [19] [20] is used in this case. FAG is the registered FA and is responsible
to initiate paging requests. The width of the solid arrows in the figure is proportional
to the number of new idle users moved into each subnet within the latest time period.

Assume the total number of paging steps is set to be 3, i.e., £ = 3. During the paging

20



procedure, FAG6 first checks whether the paged MN is in its subnet. If not, since
[%J = 5 and the mobility rates of subnets 1, 7, 8, 9, and 10 are the five highest
ones, FA6 sends paging messages to FA1, FA7, FA8, FA9, and FA10 in the second
step. Each of the above FA checks whether the MN is in its subnet. If the MN is
found, then the paging procedure is terminated. If not, FA6 continues to send paging
messages to the remaining FAs in the paging area.

Note that unlike in PCS system, the number of paging steps is not necessarily
proportional to the paging delay in Mobile IP. The transmission of paging messages
in IP core network is a multi-hop transmission where queuing delays may influence
the transmission time of each paging message, depending on the traffic load of the
network. Thus, the paging delay of each paging step varies within a certain range.
However, the air interface in the wireless network is treated as a single hop. Therefore,
the paging delay of each polling cycle in PCS system is generally considered as a
constant. A comprehensive analysis on the calculation and estimation of end-to-
end delay bound of Internet services is provided in [52]. Based on the paging delay
requirement of each application and the general end-to-end delay bound for IP packet
transmission, the system may set the appropriate number of paging steps for each

user. In this chapter, we use the term “the maximum number of paging steps” for L,

instead of the conventional term “delay bound” as used in PCS system.
3.2.2 Detailed Solution for Obtaining Subnet Mobility Rate

Since MNs in idle mode do not perform location registrations while roaming within a
paging area, FAs have no knowledge on how many idle MNs are visiting their subnets.
Each FA keeps an updated visitor list of all the active MNs in its subnet as well as
idle MNs who have performed idle mode location registrations through the FA when
changing paging areas.

In order to implement the new paging scheme, we propose a solution for each FA to
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obtain the up-to-date user mobility rate of its subnet. We introduce a new operation
mode for MNs named “semi-idle” mode. When an MN is in semi-idle mode, the
system still does not know the accurate location of the MN. But unlike in idle mode,
the MN in semi-idle mode provides minimum user information to the corresponding
FA of the subnet it is visiting. Thus, based on this minimum user information, each
FA has some knowledge on how many idle MNs are in its subnet. More importantly,
MNs in semi-idle mode still save battery consumption compared to working in active
mode. The state transition diagram of MNs for the proposed paging scheme is shown
in Figure 21 and the detailed procedure is explained below.

Periodically reply to Agent Advertisement

location
rece(i)\t ¢ update
i hen
pasing : Wcﬁanging
request the registered _

Perform subnet paging areas
locatio Active timer expires
update
when
entering Send data

a new subnet

Figure 21: State transition diagram of the proposed paging scheme.

3.2.2.1 Operations at MNs

An MN is able to detect whether it has moved into a new subnet by periodically
receiving unsolicited Agent Advertisement messages broadcasted from each FA [13].
If paging is supported, the MN and the visited subnet agree on communication time
slots used for Agent Advertisement and paging, to restrict link interface power-on
time in the MN [17]. Under this mechanism, an MN in idle mode powers on its

receiver when an unsolicited Agent Advertisement or a paging request is expected,
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and keeps its receiver powered off at other time slots. If an idle MN finds that it is in
a subnet other than its registered subnet, the MN extends its power-on time slots a
little bit and replies to the Agent Advertisement message by sending its home address
and the registered CoA to the corresponding FA of its current subnet. The registered
CoA is obtained from the registered FA when the MN changes paging areas and
performs idle mode location registration. The content of this reply is the minimum
basic information of the MN. Note that replying to the Agent Advertisement message
is different from performing a location registration: the idle MN does not get a new
CoA from the current FA and it does not send a location update message to the
HA. Therefore, the signaling delay and the power consumption of replying to Agent
Advertisement message are much less than those of performing a location registration.
An MN in semi-idle mode changes to idle mode when it enters a new paging area and
performs an idle location update to its HA. The corresponding FA of the registered
subnet adds the MN to the visitor list and marks its mode as idle. The MN stays in
the idle mode as long as it does not move out of the registered subnet. An MN in

idle mode does not need to reply to Agent Advertisement message.
3.2.2.2  Operations at FAs

After receiving the reply message from an MN, the FA compares the CoA of the idle
MN with its network prefix. If they are the same, the FA refreshes the idle state of the
MN on its visitor list. If they are different, it implies that the MN is in idle mode but
registered with another FA. The current FA adds the MN to the visitor list and marks
its mode as semi-idle. The MN does not have to reply to every Agent Advertisement
message. It may reply to the Agent Advertisement message periodically for every M
advertisement slots to refresh its semi-idle state in the visitor list of the current FA.
Same as active and idle states, the semi-idle state is also a soft state. If there is no

further refreshment message, the state is expired. Therefore, when the MN leaves the
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current subnet, it does not need to send a cancellation message actively to remove its
record on the visitor list. As a result, the total number of actual users in each subnet
is the number of users in active mode as well as those in idle and semi-idle modes.
Each FA keeps a counter. If within a time period 7, there is a new MN in semi-idle
mode added to the visitor list, the counter is incremented by one. At the end of the
time period, the counter is reset. So the counter value indicates the mobility rate of

new idle MNs within the latest time period 7. The operations at FAs are illustrated

Time period
T starts
v

[ Reset counter ]

T NO
]

Receive AA reply
from an MN

in Figure 22.

Time period
T ends?

Does the CoA
in the reply have the
same network prefix as
he current subnet?

YES Refresh idle state
of the MN

Is there
a record for the
MN on the visitor list?

YES Refresh semi—idle | — |
state of the MIN

¢No

state as semi—idle

Add a new record for
the MN and mark the —>[ Counter:Counter+1]7

Figure 22: Flowchart of operations at FAs.

At the end of each time period 7, all FAs within a paging area exchange the user
mobility information. They agree on the time slots of this exchange. When there is

a paging request for an idle MN, the registered FA first checks its visitor list. If the
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paged MN has a record of idle state on the list, it means the paged MN is in the
subnet of the registered FA. The paging procedure is terminated. If the paged MN
is not on the list, the paging initiator sends out IP paging messages to subnets in
decreasing order of user mobility rates. When an FA receives an IP paging message,
it checks the visitor list. If the MN is on the list with semi-idle state, the FA pages
the MN over the air so that the MN may reply to the paging initiator and register its

current location to the HA.
3.2.3 Advantages of the User Independent Paging Scheme

The most significant feature of the proposed paging scheme is its user independent
nature. This feature is reflected in the partition of subnets other than the last reg-
istered subnet of an MN. In contrast to the user dependent paging schemes that
perform partitioning differently for each user according to the user-variant parame-
ters, the proposed scheme uses one mutual criterion which is related to the aggregated
behavior of all users. Although the aggregated mobility rate of each subnet cannot
represent the behavior of an individual user precisely sometimes, we will demonstrate
in Section 3.4 that the performance of the proposed scheme is comparable to that
of user dependent paging schemes based on the assumption that perfect knowledge
on user location probabilities are known. After that, we will show that the proposed
scheme has remarkable advantages when paging multiple users simultaneously and
when the assumption of perfect knowledge on user location probabilities is loose.
Moreover, the proposed paging scheme combines the advantages of last-location-
first paging, highest-mobility-first paging, and uniform paging. In the case of networks
with low mobility users, searching the last known location of the paged MN can
save the paging cost significantly. In the case of networks with high mobility users,
uniformly grouping the subnets based on the overall mobility rate of all users and

paging each group in the decreasing order of mobility rates can also reduce the paging
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load and paging delay.
The advantages of the proposed user independent paging scheme are summarized

as follows.

e The proposed scheme has the common advantage of multi-step paging schemes,
that is, compared with broadcast paging procedure, the average number of
paging messages sent out is reduced under the new scheme, since the system
will find the user in the last registered location and high mobility rate areas

with high probability.

e The location probability is determined by many factors, such as user movement
model and calling pattern [53]. The accuracy of user movement model and the
efficiency of the location probability prediction algorithm directly determine the
capability of paging schemes. The mobility rate in the proposed scheme is the
up-to-date value for each subnet. It represents the exact amount of movements
within the latest time period. Therefore, compared with the paging schemes
choosing location probabilities as paging criterion [47] [48], the proposed paging
scheme results in better system performance, especially when there is some

unusual changes to the normal value of user movements.

e Unlike the schemes based on user-variant parameters, the proposed scheme is
based on the mobility rate of each subnet for all the users. So paging request
aggregation [20] can be adopted and the overall system performance can be

further improved when paging multiple users at one moment.

e The proposed scheme is scalable. We will show in Section 3.4 that as the number
of MNs in a paging area increases, the average paging cost caused by the UIP

scheme does not change much.
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3.2.4 Tradeoffs of Introducing “Semi-Idle” State

The introduction of the new operation mode, semi-idle mode, will cause extra sig-
naling overheads due to the periodically replying to Agent Advertisement messages
from MNs and message exchanges between FAs. These extra overheads will consume
additional bandwidth and battery resources. The impact of the extra signaling over-
heads can be reduced by setting a relatively large value for the period of message
exchanges. There is a tradeoff between the performance of the proposed scheme and
the additional resource consumption. The more often the MNs and FAs exchange
mobility information, the more accurate the mobility rate values are, and the better
performance the proposed scheme may achieve, but the more additional overheads.
On the other hand, a small error of the mobility rate values does not necessarily affect
the performance of the proposed scheme, since it is the ranking of the mobility rate
of each subnet among all the mobility rates that determines the partition of a paging
area, instead of the absolute values.

We will show in the following section that compared with a user dependent paging
scheme where the location probabilities are given in user profiles, the extra cost of
introducing semi-idle mode is comparable to the extra cost of setting up user profiles.
Therefore, the overheads caused by the introduction of semi-idle mode can be treated
as the maintenance cost for the system to obtain accurate mobility rate information

in order to employ the proposed user independent paging scheme.

3.3 Analytical Model

In this section, we derive the expected paging cost of the proposed user independent
paging (UIP) scheme. We choose a user dependent paging scheme which is purely
based on the location probabilities of each MN for our performance comparison. Here,
for IP paging schemes, location probabilities are the probabilities that an MN will

visit each subnet. They are different from the cell location probabilities in link layer
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paging context. We assume the system has a user profile for each MN. In the user
profile, the subnet location probabilities of an MN at different time of a day are
provided which can be obtained either through empirical measurements or analysis of

user movement models [54]. We call this scheme user profile paging (UPP) scheme.
3.3.1 Costs of Obtaining Mobility Rates and Setting Up User Profiles

In order to implement the proposed UIP scheme, the system provides extra resources
to obtain mobility rates of each subnet. Similarly, in order to implement the UPP
scheme, the system pays extra costs to set up a user profile for each mobile user
and obtain location probability distributions. For both schemes, these extra costs
can be summarized as: sampling and data transmission cost; data storage cost; and
computation cost. More specifically, the costs of obtaining mobility rates of each

subnet in UIP scheme include:

e Radio resource consumption of periodically replying to Agent Advertisement

messages from each MN;

e Processing load on each FA of updating the visitor list after receiving the replies

to Agent Advertisement messages;

e Wireline bandwidth consumption of mobility rate information exchange between

FAs.

The costs of obtaining location probabilities in UPP scheme depend on how the user
profile is defined and set up. User profiles can be provided and updated manually by
mobile users or determined automatically by monitoring the movement history over
a period of time [55]. Methods of obtaining cell location probability distributions in
PCS systems are discussed in [49]. Similar methods can be applied to Mobile IP to set
up subnet location probabilities. The costs of obtaining subnet location probabilities

are:
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e Radio resource consumption of periodically sending the location information to
the system database from each MN, if the user profile is updated manually by

the mobile user;

e Processing load of updating the system database. If the user profile is updated
manually by the mobile user [56], after receiving the location information sent
from each MN, the system updates the database; If the user profile is updated
by the system, the system updates the database whenever the MN initiates

communications or the MN receives packets from others;

e Processing load on the system database for MN velocity estimation, movement
estimation, subnet residence time estimation, traffic condition estimation, etc.,
depending on how the user profile is defined. Each of the above computations

may consume extra wireline and wireless bandwidth;

e Processing load of estimating and predicting location probabilities using math-
ematical models. An algorithm for location probability estimation in PCS sys-
tems is proposed in [57], where cell location probabilities depend on historic

records, current position, velocity, and moving directions of mobile users.

From the above analysis, we may see that to predict location probabilities and to
set, up mobility profiles for each user require intensive computation. The extra costs
of obtaining mobility rates for UIP scheme is comparable or less than the extra costs
of obtaining location probabilities for UPP scheme, depending on how the user profile
is defined. Hence, in this chapter, we consider the costs of obtaining mobility rates
and setting up user profiles as the maintenance cost for the system to employ UIP
and UPP schemes, and these costs are not counted in the paging cost comparison in

the following.
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3.3.2 Relationship Between Location Probabilities and Mobility Rates

In order to compare the expected paging costs of the proposed UIP scheme and
UPP scheme, we first derive the relationship between user location probabilities and
mobility rates. Let the total number of users in a paging area be M and the total
number of subnets in a paging area be N. We assume the movements of a mobile
user are independent with those of other users. Assume during the next time period
T, the probability that user z will move out of its current subnet to subnet y is g;_,,
where x =1,2,...,M and y =1,2,..., N. Now, we find the probability distribution
that there are k£ users moved into subnet y during the next time period.

The probability that there is no user moved to subnet ¥ is equal to the probability

that all the users moved to other subnets except subnet v, i.e.,
M
Py(K =0) = [T(1 — gssy) (46)

where Y2, gz—y = 1, and v represents the subnet user « is currently visiting. The
y#v

probability that there is one user moved to subnet y during the next time period is:

= iy H%} (1 - qw—)y) + 92—y H%; (1 - Q:c—)y)
+-e+ M —y H]\wl=1 (1 - qw—)y)
c#EM
= Ei]\i1 Qi—y - H%} (1 - Ch—)y)

Similarly, the probabilities that there are two users and £ users moved to subnet y

during the next time period are shown in the following, respectively:

M M
Py(K = 2) = Z i -yl —y - H (1 - Qz—>y) (48)
M M
Py(K =k)= Z G-y~ -y H (1 = Gasy) (49)
llll,éé:i{il:kl m#lﬁ;?'#lk

60



where k =1,---, M.
Given the above probability distribution, we may get the expected number of
users moved to subnet y during the next time period as:
M
E[P,(K) =Y k-PJ(K=k), where y=1,---,N (50)
k=0
E [P,(K)] can be treated as the mobility rate of subnet y in the proposed paging
scheme, i.e., the number of new idle users moved into subnet y in a certain time
period.
Note that we do not impose geographic proximity of subnets as the constraint on
our mobility model as used in the analysis of PCS paging schemes [46] [48] [33] and

other Mobile IP paging schemes [20)].
3.3.3 Paging Costs

Now, we derive the paging cost functions for the proposed UIP scheme and the UPP

scheme. We define the following parameters for our analysis:

Vair The wireless paging cost including broadcasting the polling messages over the

air.

Vwire The wireline paging cost including transmission and processing of IP paging

messages.

U; The transmission cost of IP paging messages between the paging initiator and any

other FA.
U, The processing cost of IP paging messages at each FA.
L The maximum number of paging steps.
n; The number of paged subnets in the ith paging step.

Pout The probability that the paged MN is not in the last registered subnet.
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p; The probability that the paged MN is residing in the ith paging group.

w; The paging cost spent when the paged MN is successfully located, given that the

MN is residing in the 7th paging group.

Vwire and V,;, account for the wireline and wireless costs for bandwidth utilization
and the computational requirements in order to process the paging messages. U; may
represent the delay cost for sending the paging message through a particular path.
U, may represent the computational cost for an FA to check its visitor list to find

whether there is a record for an MN [43] [44]. Vi can be expressed as:
Vwire = U + Uy (51)
3.3.3.1 UIP Paging Scheme

The average paging cost of the proposed UIP scheme between two location tracking

requests for each MN is:
(

Nsz"re + V;zir L=1

E[C(E)](UIP) = (1_pout)Vwire (52)

L
{ +Dout Ei:g pi(UIP)LUi(UIP) 2 < L < N.

Wiy py CAN be calculated as:

wi(UIp) = Z nijire + V;u'r (53)

j=2
where n; can be obtained from (45).

(49) and (50) give the relationship between location probabilities and mobility
rates. Since we use mobility rate of all users in a subnet as the paging criterion in the
UIP scheme, the probability that the paged MN is residing in the ¢th paging group,

L€, Pigpy I (52), can be approximated as:

. _ Dyen E[Py(K)]
p’L(UIP) - évzl E [Py(K)]

(54)

where A; is the set of subnets in the ith paging group. Note that Piyrpy 18 the same

for all the users.
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3.3.3.2 UPP Paging Scheme

The average paging cost of the UPP scheme between two location tracking requests

for each MN is:

c
E[C(‘C)](UPP) = Zpi(UPP)wi(UPP) (55)
i=1
where Wiy ppy is: |
Wigrppy = D (Ui + Vair) (56)
7j=1

Note that p;,,,,, is user-variant. For different MNs, Piyppy 18 different. Assume for
user x, the probability that user x is in the ith paging group at the paging moment

can be calculated as:

Piwem = 22 Ty (57)

YEA;
m, is different from g, ,,. m; is the location probability that user z is in subnet y at

the paging moment, while g,_,, is the transition probability that user x moves out of

its current subnet to subnet y. They can be related as:
W; = Pout " Qz—y (58)

Note that for (54), when there is only one user inside the paging area, the value
of E[P,(K)] is between [0, 1], and Z;V:l E[P,(K)] = 1. Therefore in this case, p;,,
calculated based on mobility rate is exactly the same as p;,,,, in (57) for a specific

user.

3.4 Performance FEvaluation

In this section, we demonstrate the performance comparison between the UPP scheme
and the proposed UIP scheme. Based on (52) and (55), we compare the paging costs
of these two schemes for various scenarios. We will first investigate the paging cost
based on the assumption that accurate location probability information is provided in
each user profile. Then we will consider the case when there is discrepancy between

the actual location probabilities and the ones provided in user profiles.
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For the analysis in this chapter, we assume the costs for transmitting and process-
ing paging messages are available. These costs account for the wireless and wireline
bandwidth utilization and the computational requirements in order to process the
paging messages [46]. The methods for determining the cost parameters are discussed
in [43] [44]. Table 2 lists the cost parameters used in our performance analysis. For
performance comparison purpose, all the cost parameters are normalized to U; such
that U; = 1. We consider two sets of cost parameters. The selected data sets allow
us to study the effect of varying the ratio of V;;, to U, on the performance of the pro-
posed paging scheme. Since generally the wireless resource is more scarce compared
with wireline bandwidth, the transmission cost over the wireless link is several times
higher than the wireline transmission cost. In our analysis, we set the paging cost of
broadcasting the polling messages over the air, V,;,., the same and twice higher than
the processing cost at each FA in the two sets, respectively. We also assume there are
totally 20 subnets in a paging area, i.e., N = 20, and the total number of users in a
paging area is 100, i.e., M = 100. Note that experiments for different values of M
are conducted, and for most of the results we show below, the average paging cost of

the UIP scheme does not change much when M > 20.

Table 2: Cost Parameters for Evaluating Paging Schemes in Mobile IP

Cost Parameters ‘ Set 1 ‘ Set 2

Vwire 3 3
Uy 1 1
U, 2 2

V;.ir 2 4

3.4.1 Paging A Single User

First, we compare the paging costs when the system pages one user at a time.
In (52), the paging cost is dependent on the user mobility parameter p,y;. In

order to make (52) and (55) comparable, we introduce a “virtual subnet” concept.
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We assume at the end of the last time period 7T, all the users are in a virtual subnet
which is located outside the whole paging area. During the current time period, all
the users move out of the virtual subnet into subnets inside the paging area under
consideration. Thus, p,,; = 1 and Ty = Qooy 1D this case. The advantage of the
introduction of virtual subnet is that the subnet dependent parameter p,,; is removed
from our analysis and the performance comparison is simply between paging based
on user mobility rate and paging based on subnet location probability. However,
under this assumption, we lose the chance that each MN stays in its last registered
subnet. Therefore, the paging cost calculated under this virtual subnet assumption

is the upper bound of the paging cost for UIP scheme. (52) is then changed to:

NVwire + Vair L=1
EC(O))wrry < (59)

L
Ei:Qpi(U]P)w’i(UIP) 2 S E S N.

and pj,,,,, are obtained from (53) and (54), respectively.

Wiy 1 py

3.4.1.1 Uniform Location Probability Distribution

We first study the relationship between the upper bound of the paging cost of the
proposed UIP scheme and the paging cost of UPP scheme, under uniform location
probability distribution.

Figure 23 plots the average paging cost as a function of the maximum number of
paging steps, £, when the subnet location probabilities of all the users are uniformly
distributed. Since all the users are equally likely to be anywhere in the paging area,
the total number of users in a paging area, M, does not influence the result.

In Figure 23, the solid lines are for parameter set 1 when V,;, = U,, while the
dashed lines are for parameter set 2 when V,;, = 2U,,. It can be seen from the figure
that the average paging costs decreases as the maximum number of paging steps
increases. This result is consistent with the conclusions given in [49]. When all the

users are uniformly located in each subnet, the probability of UIP scheme calculated
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Figure 23: The average paging cost for uniform location probability distribution,
when paging a single user.

based on user mobility rate, p; vrp), is exactly the same as the probability of UPP
scheme calculated based on location probability provided in user profiles, p; yvpp). It
is observed in Figure 23 that the upper bound of the paging cost of the proposed
UIP scheme is slightly higher than that of the UPP scheme, when V,;, = U,. The
maximum difference is only 5%. However, when Vj;, is larger than U,, UIP scheme
may save paging cost significantly. Our results demonstrate that up to 34% cost can
be saved by the proposed UIP scheme when V;;, = 2U,. This is because under UIP
scheme, after receiving the paging request from the paging initiator, each FA does
not need to send polling messages to all the MNs in its subnet through wireless links.
Instead, it consumes processing cost U, by checking its visitor list of semi-idle users.
Therefore, the more precious the wireless resources are, the more cost can be saved

by the proposed UIP scheme.
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3.4.1.2 Truncated Gaussian Location Probability Distribution

Truncated Gaussian distribution is a typical location probability distribution for sys-
tems under isotropic random motion [58]. The discretized version of truncated Gaus-

sian distribution with zero mean mentioned in [47] is expressed as:

1

orf (& )W/

o? is the variance and erf(-) is the error function defined as:

Ty = e 27 da: where y=1,--- N (60)

erf(z (61)

=k

Note that the p; yrp) calculated based on mobility rate is an aggregated result
of the motions of all MNs. Theoretically, the distribution of PiuIp) €an be of any
type depending on the mobility pattern of each user. The more chaotic and irregular
the mobility patterns of all MNs are, the closer the aggregated p; vyrp) approaches to

uniform distribution.
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Figure 24: The average paging cost for shifted truncated Gaussian location proba-
bility distribution, when paging a single user.

Figure 24 shows the upper bound of the average paging cost of the UIP scheme and

the average paging cost of the UPP scheme, when the user location probabilities are
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of truncated Gaussian distribution with mean zero and variance one. Since MNs are
located in different subnets, we circularly shift the values in the location probability
distribution of each MN by sizes ranging in [0, 20]. Thus, the index of the mean of
each shifted distribution indicates the most likely subnets an MN will be.

When user location probability is of truncated Gaussian distribution, the average
paging cost drops very quickly when £ varies from 1 to 6. This result is also similar
to the conclusion in [49]. It is noticed from Figure 24 that the upper bound of the
average paging cost of the UIP scheme is still slightly higher than that of the UPP
scheme, when V,;, = U,. The maximum difference is 9%. When V,;, = 2U,, the UIP
scheme results in lower paging cost when £ < 6. The cost saving is up to 33%. For
L > 6, the UIP scheme pays slightly higher cost compared with UPP scheme. This is
due to the discrepancy between the aggregated probability p; yrp) and the individual
probability piupp)-
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Figure 25: The average paging cost for variant truncated Gaussian location proba-
bility distribution, when paging a single user.

Figure 25 gives the upper bound of the average paging cost of the UIP scheme

and the average paging cost of the UPP scheme, when the user location probabilities
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are of truncated Gaussian distribution with different variances. Standard deviation
o is chosen between [1.0, 2.0] for different MNs. Standard deviation of the subnet
probability distribution of the paged MN is assumed to be 1.5.

Figure 25 shows a similar result to that in Figure 24, i.e., when Vi, = 2U,, the
upper bound of the average paging cost of the UIP scheme is reduced by up to 34%
when £ < 10. For £ > 10, the upper bound of the paging cost of the UIP scheme is
slightly higher than the paging cost of the UPP scheme. We also perform experiments
when o of the subnet probability distribution of the paged MN changes from 1.0 to
2.0. Our results show that as o of the paged MN increases, more paging cost can
be reduced by the proposed UIP scheme compared with UPP scheme. When o of
the paged MN is small, the likely locations of the MN is concentrated on a small
portion of subnets with high probabilities. The average paging cost is small in this
case. On the other hand, when o is large, the likely locations of the paged MN will be
stretched to more subnets, which leads to a higher average paging cost. The mobility
rate employed in the UIP scheme is an aggregated result of mobility behaviors of
all MNs. Thus, the performance of the UIP scheme based on the aggregated PiUIP)

should be in between of these two cases.
3.4.1.8 User-Variant Location Probability Distribution

The location probability distribution of each MN may not be the same. Next, we
investigate the impact of user-variant location probability distribution. We assume
there are two groups of users. The location probability of the first group users follows
a truncated Gaussian distribution with mean zero and variance one. The location
probability of the other group users follows a uniform distribution. Assume that each
group has 50% of the total users. The paged MN is randomly chosen from all the
users. Its location probability may follow either a truncated Gaussian distribution or

a uniform distribution.
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Figure 26: The average paging cost for user-variant location probability distribution,
when paging a single user.

Figure 26 plots the average paging costs for user-variant location probability dis-
tribution. Two cases of the UPP scheme are considered. One is for the paged MN
with a truncated Gaussian distribution. The other is for the paged MN with a uni-
form distribution. Our results show that the upper bound of the paging cost of the
UIP scheme is larger than the paging cost of the UPP scheme when the subnet prob-
ability of the paged MN follows a truncated Gaussian distribution, but less than the
case when the location probability of the paged MN is uniformly distributed. It is
concluded in [47] that the uniform distribution achieves the worst performance of
any distribution in the sense that it results in more paging cost. When the location
probabilities of a specific user are of uniform distribution, the UPP scheme achieves
the worst performance. It is equivalent to the case that the system does not have any
information on the future locations of the user at all. This may possibly happen in
real systems. However, for UIP scheme, the worst case corresponds to the uniform
distribution of mobility rates which is equivalent to the case that all the subnets have

the same mobility rates. In other words, within the same time period, all the subnets
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have the same number of new idle users moved in. This is unlikely to happen.
3.4.1.4 Summary

Note that the performance results of the proposed UIP scheme are obtained under the
worst case: the average paging costs shown are the upper bound, i.e., the information
of the last registered location is not considered, and the cost of paging through wireless
links is the same or only twice higher than the processing cost at each FA. The actual
paging cost of the UIP scheme is lower than that in above results if the last registered
location information is incorporated or the wireless resources are more precious.
From the above results, we may conclude that for the case of paging one user at
a time, the performance of the proposed UIP scheme is comparable with that of the
UPP scheme. When there is not much information on individual user behavior, the

proposed UIP scheme performs better than the UPP scheme.
3.4.2 Paging Multiple Users

Since the system and MNs synchronize on the time slots for paging, there are pos-
sibilities that multiple paging requests are needed to be sent out in one time slot.
When there are multiple users to be paged at one moment, the paging initiator
may aggregate all paging requests into a single paging message. This optimization
method is described in [20] and the paging message format for paging multiple MNs
is also illustrated. Paging request aggregation helps to reduce the paging overhead
as the number of paged MNs increases. However, this method is not suitable for
UPP scheme since each paged MN follows different location probability distributions.
Different partitions of the paging area are used for each user.

We compare the paging costs of UPP and UIP schemes for paging multiple MNs
at one moment. We assume the paging initiator and each FA have the ability to
aggregate multiple paging requests and send out one single paging message to other

FAs and through wireless links, respectively.
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Since it is hard to implement paging request aggregation for UPP paging scheme,
the system processes each paging request separately when there are more than one
users to be paged at a time. The total average paging cost of the UPP paging scheme
is:

Q £
E[C('C)](UPP) = Z Zp?(UPP)wi(UPP) (62)

z=11=1

where 2 is the total number of MNs to be paged at one time. w,,,,, can be calculated

according to (56). is user-variant and it is defined in (57). Here we assume the

Pigpe)
number of partitions for all the paged MNs are the same, i.e., the paged MNs have
the same paging delay requirement.

We still incorporate the “virtual subnet” concept and compute the upper bound
of the paging cost of UIP scheme. When multiple MNs are found on the visitor lists
of FAs during a paging step, those FAs poll the single or multiple users wirelessly in
their subnet. So the worst case is that all the n; FAs in the ¢th paging group send

out a polling message through wireless links. The upper bound of the average paging

cost, of the UIP scheme is:

N(Vwire + V;zi'r) L=1
E[C(L)|wipy < (63)
2522 DiwrpmWiwrp 2< LN

Digyrpy 18 the same for all the users and it is defined in (54). Here w;,, is:
Wigrpy = Z 1 (Vawire + Vair) (64)
=2

Note that the upper bound of the average paging cost of the UIP scheme is inde-
pendent of the number of the paged MNs at one time, (2. Therefore, the UIP scheme
is very efficient in saving the system resource when paging multiple MNs, since the
upper bound of the average paging cost does not change as the number of paged users
grows, if the last location information is ignored.

Figure 27 and Figure 28 show the average paging cost for user-variant location

probability distribution, when paging multiple MNs at a time. The upper bound of
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Figure 27: The average paging cost for user-variant location probability distribution,
when paging multiple users, 2 = 4.

the paging cost of the UIP scheme does not change when the total number of paged
MNs, €2, changes from 4 to 8 in the two figures. From the figures we may see that the
UIP scheme reduces the paging cost drastically as {2 increases. When €2 = 4, the UIP
scheme saves up to 50% and 58% cost compared to the UPP scheme for parameter
set 1 and set 2, respectively. When {2 = 8, the maximum cost reduction is 75% and
79% for set 1 and set 2, respectively.

The advantage of the UIP scheme is obvious in this case. The user independent
nature of the UIP scheme determines that it is very convenient and cost-efficient to
page multiple users using UIP scheme and paging request aggregation. Considering
the complexity of performing subnet partition and polling paging request individually

for each MN when using UPP scheme, the UIP scheme is more preferable.
3.4.3 Confidence of Location Probabilities

For the above results, we assume perfect user location information is provided in the
user profiles, i.e., accurate subnet probability distribution as the basis for the UPP

scheme. Now, we study the impact of using erroneous location information.
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Figure 28: The average paging cost for user-variant location probability distribution,
when paging multiple users, {2 = 8.

Assume the confidence level of the prediction of the location probability is «.
Confidence level implies the uncertainty of the predicted parameter. It provides a
range of plausible values for the unknown parameter. In order to investigate the
effect of confidence level on the paging schemes, we consider a simple model where
the actual locations of each MN follow the truncated Gaussian distribution with
mean zero and variance one. However, since the user profiles give imperfect location
information with confidence «, there is (1 — «) possibility that the UPP scheme uses
erroneous location information for paging. When erroneous location information is
used, it is equivalent that the system does not have any information of users at all.
Thus, (1 — «) percent of the total paging cost comes from the calculation based on

uniform location distribution, i.e.,
E[C(O))wrp) = aE[C(L)lypp) + (1 = Q) E[C(L)]ypp) (65)

where E[C(L)]{;pp) is the paging cost computed based on shifted truncated Gaussian
distribution and E[C(L)]f;ppy is the paging cost computed based on uniform distri-

bution. Since the paging cost of the UIP scheme is calculated based on the actual
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user mobility rate, the confidence level does not influence its result and the upper

bound of the paging cost is expressed in (52).
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Figure 29: The average paging cost when imperfect location information is used,
a = 80%.

Figure 29 and Figure 30 plot the average paging cost of the two paging schemes,
when a = 80% and a = 90%, respectively. Comparing with Figure 24, the results
indicate that when imperfect location information is used, the paging cost of the UPP
scheme increases. The increase percentage is 16% when o = 80% and 10% when
a = 90%. In both figures, the UIP scheme pays less cost compared with the UPP

scheme. Therefore, UTP scheme provides relatively good performance consistently.
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CHAPTER 1V

PAGING-AIDED CONNECTION SETUP FOR
REAL-TIME COMMUNICATION IN MOBILE

INTERNET

4.1 Problem and Solution

Mobile IP is a solution for mobility on the global Internet [13] [25]. It has been
standardized by Internet Engineering Task Force (IETF) to provide continual Internet
connectivity to mobile users. Mobile IP introduces three new functional entities:
home agent (HA), foreign agent (FA), and mobile node (MN). When an MN moves
out of its home network, it obtains a temporary address: care-of address (CoA). This
address is used to identify the MN in the local network. When the MN moves from
one foreign network to another, it registers its new location, i.e., its new CoA, to its
HA. Packets for an MN are sent to its permanent address, i.e., its home address first.
The HA intercepts all the IP packets destined to the MN and tunnels them to the
serving FA of the MN. The FA decapsulates and forwards these packets to the MN.

A major problem of mobile terminals is their limited battery capacity. Mobile TP
requires that an MN registers its new location to its HA whenever it enters a new
subnet. Statistics indicate that the power of actively communicating MNs spent in
location updating is an order of magnitude greater than the power spent in standby
mode, where MNs perform location updates less frequently [59]. In order to save
the battery power consumption at mobile terminals, IP paging is proposed as an
extension for Mobile IP [17] [21].

As described in Chapter 3, under Mobile IP paging, an MN is allowed to enter a
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power saving idle mode when it is inactive for a period of time. During the idle mode,
the system knows the location of the MN with coarse accuracy defined by a paging
area which is composed of several subnets [17]. The MN may also deactivate some
of its components for energy-saving purpose. An MN in idle mode does not need to
register its location when moving within a paging area. It performs location update
only when it changes paging areas. When packets are destined to an MN in idle mode,
they are terminated at a paging initiator. The paging initiator buffers the packets and
locates the MN by sending out paging requests within the paging area. After knowing
the exact location of the MN, i.e., the subnet where the MN is residing, the paging
initiator forwards the data packets to the serving FA of the subnet and further to the
MN. When an MN is in active transmission mode, it operates in the same manner
as in Mobile IP and the system keeps the exact updated location information of the
MN. The state transition diagram of MNs with paging support is shown in Figure 19.

Next generation Internet is expected to support multimedia communications. For
real-time data traffic such as Internet telephony, video conferencing, audio library, and
news-on-demand, Quality of Service (QoS) provision must be guaranteed so that the
real-time traffic may get predictable service [60]. There has been a lot of research on
the provision of QoS guarantees in the environment of wireless and mobile Internet
[61] [62] [63] [64]. The Resource Reservation Protocol (RSVP) was developed by
IETF to support the signaling of end-to-end IP QoS [65]. It allows a host on behalf
of a real-time application to request a given QoS from the network. Mobile RSVP
(MRSVP) was later proposed to resolve the impact of mobility on RSVP in mobile
computing environments [66]. Under RSVP, signaling messages exchange along the
path between the source and the destination to reserve the requested resource for the
real-time traffic. After resource reservations are established in each router along the
path, the application makes use of these reservations to send real-time traffic.

When there is a real-time communication request from a correspondent node (CN)
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to an MN in idle mode, a connection between the CN and the MN along which the
requested resources are reserved should be set up for the real-time data traffic. RSVP
signaling messages are first sent from the CN to the HA of the MN. When both Mobile
IP paging and RSVP are supported in the network, the HA operates in two phases
sequentially before the real-time communication. During the first phase, the HA pages
the MN to find its exact location. Then, the HA sets up a RSVP path and reserves
the requested resources along the path between the HA and the corresponding FA of
the MN. Therefore, the signaling delay before the data communication is the sum of
the paging delay and the connection setup time of the RSVP path.

In this chapter, we introduce a new scheme for fast connection setup of real-time
communication. Under the proposed scheme, the total signaling delay is reduced
compared with the traditional scheme. We make the following assumptions in the

rest of this chapter:

e The receivers of the real-time traffic are mobile users roaming across the net-

work.
e Both Mobile IP paging and RSVP are supported in the network.

The focus of this chapter is the connection setup phase before the real-time communi-
cation. How to maintain the real-time communication during the handoff procedure
when an MN moves from one subnet to another is beyond the scope of this chapter.

The proposed scheme was first described in [67]. This chapter is organized as
follows. In Section 4.2, the related work on Mobile IP paging and RSVP is reviewed
in detail. In Section 4.3, the proposed paging-aided connection setup scheme is pre-
sented. The protocols for unicast and multicast communications are described. After

that, in Section 4.4, the performance of the proposed scheme is evaluated.
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4.2 Background

In this section, we introduce the related work on Mobile IP paging. We also explain

the details of RSVP.

4.2.1 Mobile IP Paging

Currently, there are three major paging protocols proposed for Mobile IP. In home
agent paging [18], the HA acts as the paging initiator and buffers the data packets
to MNs before paging. When an MN registers with its HA, it also sends a multicast
address of all the FAs in its current paging area to the HA. This multicast address is
used for HA to send paging requests. After receiving paging requests, all the FAs in a
paging area broadcast paging messages to MNs in their subnets through wireless links.
The paged MN sends a paging reply to the paging initiator through its serving FA.
The HA updates the current location of the MN and forwards all the buffered packets
to the MN. In foreign agent paging [19] [20], the paging initiator is the registered
FA, which is the FA that an MN registers with when entering a new paging area.
Note that the registered FA of an MN is not necessarily to be the current serving FA
of the subnet the MN is residing. The registered FA buffers data packets destined
to an MN in idle mode and sends paging requests to all other FAs in the paging
area. Domain paging is a distributed paging architecture, where the paging initiator
is dynamically selected from the routers along the path from the domain root router
to the last serving FA of the MN [18]. The decision of the paging initiator depends

on the paging load of each router.
4.2.2 RSVP Signaling

RSVP signaling messages are carried directly within IP packets following the same
paths between the source and the destination as the associated application data pack-
ets. The two primary messages are PATH (path establishment) and RESV (reser-

vation). In order to determine and record the path through which the application
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data will traverse, the sender transmit periodic PATH messages to the receiver which
contains: the IP address of the node sending the message; the QoS being requested;
and a flow that defines which packets are to receive the specified QoS. The flow is
specified as a set of protocol header fields that can be used by a node to distinguish
the application data packets from all others. Routers along the path modify the
PATH messages by swapping its own IP address with that in the sender field, and
forwards the message to the next hop. In order to actually reserve resources along
the path from the sender to the receiver, the receiver responds to PATH messages
with RESV messages. Routers along the path correlate RESV messages with previ-
ously seen PATH messages, examining the QoS on a hop-by-hop basis to determine
whether there are sufficient resources to fulfill the request. If so, a router reserves the
necessary resources and sends the RESV message to the node from which it received
a PATH message. Once resources have been reserved along the entire path, i.e., the
connection between the source and the destination is set up, the sender begins to
transmit real-time data packets.

Some additional features of RSVP are:

e An RSVP reservation is unidirectional. Bidirectional real-time flows require two

reservations.

e Reservations are initiated by the receiver. This allows RSVP to accommodate

multicast groups with large and changing group membership.

e RSVP does not perform its own routing. It uses information provided by un-

derlying routing protocols to determine the paths along which to request the

QoS.

e RSVP makes reservations at each router for a limited lifetime. Each data ses-

sion’s PATH and RESV messages must be retransmitted periodically to refresh
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the state information held by routers along the path. This soft-state signal-
ing ensures that reserved resources along any given path will be automatically

released if routes change during the lifetime of a data session.

e RSVP may merge resource reservation requests from different branches of a
multicast tree to a single reservation request. The outgoing reservation request

must satisfy all the requirements of the incoming requests.

4.3 Paging-Aided Connection Setup for Real-time
Communication

In this section, we propose a new scheme for fast connection setup of real-time com-
munication in mobile Internet. Since the signaling messages of location registration
and paging are not avoidable for MNs roaming across Internet, it is desirable to utilize
these messages to achieve connection setup concurrently. Thus, the total signaling
delay before the data communication is reduced. We explain the detailed operations

in the following.
4.3.1 Unicast Case

First, we assume the communication is unicast in which one sender and one receiver
are involved.

The proposed scheme employs home agent paging architecture [18]. When an MN
in idle mode moves from one paging area to another, it performs idle mode location
registration to its HA. During the location registration procedure, besides the home
address and the newly obtained CoA of the MN, the FA of the subnet where the
MN is currently visiting inserts a multicast address of all the FAs within the current
paging area into the location registration message. This multicast address is used to
identify the paging area. The extended location registration message is sent to the

HA of the MN, as shown in Figure 31.

82



- A
===» REG message . MN
wumnme REG message +

dr.

multicast a

Figure 31: Procedure of location registration.

If a CN wants to have a real-time communication with an MN in idle mode, the
CN sends out RSVP PATH messages to set up a connection. These RSVP signaling
messages are sent to the HA of the MN first. The HA needs to find the exact location
of the MN. It checks its record of the MN and sends out combined messages of paging
request and RSVP PATH to the identity of the paging area, i.e., the multicast address.
In other words, the combined messages are sent to all the FAs within the paging
area, as illustrated in Figure 32. These messages have the information for paging:
the multicast address of the paging area and the home address of the paged MN.
They also contain the information to support RSVP PATH function. The combined
paging and PATH messages follow the shortest-path IP route toward the destinations,
installing path and QoS states in each router as they go.

After receiving the combined messages, the FAs extract the paging information
from the signaling messages and page the MN in their subnets over the air. The
paged MN sends paging reply message to its serving FA after receiving the paging

request. The corresponding FA of the MN sends the combined message of paging
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Figure 32: Procedure of sending paging request and RSVP PATH messages.

reply and RSVP RESV to the HA. This message retraces the steps of the matching
PATH messages, establishing resource reservation in each router along the path, as
shown in Figure 33. Note that other FAs do not reply to the paging requests. The soft
states in the routers along the paths between the HA and other FAs will be expired
after a certain period. Finally, if the combined message reaches the HA, resources are
established along the entire path and the HA obtains the location information of the
paged MN at the same time. The HA updates the record of the MN and sends the
RSVP RESV message back to the CN to finish the real-time connection setup.

Note that by employing home agent paging architecture, the established connec-
tion from the HA to the serving FA of the MN follows the shortest IP routing path. If
other paging architectures are employed, the shortest-path property cannot be guar-
anteed. For example, if foreign agent paging architecture [19] [20] is employed, i.e.,
the registered FA functions as the paging initiator to send out paging requests. Under
the proposed scheme, the path along which the resources are reserved will be from

the HA to the registered FA and further to the corresponding FA of the paged MN,
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which is not necessarily to be the shortest path.
4.3.2 Multicast Case

RSVP may scale to very large multicast groups because it uses receiver-oriented reser-
vation requests that merge as they travel up the multicast tree. The proposed scheme
is also applicable to multicast communication by using paging request aggregation [20]
and RSVP reservation request aggregation [65]. The flow chart of the operation on
multicast communication is shown in Figure 34. In the figure, we assume there are
two real-time traffic receivers. If the receivers of the real-time traffic do not belong to
the same home network, the operations are similar to the case of the unicast communi-
cation. Each connection between the CN and one of the receivers is setup separately.
If the receivers belong to the same network but are not located in the same paging
area, one aggregated RSVP PATH message is sent from the CN to the HA of all the
receivers. The HA operates the same as for unicast communication to each receiver.

If the receivers are located in the same paging area, the HA sends an aggregated
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message with paging request and RSVP PATH function to the multicast address of
the FAs within the paging area. This aggregated message lists the home addresses of
all the paged MNs. The message aggregation helps to reduce the signaling overhead

as the number of receivers increases.

The sender requests real—time
traffic for MN1 & MN2

MN1 & MN2
belong to the same HA?

NO

YES
, !
Send RSVP PATH Send one aggregated RSVP PATH
messages to the HAs message to the HA
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Each HA takes care
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Send one aggregated paging request
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paging area. The message contains
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Figure 34: Flow chart for multicast case.

4.4 Performance FEvaluation

In this section, we evaluate the proposed scheme in terms of connection setup time,
signaling overhead, and processing overhead. We compare the proposed scheme with
the traditional scheme: connection setup without the help of location registration
and paging. Table 3 lists the performance analysis of the two schemes for unicast
communication. We assume there are N FAs within a paging area. When comparing
the connection setup time of the two schemes, we compare the time to set up a real-
time connection between the HA and the serving FA of the receiver. When comparing
the number of signaling messages, we do not take the periodic updates of the PATH

and RESV messages to refresh their soft states in each router into account.
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Table 3: Performance Analysis of Paging-Aided Connection Setup Scheme

Connection setup with- Paging-aided

out the help of paging connection setup
Connection Time for sending and Time for sending and processing
Setup processing (paging request (combined message of
Time + paging reply paging request & PATH
(from HA to + PATH message + combined message of
the serving FA) || + RESV message) paging reply & RESV)
Number of N paging requests (flooding) | N combined messages of
Signaling + 1 paging reply (unicast) paging request & PATH (flooding)
Messages + 1 PATH message (unicast) | + 1 combined message of

+ 1 RESV message (unicast) paging reply & RESV (unicast)

Processing 1 path is setup “softly” N paths are setup “softly”
Overhead + 1 path is setup “hardly” + 1 path is setup “hardly”

From the table, we may see that the proposed paging-aided connection setup
scheme has advantages over the traditional scheme in terms of fast connection setup
and less signaling messages. But it requires more processing resources in routers.
Note that sending and processing RSVP messages usually require more time than
paging messages, since each router along the communication path needs to modify
the PATH messages, setup QoS states, and reserve the requested resources. The time
of sending and processing combined paging and RSVP messages is approximately
equal to that of sending and processing pure RSVP messages. Therefore, under the
proposed scheme, the time for paging can be saved. The total signaling delay for
connection setup is approximately equal to the time for RSVP path setup under the
traditional scheme. The total number of signaling messages are also reduced under
the proposed scheme. But note that there is additional overhead of each combined
signaling message due to the increase of packet size. Under the proposed scheme,
more path and QoS states are installed in the routers as the RSVP PATH messages
travel. But these states are soft states and will be expired later. In addition, no

resources are actually reserved if no further RESV messages are sent by the receiver.
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These temporarily soft states also do not influence the resource reservation by other

data sessions.
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CHAPTER V

LOCATION MANAGEMENT IN NG
HETEROGENEOUS WIRELESS OVERLAY

NETWORKS

5.1 Problem and Solution

NG wireless system is aiming to develop a framework of ubiquitous and integrated
networks for mobile users using a wide variety of wireless technologies to access the
worldwide information infrastructure [8]. Currently, various wireless technologies and
networks have been deployed and cover different needs and requirements [68]. Wireless
LANs (WLANS) [1] are good for local area access to high-speed and low mobility data
communications. Traditional and NG cellular networks may provide voice and data
services for wide areas. Satellite networks have been used extensively in various
military and commercial applications for worldwide coverage. NG wireless system is
envisioned to be able to satisfy diverse communication requirements simultaneously
via a common infrastructure [69].

To support global roaming, NG wireless system requires the integration and in-
teroperation of heterogeneous mobility management techniques [6]. Mobility in a
hierarchical structure or multilayered environment should be supported. A basic re-
quirement of the integration of heterogeneous networks is downward compatibility [70],
which means, mobile users subscribing to multiple networks will receive services from
the integrated wireless system; at the same time, the original users will still receive
services from their individual networks without being affected by the integration.

This will be achieved by integrating the inherited mobility management schemes of
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each individual network [71].

One possible mobility management architecture for the integration of heteroge-
neous networks is to build a global common home location register (HLR) which
connects to all visitor location registers (VLRs) in each individual network. This
HLR has a global knowledge of the whole system and stores user profiles of all users.
However, this architecture has the following problems. First, since individual net-
works use different signaling formats, authentication procedures, and registration op-
erations, it is difficult to merge heterogeneous HLRs of different networks into a single
HLR [70]. Second, business interaction between different wireless service providers is
another issue influencing the practicality of this architecture. Each individual net-
work stores user profiles of the subscribed users in their own HLRs. It is not easy to
ask heterogeneous networks to share user profiles in a single database. In addition,
this architecture changes the inherited mobility management architectures of each
network by asking each VLR to communicate with the global HLR, instead of the
already existing HLR in each individual network. In other words, this architecture is
not downward compatible.

To achieve downward compatibility, the new interworking entities handling inter-
system roaming between heterogeneous access networks should not replace existing
mobility management architectures in each network, even though some of the func-
tions or signaling in the present networks may be affected [72]. Different interworking
units (IWUs) are proposed to facilitate roaming between some specific pairs of practi-
cal networks, such as solutions for interworking IS-41 with GSM [73], integrating satel-
lite and terrestrial environment [74], and integrating WLAN and Third-Generation
(3G) wireless networks [75]. These IWUs form an additional level of the existing
mobility management hierarchy of each network and provide functions such as for-
mat transformation, address translation, as well as assistance on signaling message

transmission and connection setup. Some recent research efforts attempt to design
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general location management mechanisms for the integration and interworking of any
heterogeneous networks. A dynamic inter-system location management scheme for
any pair of adjacent networks was presented in [31]. The boundary location register
is proposed to facilitate roaming between different wireless networks. However, this
scheme is designed for heterogeneous networks with partially overlapping coverage at
the boundaries. It is not applicable for overlay networks where multiple networks are
fully overlapped.

When the service areas of heterogeneous wireless networks are fully overlapped, a
mobile terminal (MT) is reachable via multiple access networks to which it subscribes.
Under this heterogeneous overlay environment, the problem that in which networks
the user location information should be stored becomes critical. One intuitive solu-
tion is to let an MT update its location information in all wireless networks it has
subscribed when it roams in multiple overlay networks. A Meta-HLR database was
proposed for this solution in [76] to maintain the mapping between each MT and the
HLR addresses of the networks the user subscribes to. Similar solutions have been
proposed in the study of location management in multitier personal communications
services (PCS) system. The multitier HLR (MHLR) approach was introduced in [77]
[78]. A tier manager is built to be connected with all heterogeneous HLRs to indicate
in which networks the location information of MTs is stored. Based on this MHLR
approach, two location registration strategies were proposed in [70], namely single reg-
istration (SR) and multiple registration (MR). Under these two protocols, services are
always delivered through the lowest available tier network to users. The performance
modeling and comparison of these two location registration schemes were presented
in [79] [80]. However, it is not clear that where the Meta-HLR or the MHLR should
be built. In addition, the above schemes did not implement user preference call deliv-

ery, which is very important for NG wireless system supporting multimedia services.
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Mobile users may subscribe to multiple networks and they may have their own prefer-
ences on which type of service delivered through which specific network. Many other
parameters including network conditions, power consumption, and the reliability of
the reachable network will also influence the decision on the “best” network to deliver
services. It is not practical to always deliver multimedia traffics through the lowest
tier networks to all mobile users.

In this chapter, we introduce a new architecture for location management in NG
heterogeneous overlay networks. Under the proposed architecture, the location man-
agement procedure in each heterogeneous network does not change, i.e., the downward
compatibility requirement is satisfied. User profiles are still kept in the individual
HLRs and not shared by different networks. Three location management techniques
with user preference call delivery implementation are presented under the proposed
architecture for the integration of heterogeneous networks. Calls to MTs can be
delivered through any network without restrictions.

The proposed mobility management architecture was described in [81]. The pro-
posed location management schemes were introduced in [82]. This chapter is orga-
nized as follows. In Section 5.2, the proposed system architecture and problem for-
mulation for location management in heterogeneous overlay networks are described.
Then, in Section 5.3, three proposed location management techniques are explained
and the details of the signaling protocols are introduced. In Section 5.4, the analysis
of the signaling cost for the proposed schemes are presented. Numerical results are
also provided in this section to demonstrate the performance of the new protocols.

In Section 5.5, an enhancement method is described.
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5.2 System Architecture and Problem Formula-
tion
5.2.1 System Architecture
The heterogeneous overlay networks we consider in this chapter include many dissim-
ilar networks using different radio technologies and different network management
techniques. These heterogeneous networks have fully overlapping areas of coverage
and significantly different cell sizes ranging from a few square meters to hundreds
of square kilometers, as shown in Figure 1. For instance, WLANs may adopt IEEE
802.11a and 802.11b standards installed in public indoor locations. Conventional
cellular networks using standards GSM, IS-95, 1S-54/136 are deployed in different
countries. Geostationary Earth Orbit (GEO), Medium Earth Orbit (MEO), and
Low Earth Orbit (LEO) satellite systems are supposed to have a worldwide cover-
age. MTs with multiple physical or software-defined interfaces may seamlessly roam
between different access networks. Note that, the service area of a specific network
may not be continuous. Networks supported by different network operators may have
similar cell size.

We propose a new mobility management architecture for the integration of het-
erogeneous mobility management techniques. Under the proposed architecture, each
network keeps its own location management hierarchy (HLR/VLR) and registration
procedure unchanged. User profiles are maintained in the home database of each
network. As a result, there is no information sharing. We propose a Network In-
terworking Agent (NIA) which is connected to heterogeneous home databases in all
networks. The heterogeneous home databases could be the home agent (HA) for
WLANS, or HLR for cellular networks. An NIA is a database cache to maintain the
location information of MTs who subscribe to multiple network services. Thus, the
NIA is only responsible for supporting inter-system roaming to users who are able to

communicate with multiple networks. For users who only subscribe to one network,
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their roaming and location tracking will be taken care of by the location management
technique of the subscribed network itself. Therefore, the downward compatibility
requirement is satisfied under the proposed architecture. Note that the NIA only
stores the necessary information for users who have global roaming requests. It does

not maintain user profiles. The proposed system architecture is shown in Figure 35.
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Figure 35: The proposed architecture for mobility management in heterogeneous
overlay networks.

For NG wireless networks, the NIA is located in the backbone network — Internet.
In other words, various heterogeneous signaling control entities for mobility manage-
ment, such as HA /FAs for WLANs, HLR/VLRs for cellular networks, and fixed Earth
stations (FESs) for satellite networks, are connected to each other through Internet,
instead of a direct connection between themselves. The advantages of this architec-

ture are:

e Operators of heterogeneous networks do not need to have direct service level
agreements with each other. The operator of the NIA will take care of the
issues related to global roaming, such as billing, signaling, authentication, and

security. Thus, this approach is independent of individual system operators.
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e Installation and operating cost of the NIA can be shared among all the networks.
In addition, the NIA can help to enhance the system performance and reliability

by implementing high quality security and authentication functions in it.

e This method is scalable and easy to integrate any number of networks belonging
to different operators. If the number of heterogeneous networks increases or the
number of mobile users with global roaming requests increases, the NIA can
be built in a hierarchical structure to make it more scalable. The hierarchical
structure may incorporate locality information of user movement pattern. For
example, roaming with localized mobility can be taken care of by the NIAs at
the lower level in the hierarchy, while roaming from one continent to another

continent should involve the NIA at the highest level in the hierarchy.
5.2.2 Problem Formulation

Location management includes two major tasks: location registration and call deliv-
ery [39]. Location registration procedures periodically update the relevant location
databases with the up-to-date location information of an MT. The call delivery pro-
cedures locate the MT based on the information available at system databases when a
call for an MT is initiated. Two major steps are involved in call delivery: determining
the serving VLR of the called MT, and locating the visiting cell of the called MT. The
latter one is called paging. In heterogeneous overlay networks, if a user subscribes
to multiple networks, new challenges for intelligent location management techniques
include: through which networks an MT should perform location registrations; in
which networks the up-to-date user location information should be stored; and after
the system decides the “best” network to deliver a call to an MT, how to locate the
serving VLR of the MT in the “best” network.

In the following section, we propose three new location management techniques

which address the above challenges. We focus on the integration and interoperation
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of heterogeneous mobility management schemes. We do not change the inherited
mobility management schemes of each individual network, i.e., when an M'T updates
its location in a specific network, or when a call is delivered through a specific network,
the location registration procedure or the call delivery procedure follows the legacy

mechanism of the specific network.

5.3 Proposed Location Management Techniques

As described previously, one possible approach for location management is to let an
MT update its location in all subscribed networks. However, performing location
updates in all subscribed networks will generate significant signaling overheads as
the number of MTs increases. It will also set high requirements to the design of
physical hardware or software-defined interfaces at MTs. Moreover, the battery power
consumption at MTs is high.

In this section, we propose three location management schemes for NG hetero-
geneous overlay networks, namely Lowest Awvailable Tier Registration (LATR), a-
Posteriori Probability-based Registration (PPR), and Call History-based Adaptive Reg-
istration (CHAR). Under all three schemes, each MT updates its location only in one
network at any time. We call the network that maintains the up-to-date location
information of an MT as the registration network in this chapter. The NIA has a
record for each MT who has subscribed to multiple networks and has global roaming
requests. It keeps the updated information of the current HLR that has the lat-
est location information of an MT, i.e., the NIA knows to which network an MT is
performing location registrations.

In the remainder of the paper, we assume an MT has the capability to monitor the
signals from all subscribed networks in the standby mode so that it has the knowledge
on the availability of any network at any time. We assume there is a network entity

which can perform the “best” network selection for call delivery for each MT. This
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function can be implemented at each terminal or inside the NIA. In [23], a similar
policy module was proposed to select the “best” reachable network for handoff. Cost,
network conditions, power consumption, connection setup time, and user preferences
are considered as the parameters for the policy module. The design of the policy
module is beyond the scope of this chapter.

If the policy module is inside the NTA, it requires network availability information
to make decisions of the “best” network selection for each MT. Each MT knows the
availability of any network it subscribes to at any time by monitoring the signals
from all subscribed networks. When the MT moves out or moves into the service
area of a new network, it sends the network availability information to the NIA. In
this chapter, we assume the policy module is implemented inside the NIA.

Before describing the three proposed schemes, we first introduce the implementa-
tions of network availability transmission and user preference call delivery which are

supported in all proposed schemes.
5.3.1 User Preference Call Delivery

User preference call delivery is an important feature of NG wireless communications.
It indicates that mobile users have their own preferences on which type of service
should be delivered through which subscribed network.

The NIA maintains the records on which network stores the up-to-date location
information of each M'T. During the call delivery procedure, the call is first delivered
to the NIA through the calling HLR. The NIA consults with the policy module and
obtains the “best” network to deliver the call to the called MT. Depending on which
network the registration network of the called MT is, i.e., which network stores the
up-to-date location information of the called M'T, there are two possible scenarios to

deliver the call through the “best” network.
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Figure 36: Call delivery procedure when the registration network is the call delivery
network.

5.8.1.1 The registration network of the called MT is the “best” network

In this case, the NIA queries the HLR of the network which has the up-to-date location
information of the called MT. This network is also the “best” network to deliver the

call. The call delivery procedure as shown in Figure 36 is as follows.

(1) A call is initiated by an MT in its communication network and it is forwarded

to its serving mobile switching center (MSC)/VLR.

(2) The MSC sends a location request message to the HLR asking for the routing

information of the called MT.
(3) There are two possible scenarios:

(i) If the calling HLR finds the serving MSC/VLR of the called MT on its

record, then

(a) The calling HLR sends a request message of routing information to
the serving MSC. The procedure follows the call delivery protocol of
the calling network.

(b) The serving MSC of the called MT responds a routing number to the
HLR.
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(ii) If the HLR cannot find the location information of the called MT, it means

the called MT is performing location registrations with another network.

(a) The calling HLR sends a location request message to the NIA.

(b) The NIA determines the HLR which has the up-to-date location in-
formation of the called M'T and forwards the location request message
to the called HLR.

(c) The called HLR asks the serving MSC of the called MT for the routing
information.

(d) The serving MSC of the called MT responds a routing number to the
HLR.

(e) The called HLR sends the routing information to the NIA.

(f) The NIA forwards this information to the calling HLR.
(4) The calling HLR sends the routing information to the calling MSC.

(5) The call connection is setup between the two MSCs in two networks.
5.3.1.2 The registration network of the called MT is not the “best” network

In this case, the system does not have any location information of the called MT in
the “best” network. The system only knows where the called MT is in its registration
network. We propose a forced registration operation which is similar to the method
mentioned in [83] to let the system obtain the location information of the called MT in
the “best” network to deliver the call. The goal of the forced registration is to restore
the VLR record in the “best” network before call setup. First, the NIA tells the HLR
of the registration network to initiate paging procedure in the registration area (RA)
of the called MT. If paging is successful, the MSC controlling the RA sends a forced
registration message to ask the called MT to initiate a location update in the “best”

network. After the forced registration, the location information is restored in the
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“best” network and the call connection can be setup between the calling network and
the “best” network. Figure 37 shows the forced registration and call setup procedures

for this scenario. The steps are described as follows.
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Figure 37: Call delivery procedure when the registration network is not the call
delivery network.

(1) The calling MT sends a call initiation signal to the serving MSC in its commu-

nication network through a nearby base station.

(2) The MSC sends a location request message to the HLR asking for the routing

information of the called MT.

(3) The calling HLR cannot find the location information of the called MT. It sends

a location request message to the NTA.

(4) The NIA obtains the “best” network for delivering the call to the called MT. It
compares the “best” network with the registration network of the called MT. If

the “best” network and the registration network are different, then

(a) The NIA sends a paging request message and the “best” network informa-

tion to the HLR of the registration network of the called MT.
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(b) The HLR in the registration network sends a paging request message to
the MSC serving the called MT.

(c) The MSC in the registration network pages the called MT to determine

the cell location.
(d) The called MT replies to the paging message through a nearby base station.

(e) The serving MSC sends a forced registration message to ask the called MT

to initiate a location update in the “best” network.

(f) The called MT sends a location update message to the serving MSC in the

“best” network through a nearby base station.

(g) The called MSC in the “best” network updates its associated VLR indi-
cating that the MT is residing in its area and sends a location registration

message to the called HLR.

(h) The HLR in the “best” network updates its record indicating the current
serving MSC of the called MT and sends a registration acknowledgment

message to the called MSC.
(i) The called HLR sends a network update request to the NIA.

(j) The NIA updates its record and sends an acknowledgment message to the

called HLR.

(5) The NIA sends a location request message to the called HLR asking the routing

information of the called MT.

(6) The called HLR asks the serving MSC of the called MT for the routing infor-

mation.
(7) The called MSC responds a routing number to the called HLR.

(8) The called HLR returns this routing number of the called MT to the NIA.
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(9) The NIA forwards the routing information to the calling HLR.
(10) The calling HLR further forwards the routing information to the calling MSC.

(11) The call connection is setup between the two MSCs in two networks.

5.3.2 The Proposed Location Management Schemes

5.3.2.1 Lowest Available Tier Registration (LATR)

Because of the low access cost and high capacity, updating locations in the lowest tier
network is cheap and more bandwidth can be assigned for signaling traffic. Therefore,
under the LATR scheme, an MT always updates locations in the lowest available tier
network to save signaling cost. The lowest tier network has the smallest cell size.
When the service area of the lowest tier network is not available, the M'T performs
network switching: switches location registration procedure to the new lowest avail-
able tier network, i.e., updates the HLR in the new network with its current location;
meanwhile, the record of the MT in the NIA should be updated to indicate the new
network which has the up-to-date location information of the MT. Whenever the MT
moves out or moves into the lowest available tier network, one network switching is
required to update the information in the NIA. Note that the location registration
procedure of the LATR protocol is similar to the SR protocol proposed in [70]. But
the SR protocol does not implement user preference call delivery. Under the SR
protocol, users always receive services from the lowest available tier network, which
may not be practical in NG multimedia wireless system. The signaling messages of

network switching procedure as shown in Figure 38 are described as follows.

(1) The MT sends a location update message to the MSC controlling the RA where

the MT is residing in the new network.

(2) The MSC updates its associated VLR indicating that the MT is residing in its

area and sends a location registration message to the HLR of the new network.
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Figure 38: Network switching procedure.

(3) The HLR of the new network updates its record indicating the current serving

MSC of the MT and sends a registration acknowledgment message to the MSC.
(4) The HLR of the new network sends a network update request to the NIA.

(5) The NIA updates the record of the MT indicating the new network which has the
up-to-date location information of the M'T and sends an update acknowledgment

message to the new HLR.

(6) The NIA sends a registration cancellation message to the HLR in the old net-

work.

(7) The old HLR deletes the location information of the MT and forwards the
registration cancellation message to the MSC controlling the RA where the MT

is residing in the old network.

(8) The old MSC deletes the record of the MT in its associated VLR and sends a

cancellation acknowledgment message to the old HLR.
(9) The old HLR sends a cancellation acknowledgment message to the NIA.

The call delivery procedure with user preference call delivery implementation of
the LATR protocol follows either the procedure described in Section 5.3.1.1 or in

Section 5.3.1.2. If the “best” network for call delivery is the current lowest available
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tier network, the procedure in Section 5.3.1.1 is followed. No paging in the registration
network and forced registration in the “best” network are involved. If the “best”
network for call delivery is not the current lowest available tier network, the procedure
in Section 5.3.1.2 is followed.

The advantages of the LATR scheme are: since it is usually the cheapest to
perform location registrations in the lowest tier network, the LATR scheme causes
low registration cost. Besides, when a call is delivered from a network other than the
registration network, paging in the lowest tier network also leads to the lowest cost,

compared with paging in other available networks.
5.3.2.2 A-Posteriori Probability-based Registration (PPR)

There are several problems with the LATR scheme. First, this scheme classifies the
communication networks into a layered structure according to the size of cells. If two
heterogeneous networks have similar cell size, which network is chosen for location
registration should be pre-defined. Second, since the lowest tier network has the
smallest cell size, for high mobility MTs, the cell crossing rate is high, which leads
to a high frequency of location registrations. In addition, if the coverage area of the
lowest tier network is not continuous, the frequency of performing network switchings
is also high. Third, if most calls are not delivered through the lowest tier network,
excessive pagings in the lowest tier network will degrade the system performance.
One method to solve the above problems is to let the MT update its locations in
the network through which most calls will be delivered in the near future. Thus, less
pagings in the registration network are needed. Considering this, we introduce an-
other scheme called a-Posteriori Probability-based Registration (PPR) scheme. This
scheme is based on the assumption that the system has the knowledge on which net-
work will deliver most of the calls to an MT in the future. Given this information,

under the PPR scheme, an MT performs location registrations in the network through
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which most of the future calls will be delivered.

As described previously, each mobile user may have the preference on which call
should be delivered through which heterogeneous network. However, this preferred
network is not necessarily to be the registration network for the PPR scheme. The
policy module decides which network is the “best” network for call delivery. The
decision is based not only on the user preference, but also on many other factors,
such as network conditions, connection setup time, and power consumption. The
probability that future calls for an MT will be delivered from a network is the a-
posteriori probability, that is, the probability obtained after future call deliveries are
performed. Therefore, to implement the PPR scheme, the NIA should have the a-
posteriori knowledge on which network is the “best” network for future call deliveries
for each MT. However, in real systems, this knowledge is impossible to obtain in
advance.

Under the PPR scheme, except the criterion for choosing the registration network,
other operations are similar as under the LATR scheme. When the current registra-
tion network is not reachable to an MT, the MT consults the NIA for another “best”
network for location registration. Then, the MT performs a network switching and
updates the record in the NIA. When a call is delivered from a network different from
the current registration network, the system pages the MT in its registration network
and the MT updates its location in the call delivery network.

Since user preference is one important factor influencing the decision of call de-
livery network, most of the future calls will be delivered through the user preferred
network with high probability. In this case, the PPR scheme may save great system
resources on call delivery. However, the tradeoff is the location registration cost may

be high, if the registration network is not the lowest tier network.
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5.3.2.8 Call History-based Adaptive Registration (CHAR)

To implement the PPR scheme, the system must know the future call arrival pattern
in advance. The PPR scheme is based on the knowledge on future call delivery, which
is not available in practice. Next, we propose the third scheme which resolves the prac-
ticality problem of the PPR scheme, but still keeps its advantages. We propose the
Call History-based Adaptive Registration (CHAR) scheme, which incorporates com-
munication histories and call preferences into the design. Under the CHAR scheme,
when an MT roams between multiple networks, it still performs location registrations
in one network. However, the registration network is not fixed all the time. It is
dynamically changed according to the communication history of the MT.

An MT chooses the network with which it has the latest communication to per-
form location registrations: either the network which has the latest call delivered to
the MT, or the network through which the MT initiates the latest communication.
Since user preference call delivery is supported, if an MT performs location registra-
tion in the network of the latest call delivery, the probability that the next call will
be delivered through the same network is high. Thus, the signaling cost for call de-
livery can be reduced because the location information is maintained in the network
responsible for call delivery and no forced registration is involved. On the other hand,
after an M'T has communications through a specific network, the network has the up-
dated location information of the MT. Then, the MT continues to perform location
registrations in this network without changing to another network to register. Thus,
the signaling cost for location registration can be reduced.

The procedures of registration network selection is shown in Figure 39. When an
MT is first turned on, it consults with the policy module to get the “best” network
for itself and performs location registrations in this “best” network. The HLR of the
“best” network maintains the up-to-date location information of the MT. The NIA

keeps a record for each MT on the current HLR that stores the updated location
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the new communication network;
Perform network switching;
Update the record in the NIA;

I

Figure 39: Procedures of registration network selection for the CHAR scheme.

information. As long as the MT roams in the service area of this “best” network,
it updates its location in this network until the M'T has communications through
another network. When the M'T moves out of the service area of the current “best”
network, it asks the policy module for a new “best” network and updates the record in
the NIA. When there is a call delivered to the MT through another network, or when
the MT initiates a communication through another network, it means the current
“best” network changes to the new communication network. The MT switches the
registration network to the new network. Meanwhile, a network switching as shown
in Figure 38 is performed to update the record in the NIA. As a result, the MT
dynamically changes its registration network based on its communication history.
The call delivery procedure with user preference call delivery implementation of
the CHAR protocol also follows the procedures described in Section 5.3.1.1 or Section
5.3.1.2. Note that the probability that the next call delivery network is the same as the

current registration network is very high, if user preference call delivery is supported.
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The CHAR scheme is a feasible solution in real systems. It does not need to pre-
define the lowest tier network. It also does not require any a-posteriori knowledge
on user mobility and call patterns. When most calls are consecutively delivered from
one network, the CHAR scheme is able to keep the advantages of the PPR scheme,

while still resolves the problems caused by the LATR scheme.

5.4 Performance Analysis

In this section, we compare the performance of the three proposed location man-
agement schemes, i.e., LATR scheme, PPR scheme, and CHAR scheme. The total
signaling cost of location registration and call delivery is considered as the perfor-
mance metric. In order to determine the “best” network for call delivery, each MT
transmits the network availability information to the policy module when a network
is available or unavailable to it under all three schemes. Therefore, the signaling
overhead caused by network availability transmission is not considered in the total
signaling cost for performance comparison.

To simplify the analysis, we assume within a certain observation period 7', an MT
is in the service area of three heterogeneous overlay networks: network 1, network 2,
and network 3. Extensions of analysis to more networks can be conducted in a similar
way. The cell size of network 1 is the smallest, while network 3 has the largest cell
size. These three networks are overlaid to each other.

We consider the MT moves under a certain mobility pattern. The length of the
observation period 7' is chosen that the MT is always inside the lowest available
tier network, network 1, during 7', and the MT is reachable through three overlay
networks. We conduct our analysis specifically for this selected period. Note that
when the MT moves out of the current lowest tier network, another observation
period starts. The assumptions we made above will not influence the generality of

the conclusions we get from the analysis below.
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We define the following parameters for our analysis:

ci Average cost of performing location registrations only in network ¢ during the

observation period 7.

@; Cost of each call delivery through network ¢ without paging and forced registration,

i.e., the total cost of steps (1)-(5) in Figure 36.

a; Cost of each paging through registration network 4, i.e., the total cost of steps

(4.a)-(4.e) in Figure 37.

B; Cost of each forced registration through call delivery network i, i.e., the total cost

of steps (4.f)-(4.j) in Figure 37.

where ¢ =1, 2, 3.

Assume within the observation period 7', there are totally N calls delivered to
an MT. Define n;; as the number of calls delivered through network j to the MT,
when the MT is currently registering with network i, where 7, j = 1,2,3. Assume the
probability that a call is delivered from a specific network other than the lowest tier
network is p. Assume this specific network is the network with the highest a-posteriori
probability for call delivery under the PPR scheme. For the analysis in this chapter,
we assume this network is network 2. Hence, the probability that a call is delivered
from the other two networks is 1 — p. Assume a call is from the other two networks
with equal probability, i.e., a call is from network 1 and network 3 with probability

1— .
52, respectively.
5.4.1 Total Signaling Cost

We first calculate the total signaling cost of the three proposed schemes.

5.4.1.1 LATR Scheme

For the LATR scheme, the MT always performs location registrations in the lowest

tier network, i.e., network 1, during the period 7. The total signaling cost of location
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registration and call delivery of the LATR scheme is:

Crarr = ¢ + 1111 + (2 + o + Ba)nag + (3 + a1 + B3)nas (66)
where ny; + nyp +ni3 = N, % = p, and |t = "¢ = l%p. Therefore, the total

signaling cost of the LATR scheme during the period 7' can be expressed as in (67).

Crarr = a+ [d’l'%‘*‘(%4—@1+52)P+(¢3+a1+53)1;p] "N
- ar <¢1+¢3-2m1+/33> N+ <_%+¢2—%+%+52—%> Np (67)

5.4.1.2 PPR Scheme

Similar to the analysis for the LATR scheme, the total signaling cost of location

registration and call delivery of the PPR scheme is:

Cpnr = C2 + (91 + a2 + B1)Ng1 + dalige + (d3 + a2 + P3) 723 (68)
where Ny + Ny + Nog = N, ?i_]%[? = p, and ﬁ—ﬁ; = E% = 1%”. Therefore, the total

signaling cost of the PPR scheme during the period T can be expressed as in (69).

Cpne = 02+[(¢1+a2+5l)-1%p+¢2p+(¢3+a2+ﬁ3)1;p] N
= CQ+<¢1+¢3_2+—ﬂ1+ﬁ3 +012)N+ (—%—{—QSQ_%_OQ_%_%)NP(GS))

5.4.1.3 CHAR Scheme

For CHAR scheme, the MT performs location registrations in the network which has
the latest communication with the MT. After a call is delivered through a network
other than the current registration network, the M'T changes its registration network

to the new communication network. Therefore, the value of the average location
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registration cost during the period 7', ¢, is between the maximum and the minimum

values of ¢;. The total signaling cost of location registration and call delivery of the

CHAR scheme is:
(¢1 + g + P1)nan

Comar = C+ @101 + (2 + a1 + B2)Nia + (d3 + a1 + B3)Mas
+q52n22 + (¢3+a2+53)ﬁ23 + (A1 +as+51)ns1 + (Pa+ s+ F2)Niga + dsias
(70)

c+ Zqﬁznu + ZZ ¢ + i + B)

=1 j=1
J#i

where 33 | Z?Zl ni; = N, and

( 2
%:<p(17p) i=1,3and j =2
Y p(l%p) i=2and j=1,3

\p2 i=2and j =2

Therefore, the total signaling cost of the CHAR scheme during the period 7" can be

expressed as in (71).
3 3 1— P
Comar = ¢+ |¢op” + Z(¢j + o + B;) + Z(¢2 +a;+53) | p (T)
yot iz
1—
20
2

(b1 + (¢33 + 1 + B3) + (b1 + a3 + B1) + ¢3) (
( ﬂ+¢2_@+a2+52>

(s B

- ¢ 1Ty Ty 4
¢1 ¢3 ﬂl B?)

+<2+7+Z+Z+Z+4 (71)

5.4.2 Numerical Results
Now, we conduct some quantitative analysis by comparing the total signaling costs of

the three proposed schemes based on (67), (69), and (71). We assume that the costs
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of each location registration, call delivery, paging, and forced registration are avail-
able. These costs account for the wireless and wireline bandwidth utilization and the
computational requirements in order to process signaling messages [46]. The methods
for determining the cost parameters are discussed in [43] [44]. We set different values
for signaling cost parameters to simulate scenarios of different user mobilities and
call arrivals. We study the impacts of varying parameters on the performance of the
proposed location management schemes.

For our numerical evaluation, we assume the total number of call arrivals during
T is 10, i.e., N = 10. According to the signaling message flows shown in Figure 36
and Figure 37, the cost of each location registration in a specific network is set to be

equal to half of the cost of each call delivery, i.e., §; = %(bi.
5.4.2.1 The Impact of ¢;

We first investigate the impact of the average location registration cost ¢; in each
network during the observation period 7. Other parameters are normalized to the
values of network 1 such that a; = ¢ =1. Weset o; = ¢; =1,2,3 for2=1,2, 3.
The value of the average location registration cost during the period 7" under
the CHAR scheme, ¢, is a function of the call arrival pattern. More specifically, the
factors which influence the value of ¢ are: the average location registration cost, ¢;, in
each heterogeneous network during 7'; from which network each call is delivered; the
inter-arrival time of each call; and the sequence of call arrivals. Within the period
T, ¢ is bounded by the minimum and the maximum registration cost value of all
heterogeneous networks. The actual value of ¢ depends on the call delivery network
and the inter-arrival time of each call. If most calls are delivered from the lowest
tier network, or the inter-arrival time between a call from the lowest tier network
and the next call is long, the M'T will update its locations in the lowest tier network

for relatively longer time. Hence, ¢ will be close to the value of the cost if updating
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locations only in the lowest tier network within a specific period. On the other hand,
if calls are from all the available networks with equal probability and the inter-arrival
time of all calls is the same, ¢ will be close to the average value of ¢;. In addition, the
average location registration cost of each network, ¢;, is also a factor influencing the
“best” delivery network selection, which in turn changes the probability that a call is
delivered from a specific network. Due to the interaction of all the factors involved,
it is difficult to give quantitative analysis of ¢. To simplify the analysis, we let ¢ only

depend on the probability that a call is from the preferred delivery network of a user,

ie, ¢=(c1+c3) (1%”) + cop.

Table 4: Selected Data Sets For c;
Data Set H 1 ‘ 2 ‘ 3

c1 1130 40
Co 218 | 80
Cc3 3110 | 120

We consider three sets of values for ¢; given in Table 4. Data set 1 represents
the MT with low mobility. The MT performs few location registrations during the
observation period 7. Since normally it is the cheapest to access the lowest tier
network, c¢; has the lowest value, provided the frequency of location registrations in
each network is the same. Data set 2 and 3 represent the MT with high mobilities.
However, in the case of data set 2, the roaming range of the MT is small. We may
imagine under this scenario, the movements of the MT cause a lot of cell crossings
in the lowest tier network. But the movements are always within a cell coverage of
network 2 and network 3. Consequently, if the MT performs location registrations in
network 1, the registration cost is very high. In the case of data set 3, the movements
of the M'T cause a lot of cell crossings in network 1, and also in network 2 and network
3. Therefore, the average location registration costs in all networks are very high.

Figure 40 shows the total signaling cost of the LATR scheme and the PPR scheme
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Figure 40: Comparison of the total signaling cost for the LATR scheme and the
PPR scheme under different sets of c;.

under different data sets of ¢;. It is observed that under the selected data sets, the
total signaling cost of the LATR scheme increases as p increases, while the total
signaling cost of the PPR scheme decreases when p increases. When p is large, more
calls are delivered from network 2. Under the LATR scheme, the system pages the
MT in the lowest tier network frequently to ask the MT to update its location in
network 2, which generates high signaling traffic. On the other hand, under the PPR
scheme, network 2 always has the up-to-date location information of the MT. Less
pagings and forced registrations are performed. From the figure we may notice that
the total signaling cost of the LATR scheme can be either higher than or lower than
that of the PPR scheme. When the average location registration cost in network 1
during T' is very high as represented by data set 2, the registration cost dominates
and always registering with the lowest tier network is very expensive. In this case, the
PPR scheme outperforms the LATR scheme. When the location registration costs in
all networks are very large as shown by data set 3, the PPR scheme does not have

advantages over the LATR scheme. On the contrary, when the location registration

114



costs in all networks are comparable to each other, the two curves of the LATR
scheme and the PPR scheme have a crossing point at p = 0.5. The larger the p is,
the more cost the PPR scheme saves. This result is consistent with our design, since
the implementation of the PPR scheme is based on the assumption that the selected

registration network is the most likely network for future call delivery.
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Figure 41: Comparison of the total signaling cost for the LATR scheme and the
CHAR scheme under different sets of c;.

Figure 41 plots the total signaling cost of the LATR scheme and the CHAR
scheme. From the figure we see that the relationship between the LATR scheme
and the CHAR scheme under the selected data sets is similar to that between the
LATR scheme and the PPR scheme. For data set 1, the total signaling costs of the
two schemes are equal at p = 0.62. For data set 2, the total signaling cost of the
CHAR scheme is always lower than that of the LATR scheme, while it is the opposite
for data set 3. This means the CHAR scheme keeps the main features of the PPR
scheme. Unlike the PPR scheme, the total signaling cost of the CHAR scheme does
not linearly decrease when p increases.

Figure 42 gives the relationship of the CHAR scheme and the PPR scheme. For
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Figure 42: Comparison of the total signaling cost for the CHAR scheme and the
PPR scheme under different sets of c;.

small p, the CHAR scheme causes less signaling cost compared with the PPR scheme,
while for large p, the PPR scheme performs slightly better than the CHAR scheme.
But the overall cost gap between the two schemes is small. Therefore, the CHAR
scheme can be considered as an approximation of the PPR scheme in practical sys-
tems. When p = 1, both schemes result in the same signaling costs. This observation
verifies our analysis. When all calls are delivered from network 2, the MT will always

update its locations in network 2 under both the PPR and the CHAR schemes.
5.4.2.2 The Impact of o;

Now, we study the impact of the paging cost «; in each network. Parameters ¢; and
B; are fixed at ; = %(;S,- =1,2,3, for s = 1,2,3. ¢; are set to be 10 for 7 = 1,2, 3.
Four sets of values are considered for «; as shown in Table 5. For data sets 1,
2, and 3, paging costs in the three networks have the same relative ratio, that is,
az/a; = 2 and asz/a; = 3. The difference between these three sets is their relative
values to the registration costs, 3;. The values of data set 1 are much smaller than

their corresponding registration costs, while the values of data set 3 are much larger.
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Paging costs in data set 4 have a larger relative ratio: as/a; =5 and az/a; = 10. It

implies that paging in the lowest tier network is relatively cheaper.

Table 5: Selected Data Sets For «;
DataSet | 1 [2] 3] 4
Q1 0.1|1]10]| 2

o9 0212|2010
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Figure 43: Comparison of the total signaling cost for the LATR scheme and the
PPR scheme under different sets of «;.

Figure 43 plots the relative cost ratio of the total signaling cost for the PPR
scheme to that of the LATR scheme, Cppr/CLarr, under different data sets for o;.
A relative cost of 1 means that the costs under both schemes are the same. As
shown in the figure, for all four data sets, when the probability that a call is from
network 2, p, is small, the LATR scheme outperforms the PPR scheme in terms
of reducing the signaling cost. When less calls are delivered from network 2, the
probability that the call delivery network is different from the registration network

under the PPR scheme is very high. As a result, the system needs to perform more
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pagings in network 2 and forced registrations in the delivery network. Since paging
in network 1 is the cheapest, for small p, the LATR scheme is more advantageous,
especially when the relative paging cost ratio of other networks to the lowest tier
network is large, as shown by data set 4. On the other hand, when p is large, the
PPR scheme saves signaling cost significantly. Up to 70% cost can be saved by the
PPR scheme, compared with the LATR scheme. This is because that less pagings in
the registration network are needed when the call delivery network is the same as the
registration network with high probability. Note that when the paging costs increase
from set 1 to set 3, the crossing points where the two schemes have the same cost shift
from p = 0.25 to p = 0.56 in the figure. It indicates that when the paging costs are
large, p should be large for the PPR scheme to perform well. We also notice that the
cost gap between the two schemes increases as «; increases. This implies that when
less calls are delivered from network 2, the larger the paging cost in each network is,
the better the LATR scheme performs. On the contrary, when p is large, the PPR
scheme is more cost-efficient when the paging cost in each network is large.
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Figure 44: Comparison of the total signaling cost for the LATR scheme and the
CHAR scheme under different sets of «;.
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Figure 44 shows the relative cost ratio between the CHAR scheme and the LATR
scheme, Copgar/Crarr. The results shown in the figure are similar to those shown in
Figure 43, i.e., for small p, the LATR scheme performs better than the CHAR scheme,
especially for data set 4, while for large p, the CHAR scheme is more cost-efficient.
Comparing Figure 43 and Figure 44, we may notice that when the paging costs in all
networks are very small as represented by data set 1, the CHAR scheme may improve
the system performance more, compared with the PPR scheme. In other words, the
CHAR scheme always results in lower signaling cost than the LATR scheme for data

set 1, as shown in Figure 44.
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Figure 45: Comparison of the total signaling cost for the CHAR scheme and the
PPR scheme under different sets of «;.

Figure 45 compares the total signaling cost for the CHAR scheme and the PPR
scheme. Similar to the results shown in Figure 42, when p is small, the CHAR scheme
is more favorable. When p is large, the PPR scheme may save more cost. The two
schemes have the same cost value when p = 1. Note that when the paging cost in each
network increases from data set 1 to data set 3, the cost gap between the two schemes

increases. Therefore, the performance of the CHAR scheme approximates that of the
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PPR scheme well when the paging costs of all networks are relatively small.

5.4.2.8  The Impact of ¢;

Table 6: Selected Data Sets For ¢;

DataSet | 1 [2] 3] 4

o1 01]1]10] 2
bo 02220 20
b3 031330100

Finally, we study the impact of the call delivery cost in each network, ¢;. Paging

costs «; are fixed at o; = 1,2,3 for ¢ = 1, 2,3. ¢; are still set to be 10 for ¢ =1, 2, 3.

Four sets of values are considered for ¢; given in Table 6. Note that the cost of each

forced registration in a specific network, (;, is set to be half of each call delivery cost,

¢;. The selected data sets are similar to those in Section 5.4.2.2. For data sets 1, 2,

and 3, the cost ratios are the same, i.e., ¢o/¢p; = 2 and ¢3/¢; = 3. But their relative

values to the paging costs are different. For data set 4, the cost ratios are larger:

$2/d1 = 10 and ¢3/py = 50.
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Figure 46: Comparison of the total signaling cost for the LATR scheme and the

PPR scheme under different sets of ¢;.
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Figure 46 shows the relative cost ratio, Cppr/Crarr, under different data sets
for ¢;. Similar to the conclusions obtained from Figure 43, when p is small, the
LATR scheme outperforms the PPR scheme. When p is large, the PPR scheme is
more cost-efficient. Up to 50% cost can be reduced by the PPR scheme, compared
with the LATR scheme. The points where the relative cost ratio is equal to 1 shift
from p = 0.58 to p = 0.25, when the values of ¢; increases from set 1 to set 3. It
suggests that a smaller p will lead to a better performance for the PPR scheme, when
call delivery cost ¢; increases. Figure 46 differs with Figure 43 in that the cost gap
between the two schemes decreases as ¢; increases. When p is less than the value at
the crossing point where the two schemes lead to the same total cost, the smaller the
call delivery cost is, the better the LATR scheme performs. When p is larger than
the value at the crossing point, the PPR scheme can reduce more cost when ¢; is
small. Moreover, when the call delivery cost ratios of other networks to network 1 is
large, the performance difference between the two schemes are small compared with

the case of small cost ratios.
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Figure 47: Comparison of the total signaling cost for the LATR scheme and the
CHAR scheme under different sets of ¢;.
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Figure 47 plots the relative cost ratios of the total signaling cost for the CHAR
scheme to that of the LATR scheme, Coyagr/Crarg- Similar conclusions as shown
in Figure 44 can be obtained. The CHAR scheme maintains the main features of the
PPR scheme. Its performance relationship with the LATR scheme is similar to the
performance relationship between the PPR scheme and the LATR scheme. For data
set 3 and 4, the CHAR scheme performs better than the PPR scheme, since the cost

ratios Cogar/Crarr are always less than 1.
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Figure 48: Comparison of the total signaling cost for the CHAR scheme and the
PPR scheme under different sets of ¢;.

Figure 48 gives the cost comparison between the CHAR scheme and the PPR
scheme. As shown in the figure, when ¢; increases, the cost difference between the two
schemes decreases. What is more, when the relative call delivery cost ratio of other
networks to the lowest tier network is large as shown by data set 4, the performance
of the CHAR scheme is closer to that of the PPR scheme, compared with the cases

of small relative cost ratios.
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5.4.2.4 Summary

From the above analysis, we see that both the LATR scheme and the PPR scheme
have their advantages under different scenarios. When not many calls are delivered
from a specific network, the LATR scheme performs better. When most calls are
consecutively from one network, the PPR scheme is more cost-efficient. In addition,
when the average location registration cost or the paging cost in the lowest tier
network are small, the LATR scheme is more favorable in terms of lower total signaling
cost. When the average location registration cost of the lowest tier network is much
more than that of the preferred call delivery network, or the paging cost of the lowest
tier network is comparable with those of other networks, the PPR scheme may improve
the system performance. We also find that the CHAR scheme has similar performance
as the PPR scheme. It is a good approximation of PPR scheme in practical systems.
When the paging costs in all networks are small, or the call delivery costs are large,
the CHAR scheme improves the system performance more than the PPR scheme.
The CHAR scheme maintains the main advantages of the PPR scheme, but does not

require special a-posteriori knowledge to perform well.

5.5 Threshold-Based Adjustable Registration

It is demonstrated in Section 5.4.2 that the performance of the LATR and the CHAR
scheme depends on the probability that a call is delivered from a specific network
other than the lowest tier network, p. For small p, the LATR scheme is more fa-
vorable, while for large p, the CHAR scheme is more advantageous. Based on this
conclusion, we introduce an enhancement method called THreshold-based Adjustable
Registration (THAR). Under this method, each MT keeps the records on which net-
work delivers each call. The highest frequency of calls from a network other than the
lowest tier network is used as the criterion for selecting location management schemes.

If the highest frequency is less than a pre-defined value, the MT adopts the LATR
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scheme and chooses the lowest available tier network for location registrations. When
the frequency is larger than the threshold, the MT turns to the CHAR scheme and
dynamically changes the registration network according to its communication history
of the MT. Thus, based on the threshold, the MT adaptively chooses which location
management scheme to follow.

from the NIA

i ]
MT updates locations in
the lowest tier network;

For any network,

JYES

MT gets the ''best'" network
from the policy module;

!

Is the "best"
network the lowest

Perform network switching;
ier network?

Update the record in the NIA;

YES *‘ \

MT follows operations
of the CHAR scheme

For any network, NO

frequency < ©?

Is the MT registering
with the lowest tier network?

N_O, Perform network switching;
Update the record in the NIA;

YES 73

Figure 49: Operation procedures of the THAR scheme.

The operation procedure of the THAR scheme is shown in Figure 49. When an
MT is first turned on, it gets the threshold value © from the NIA. The NIA has a
table for each M'T which gives a pre-calculated threshold ©. Given the cost values of

all the available networks, the threshold is obtained when Crarr = Ceomgar in (67)
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and (71). Note that for different networks, © is different. The MT performs location
registrations in the lowest tier network at first. It records how many calls are delivered
from each network. Whenever a call is delivered, the MT calculates the frequency of
calls from each network by dividing the number of calls delivered from each network
to the total number of call arrivals. Note that this frequency can be considered as the
a-priori probability of call arrivals. If the highest value of the frequency is larger than
the threshold © of the corresponding network, the MT obtains the “best” network
from the policy module as its registration network. It performs a network switching
to update the record in the NIA. Then the MT follows the operations of the CHAR
scheme. If after some call arrivals, the highest value of the frequency is lower than ©
of the corresponding network, the M'T changes to the lowest tier network for location
registrations. Thus, based on the threshold, the system dynamically switches between
the LATR scheme and the CHAR scheme. Under the THAR method, the system can

always have the better overall performance of both schemes.
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CHAPTER VI

HANDOFF MANAGEMENT IN NG
HETEROGENEOUS WIRELESS OVERLAY

NETWORKS

6.1 Problem and Solution

Handoff management is the process by which an MT keeps its connection active
with the system when it changes from one access point to another one. Horizontal
handoff (intra-system handoff) occurs when an MT is moving out of the coverage
area of a cell into the coverage area of another cell. In heterogeneous wireless overlay
networks, vertical handoff (inter-system handoff) occurs in two different scenarios.
The first one is when an MT is moving out of the current serving network into an
overlaying network. This scenario is similar to that in horizontal handoff and we call
the corresponding handoff forced handoff. The second scenario is when an MT is
covered by several overlay networks and it chooses to be handed off from its current
serving network to an underlying or overlaying network for better performance. Under
this scenario, an MT performs vertical handoff not because of loss of connection in
the current serving network. We call this type of handoff unforced handoff.

Several proposals for inter-system handoff have been explored. Some techniques
[84] [85] [86] addressed handoff between different tiers or different technologies used
within an existing architecture, such as the International Mobile Telecommunica-
tion System 2000 (IMT-2000) or the Universal Mobile Telecommunication System
(UMTS). Other proposals developed new architectures to support inter-system roam-

ing between different networks [87] [22] [23] [24]. Some recent research activities
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focus on the inter-system handoff management in the integrated 3G/WLAN envi-
ronment [75] [88] [89] [90]. Different approaches have been proposed to interconnect
these two systems, which can be broadly classified into tight coupling (also known
as emulator approach), loose coupling (also known as Mobile IP approach), and no
coupling (also known as gateway approach) [91] [92].

Handoff management in heterogeneous wireless overlay networks is addressed in
[22] [23] [24]. Vertical handoff in wireless overlay networks is designed in [22] where
heterogeneous networks in a hierarchical structure has fully overlapping service areas.
Vertical handoff is defined as handoff between BSs that are using different wireless net-
work technologies. Rather than depending on network-specific channel measurements
to predict disconnections, the proposed scheme depends on higher-order information
such as the presence or absence of beacon and data packets. A policy-enabled handoff
system in wireless overlay networks is later proposed in [23]. It allows users to issue
policies and have their mobile devices connected to the most desirable network to
them. A performance reporting scheme is designed for the policy-enabled handoff
system to estimate current network conditions which serves as input to the policy
specification. The goal of the proposed scheme is to make it possible to balance the
bandwidth load across networks with comparable performance.

For horizontal handoff, the choice of the “best” BS is purely based on the signal
strength an MT receives from neighboring BSs. However, in wireless overlay networks,
the choice of the “best” network for handoff places a new challenge. It cannot be
determined only by channel-specific factors such as signal strength, because different
overlay levels may have widely varying characteristics [22]. For both forced and
unforced handoff, policies on what the “best” reachable network can be complex to
specify. A single hard coded policy is suboptimal [23].

Several factors influence the design of policies on the “best” network for vertical

handoff. Cost, network conditions, power consumption, connection setup time, and
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user activity history are considered as the parameters for the policy module. In
addition, in NG multimedia communications environment, QoS maintenance must
be guaranteed after an MT is handed off to a new network. Different traffic types
have different bandwidth and delay requirements. Therefore, the required QoS from
applications is also an input parameter for the policy design. Moreover, the “best”
network selection also influences the distribution of the overall network load. If all
the MTs are handed off to one network at the same time, this network is likely to get
congested and the resources in other networks are wasted. On the other hand, if the
number of MTs communicating in each network is the same, the overall resources may
still not be optimally distributed since the network conditions and cost of different
networks are different.

In [23], a terminal-based decision making mechanism on the “best” network for
handoff was proposed. MTs periodically collect dynamic network conditions and
determine the “best” reachable network for handoff. Terminal-based mechanism is a
distributed scheme. It is scalable and easy for implementation. The decision making
module is located inside each MT and each MT may easily monitor the dynamically
changing input parameters. However, under the distributed mechanism, each MT
makes the handoft decision without considering the overall performance of the whole
system. Several MTs in the same vicinity may discover the same better network and
switch to it simultaneously, causing its load to increase dramatically. In addition,
due to the lack of a centralized control, the resource of the entire system may not
be optimally allocated under the distributed mechanism. On the other hand, under
a network-based decision making mechanism, each network may provide network-
specific information that may be hard for the MT itself to acquire [2]. Network-based
decision making mechanism is a centralized scheme. It may select the “best” network
for each MT based on global observation and achieve optimal performance for the

whole system. The decision is made in order to optimally utilize the limited resources
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of the entire system, to provide satisfactory overall performance, and to keep the low
cost to each MT. The drawback of the centralized mechanism is that a central module
needs to periodically gather the dynamically changing network conditions in order to
make decisions.

In this chapter, we design an efficient mechanism for decision making on what the
“best” network is. The objective of this mechanism is to provide a satisfactory overall
performance of the whole system. Each decision is made so that the cost for each
MT is low, and the most important, the resource of the system is optimally allocated
and the load on each network is balanced.

This chapter is organized as follows. In Section 6.2, the system model for the pro-
posed mechanism is described. In Section 6.3, the hybrid control resource allocation
scheme for vertical handoff in wireless overlay networks is explained in detail. Then,
in Section 6.4, the cost function and the analytical model are derived to solve the
optimization problem of resource allocation. After that, in Section 6.5, an algorithm
for finding the optimal solution is provided. In Section 6.6, numerical results are

presented.

6.2 System Model

The wireless overlay networks we consider in this chapter include various heteroge-
neous networks using different radio technologies and different network management
techniques. These networks have fully overlapping areas of coverage and are orga-
nized in a hierarchical structure, as shown in Figure 1. Networks at lower levels in the
hierarchy are comprised of high bandwidth wireless cells that cover a relatively small
area, while networks at higher levels provide a lower bandwidth per unit area connec-
tion over a larger geographic area. MTs with multiple physical or software-defined
interfaces may communicate in all the networks they have subscriptions. Our design

goal is that each MT selects the “best” reachable network for communications. The
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“best” is defined in the sense that each M'T pays the minimum cost for communica-
tions as well as the overall system pays the minimum cost for supporting all users in
the system.

Since handoff is the procedure by which an MT keeps its connection with the
system when it chances its access point, we assume all the MTs considered in this
chapter are actively communicating with others. Depending on the mobility of MTs,

there are three possible scenarios:

1. All the MTs under consideration are staying inside its current communication
network without moving to another network, i.e., handoff happened in this

scenario is unforced handoff.

2. Part of the MTs under consideration are moving out of the current serving
network into an overlaying network, i.e., handoff happened in this scenario can

be either forced handoff or unforced handoff.

3. Besides the roaming issue in the second scenario, new users may initiate their
communications and some MTs may finish their communications during the
time period of consideration, i.e., the total number of MTs that are actively

communicating with others may change.

In this chapter, we focus on the first scenario. We assume the total number of MTs
under consideration is fixed during the time period of consideration and no roaming

is involved. We leave the other two scenarios to the future work.

6.3 Hybrid Control Scheme for Resource Alloca-
tion

We propose a hybrid control resource allocation scheme for vertical handoff in hetero-
geneous wireless overlay networks. This scheme includes a set of access selection cri-

teria and mechanisms that allow MT's to connect to various services through multiple
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access networks optimally. It is a hybrid control scheme that combines terminal-based
selection and network-based selection mechanisms.

The proposed scheme is a two-level decision making scheme. At the first level, each
MT monitors and periodically collects the dynamically changing input parameters for
decision making at the terminal side. These parameters are network characteristics
which include available bandwidth, network cost, connection setup time, reliability,
etc. and power consumption at the terminal. In addition, a user profile should
be stored inside the terminal, which contains the user’s personal preferences for the
choice of access network and user activity history. When booting up, the MT has no
connection to the network-based functionality for access selection. Therefore, the MT
needs a stored profile, a priority list, or a default setting for choosing access network.
This also applies if the terminal loses connectivity over the currently used network. In
order to regain connectivity to the application servers, the MT must choose another
access without support from the network [2]. The decision making module inside each
MT determines the “best” reachable access network based on the input parameters
so that each MT pays the minimum total cost. This decision is periodically made
depending on the reporting frequency of the input parameters. Note that this decision
is a local decision in the sense that the terminal has no idea about the overall resource
allocation. At the second level, a central module for the entire system periodically
collects the changing information on each network conditions. This information is
related to the number of users that are communicating in each network. The central
module can be located inside a central controller like the Network Interoperating
Agent (NTA) we proposed before [82], which takes care of the interworking issues
related to global roaming. The central module finds the optimal user distribution
based on a global cost function. This optimal distribution will be used to determine
the adjustment for the distributed decision at each terminal.

The proposed scheme is a hybrid control scheme. Each distributed module inside
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each MT gives the “best” access network for each MT based on local collected in-
formation. Each MT decides which access network it will select so that it will pay
the minimum total cost for communications. The central module gives adjustment
to the decision made by the distributed module based on global information and a
cost function for the entire system. The objective of the decision made by the central
module is that the overall system pays the minimum total cost for supporting all the
users communicating in the system. The adjustment command given by the central
module will reduce the overall system cost and make all MTs gradually move to the
optimal distribution status, instead of abruptly forcing a certain amount of MTs to
change their access networks. Therefore, the proposed scheme is a hybrid control
scheme that combines terminal-based selection and network-based selection mecha-
nisms. Note that the cost function for decision-making at each terminal is different
from that at the central module. The input parameters for the cost function at each
terminal are local information of the networks that are reachable to the MT, while
the input parameters for the cost function at the central module are global informa-
tion on each network conditions. We will explain the meaning of these parameters in

detail in the next section.

6.4 Cost Function

In this section, we design the cost functions of the terminal-based selection mecha-
nism and the network-based selection mechanism, respectively. The cost function of
the terminal-based selection mechanism is to help each MT select the “best” access
network that results in the minimum total cost. The cost function of the network-
based selection mechanism is to help the system to find an optimal user distribution
that results in the minimum overall system cost, i.e., to find how many users should

be communicating in each network.
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6.4.1 Cost Function of the Terminal-Based Selection Mechanism

We adopt the same cost function proposed in [23] for the terminal-based selection
mechanism. The cost of using a network ¢ at a certain time for each MT is a function
of three parameters: the average bandwidth network i can offer (B;), the power
consumption at each MT of using the network i (F;), and the price of this network

(M;), i.e., the cost at Level 1 control is:
COStZLl = f(Bz: .Pi, Mz) (72)

The bandwidth parameter estimates the current network condition. A performance
agent was proposed in [23] that collects the information on current bandwidth usage at
BSs and periodically announces this information to its coverage area. Power consump-
tion and price are parameters with fixed budgets, namely, the battery consumption
and the amount of money the user will spend for a period of time, respectively.
Normalization of the above cost function is needed to ensure that the sum of the

values in different units is meaningful. The normalized cost function at Level 1 is:
1 1
Cost;” = wy - log B + wp - log P; 4+ wp, - log M; (73)
3

where wy, wp, and wy, are weights of each parameters and wy + w, + wy,, = 1. Users
may specify the weights to show their preferences. For those parameters that are
not of concern, their weights can be set to 0. For example, if a user wants to be
connected to the cheapest network at all time, then w,, = 1 and other weights are set
to 0. Furthermore, weights can also be modified by users or the network at run-time
to reflect the changing importance.

Each MT periodically compare the reachable access networks by calculating the
cost functions of each network, Coost!'. Tt then makes the decision by selecting the

network with the lowest value of the cost function.
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6.4.2 Cost Function of the Network-Based Selection Mechanism

The cost function at the central module for decision-making is the sum of costs each
network needs to pay to support the users communicating in each network, i.e., the

cost at Level 2 control is:
COStLQ(Nl,N2,...,NM) = ZCZ(NZ) (74)

where C; is the cost network i needs to pay to support MTs using service in this
network and M is the total number of networks in the system. In other words, in
order to support all the users in the network, network 7 will spend a certain amount of
resources (available bandwidth, processing capability, computational resource, etc.).
These resources paid by network 7 are quantified as cost C;. Note that C; is a function
of the total number of users using network ¢, N;. The larger the N;, the more resources
the network needs to spend, and the larger the C;.

The cost network 7 needs to pay to support its users is a function of two param-
eters: the total bandwidth offered to all the users (B;) and the service quality. Both
these two parameters are proportional to the total number of users in the network,
N;. If N; increases, the requested bandwidth from users also increases. Since the
total amount of bandwidth a network can offer is limited, when N; increases, the
service quality provided to each user may not be guaranteed. We choose the average
number of errors occurred during the communications within the time period under
consideration (F;(err)) as the metric of service quality. Note that this E;(err) is the
sum of all kinds of errors caused by the increase of the total number of active users,
that is, due to the limited system resources and the increasing number of users, the
network get congested, e.g., the transmission error, the long service request delay,
and the disconnection of a communication. F;(err) does not refer to the error caused

by the poor channel link or other factors that are not related to the increase of N;.
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Therefore, we design C; as:

where ¢;(b) and ¢;(e) are the cost of offering unit bandwidth and the cost of correcting
each error. They are constants and can be chosen to make the sum of the valued in
different units meaningful.

According to the performance agent proposed in [23], each BS periodically an-
nounces the current bandwidth usage in its coverage area. Hence, B; is known to
network i. B; is proportional to N;. We may write B; as B; = Avg(B;) - N;, where
Awvg(B;) is the average bandwidth requested by each user in network i.

E;(err) is the expectation of the number of errors occurred within a certain time
period, i.e., E;(err) is:

o0

E;(err) =) _ npi(n) (76)

n=1

where p;(n) is the probability of having n errors during the communications in network
1. Assume the probability of having one error during the whole communications within
the considered time period is ¢;. Then, p;(n) = ¢'. The above equation of E;(err)

changes to:

Ei(err) = anzn
n=1

= qi+2q; +3¢; +- - +ngl + - (77)

We may calculate E;(err) as:

q;
(1—q)?

Now, we find the relationship of ¢; and N;. Assume within one unit time, the

E;(err) = (78)

probability that a user’s communications have errors due to the congestion of the
network is a;. Then, the probability that N; users’ communications have errors within
one unit time is:

g=1—(1-a)" (79)
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Note that N; increases, the network gets more congested and the probability of having
errors, ¢; will also increase.

(75) can be expressed as:

qi

Ci(N;) = aCi(b)'AUg(Bi)Ni+BCi(€)m

q;
(1—a)

Here, we absorb Avg(B;) into the cost constant ¢;(b). « and § are weights of band-

width and error parameters in the cost function similar to (73) and o+ 8 = 1. « and
[ can reflect the importance of each parameter.

Given the cost function at the central module Cost!?(Ny, Ny, ..., Ny), we may
find the optimal user distribution in each network, (Ny, No, ..., Nj/), that minimized

the overall system cost.

6.5 Optimization Solution and Adjustment

In this section, we derive the optimal user distribution based on the cost function in
(74). Then, we design the adjustment policy for each MT to adjust the decision made

by the distributed module inside the terminal.

6.5.1 Optimization Solution
6.5.1.1 Mathematical Formulation

Assume the total number of MTs in the entire system is fixed within the time period
of consideration, i.e., Ny + Ny + ---+ Nyy = N, where N is a fixed number. Since
the cost function in (74) is a non-linear function and N; must be an integer, the
optimization problem is a non-linear integer problem. It is very hard to find the
explicit solution of non-linear integer optimization problem. In order to simplify and
expedite the online choice of user distribution, we propose an iterative method.

We assume the cost constants ¢;(b) and c¢;(e) are available at the central module.

¢;(b) contains the value for Avg(B;) which can also be available to the system, since
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the total bandwidth usage in each network is known according to [23]. Assume the
average error probability per unit time of each network, a;, is also known. It can be
determined based on empirical measurements. The integer problem for the proposed

hybrid control scheme is summarized as follows:

GIVEN «, ﬂa Ci (b)a Ci (6), a;
FIND (N1, Ng,...,Ny) M integer variables (81)
MINIMIZE Costl2(Ny, Ny, ..., Ny) = SM Ci(N;)

SUBJECT TO Ny +Ny+---4+Ny =N
6.5.1.2 Iterative Algorithm

For the system of small size (small M), or for a small number of users (small N),
the online use of an optimal tool is a fast and accurate way. However, for a large
system and a large number of users, an iterative algorithm that could approximate
the optimal result would be preferable.

In order to simplify the online choice of user distribution, we propose a new
iterative algorithm to find the optimal user distribution that minimized the overall
system cost. Under the proposed algorithm, during each iteration step, only two
integer variables of /V; change their values. Since the high cost of a network is caused
by the large number of users communicating inside this network, the number of users
in the network that has the highest cost should be reduced. In addition, since the
total number of users in the whole system is fixed, the number of users in the network
that has the lowest cost should be increased. ¢ of user change is applied to these two
networks, where § is the changing number of users during each step. After each
iteration, the costs of these two networks C; are re-computed and the cost values of
all the networks are re-ordered. During the next iteration step, the new networks
with the highest cost and the lowest cost change their user numbers. This iteration

is continued until the new total cost value Cost? is larger than the old value before
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the iteration step. Figure 50 shows the details of the iterative algorithm.

Initialize N;;
Costk2 = 0;
Compute C;(V;);
Compute CostL2 =M, Ci(N;);
while CostL? — CostL? >0
Sort C;(V;) and find Craz(Nimaz)y Conin(Nmin);
Niaz = Nmaz — (5;
Compute C;(V;);
Compute CostL? =M, Ci(N;);
end

Figure 50: Iterative algorithm for finding the optimal user distribution.

After finishing the algorithm, the optimal user distribution (Ny, Na,..., Nys) is
found that minimizes the overall system cost Cost’?(Ny, No, ..., Njs). Note that the
iterative algorithm may result in a local minimum. As can be seen from the following
sections, the goal of the optimal user distribution is to generation an adjustment for
each network so that the users using the services from this network may incorporate
this adjustment into their decisions of the “best” network selection made by the dis-
tributed module. Whether an MT will be handed off to a new network depends on
the user preference as well as the global adjustment suggestion from the central mod-
ule. The objective of the proposed hybrid control scheme is to gradually reduce the
overall system cost through the adjustment. Therefore, the accuracy of the optimal

solution is not critical to the system performance.
6.5.2 Adjustment Policy

Before describing the designed adjustment policy, let us analyze an example first,
which is shown in Figure 51. Assume the total number of networks in the entire
system is two. In the figure, X-axis represents the number of users in network 1,

while Y-axis represents the number of users in network 2. Z-axis represents the total
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 Non—optimal (45, 5)

= X
- Number of Users
-7 in Network 1

Number of Users
Y in Network 2

Figure 51: Relationship between the total cost and the user distribution.

system cost, i.e., the sum of the costs of the two networks. Since the total number of
users in the system is fixed during the time period of consideration, the cost curve is
on a plane which is parallel to the Z-axis. The integer optimization problem at the
central module is equivalent to finding the optimal user distribution that results in
the minimal cost, i.e., the minimum point on the cost curve in the figure. Assume
the current user distribution leads to an non-optimal point on the cost curve, that
is, the current system total cost is larger than the minimal cost. The goal of the
adjustment policy design is to find an efficient way so that the system status can
gradually transfer from the non-optimal point to the optimal point on the cost curve.

Under the proposed hybrid control scheme, each user’s own preference on the
“best” access network selection is important. Users may specify the weights value
in (73) to show their preferences. The global control from the central module is
also important for the total system cost control. However, the adjustment to each
network should be smooth and gradual, not abrupt. After finding the optimal user
distribution, the central module should not tell each network to force several users to
change their communication networks.

We propose a new adjustment policy. Based on the optimal user distribution, the
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central module finds an adjustment number, A, for each network. A for network 7 is

computed by the following equation:

Ni_opt - Ni_non—opt

A =

\/(Nl_opt - Nl_non—opt)2 + (N2_opt - N2_non—opt)2 +- (NM_opt - NM_non—opt)2
(82)

where N; opr and N; pon—opt are the values of N; in the optimal user distribution
and non-optimal user distribution, respectively. The denominator part of the above
equation is actually the Euler Distance between the optimal point and the non-optimal
point on the cost curve.

The adjustment number A is added to the cost calculated by the distributed
module inside each terminal, i.e., the new cost function for network ¢ at the terminal
side changes to:

Cost!' = Costl(B;, Py, My) + A (83)
where CostF (B;, P;, M;) is calculated by (73).

We use the example in Figure 51 to explain the function of the penalty number.
In this example, the current user distribution is (45, 5), that means, there are 45 users
communicating in network 1 and 5 in network 2. The total number of active users
in the system is 50. Assume the central module finds the optimal user distribution
should be (30, 20), i.e., 30 users use network 1 and 20 for network 2. Then, the central

module calculates an adjustment number for each network based on the optimal user

distribution and the current user distribution, which is A; = 30-45 =
/(30—45)2+(20-5)2
—0.71 for network 1 and Ay = 2055 = 0.71 for network 2. The adjustment

/(30-45)2+(20-5)2
value is then added to the distributed cost function. Note that the adjustment value

A is negative for network 1. It means that network 1 discourage MTs to be handed
off to it since it already has too many users. Similarly, the positive value of Ay implies
that network 2 encourages users to communicate in it.

After the adjustment, each MT chooses the “best” access network for commu-

nication. The “best” network is determined periodically and the proposed hybrid
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control scheme is applied each time a decision is made. Note that under the proposed
adjustment policy, the central control is reflected by the adjustment number for each

network.

6.6 Numerical Results

In this section, we demonstrate the performance improvement of the propose hybrid
control resource allocation scheme for vertical handoff. We first present the iteration
procedure at the central module and show the optimal user distribution and the
minimal cost after the iteration. Next, we compare the performance of the hybrid

control scheme and the scheme without the central control proposed in [23].
6.6.1 System and User Parameters

We assume there are totally four heterogeneous access networks in the system, i.e.,

M = 4. These four networks are overlay networks. Assume 1000 MTs are covered

by the four networks at the same time and they are communicating with others

using these four networks, i.e., N = 1000. At the initial phase, each MT randomly

picks a network for communication, that is, the probability that an MT chooses
1

a specific network is equal to 7. Table 7 shows the initial user distribution, i.e.,

(NI; NQ, Ng, N4) = (227, 271, 230, 272)

Table 7: Initial User Distribution for the Hybrid Control Resource Allocation Scheme

| | Network 1 | Network 2 | Network 3 | Network 4 |
| Number of Users | 227 | 271 | 230 | 272 |

Table 8 lists the values of system parameters: cost constant of bandwidth ¢;(b),
cost constant of correcting errors c;(e), and the probability that a user’s commu-
nications have errors within one unit time a;. We assume the values of weights of
bandwidth and error parameters are equal, i.e., « = = 10000. This means that

offering bandwidth and correcting communication errors are of equal importance to
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each network.

Table 8: System Parameters for the Hybrid Control Resource Allocation Scheme

| [ a®) [a@] a |
Network 1 | 1.2 x107% | 0.12 | 2.0 x 107°
Network 2 || 1.23 x 10=¢ | 0.113 | 1.0 x 10~
Network 3 | 1.0 x 1076 | 0.12 [ 1.0 x 107°
Network 4 || 1.25 x 107 ¢ | 0.11 | 8.0 x 10°?

We randomly generate the values of user parameters for each user. These pa-
rameters are: the initial network in which the user is communicating, the bandwidth
each network can offer B;, and the price of each network M;. We assume the power
consumption P; is not important when each user considers the cost of each network
and set w, = 0. Then w, =1 — w,. We also randomly generate the value of wj for

each user, where 0 < w, < 1.
6.6.2 Iteration Procedure

First, we demonstrate the procedure of the iterative algorithm at the central module
for finding the optimal user distribution. The initial value of Cost!? = 9.42. Table 9
shows the iteration procedure of the optimization. In the table, MAX refers to the
network with the highest cost and its user number is reduced by one, while MIN refers
to the network with the lowest cost and its user number is incremented by one.

The iteration stops after 112 steps when the newly calculated Cost’? is larger than
the previous value. As we can see from the table, the value of Cost’? continuously
goes down during the iteration. The number of users using network 3 should be
reduced since the error probability of network 3, a3, is large compared with those of

other networks, which leads to high network cost C'3. After the iteration, we get the

L2

minimal cost value Cost,;, = 8.26. The corresponding optimal user distribution is

shown in Table 10, i.e., (N7, Na, N3, Ni) = (240, 319, 121, 320).
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6.6.3 Hybrid Control Scheme vs. Distributed Scheme

Next, we compare the performance of the proposed hybrid control resource allocation
scheme and the scheme without the central control proposed in [23], i.e., the scheme
under which each user determines the “best” access network only based on its own

preferences and local information on network conditions.
6.6.3.1 Hybrid Control Scheme

For the proposed hybrid control scheme, after finding the optimal user distribution,
the central module computes the adjustment number for each network, which is shown
in Table 11.

Each MT receives the adjustment numbers from the central module. It adds
these numbers to the cost value Costf! and decides which network it will be handed
off to or stay as no change. After the adjustment, the new user distribution is
(N1, No, N3, Ny) = (249,360,117,274), which is shown in Table 12. And the new
total cost Cost™? = 14.45.

Note that the new user distribution is different from the optimal user distribution,
but it follows the changing trend, i.e., the number of users using network 3 should be
reduced, while the population in other networks should be increased. This indicates
that although the central module gives the suggestions of user distribution, each user’s
own preference still places important role in the decision-making. The new total cost
Cost!? is higher than the initial total cost before applying the hybrid control for two
reasons. First, the initial “best” network selection of each user is random without
considering user preferences. This will rarely happen in the real system. Second,
the parameters determining the Cost"! and Cost’? are different. When users value
more on the user preference parameters (power consumption and price) which are not
reflected in the cost function at the central module Cost!?, users’ choices of “best”

network will deviate the total system cost from the optimal value.
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6.6.3.2 Distributed Scheme

The distributed scheme refers to the scheme without applying the central control
from the system. Each user determines the “best” network only based on the values
of CostF!. The new user distribution without applying the central adjustment is
(N1, Ny, N3, Ny) = (222,175,480,123), which is shown in Table 13. And the new
total cost C’Aofstm = 17.88.

Note that the new user distribution under the distributed scheme does not follow-
ing the changing trend suggested from the optimal user distribution. The number of
users communicating in network 3 is not reduced but increased. This is due to the
low price offered by network 3 to most users and many users value the price factor
more when selecting the “best” communication network. Moreover, without the cen-
tral control, under the distributed scheme, the total cost C’Estm is 24% higher than

Cost®? under the hybrid control scheme.
6.6.3.3 Summary

From the numerical results of the two schemes, we may conclude that the user dis-
tribution is closer to the optimal user distribution under the hybrid control scheme,
compared with the scheme without the central control. In addition, the total system
cost can be reduced by applying the hybrid control scheme and the overall system
resources can be allocated close to the optimal solution. At the same time, the user

preferences are still retained.
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Table 9: Iteration Procedure for Finding the Optimal User Distribution
H Step ‘ Cost!? ‘ MAX ‘ MIN H Step ‘ Cost!? ‘ MAX ‘ MIN H Step ‘ Cost!? ‘ MAX ‘ MIN H

1 9.42 3 2 39 9.01 3 2 7 8.61 3 2
2 9.41 3 4 40 9.00 3 4 78 8.60 3 1
3 9.40 3 2 41 8.99 3 2 79 8.99 3 4
4 9.39 3 4 42 8.98 3 4 80 8.58 3 2
) 9.38 3 2 43 8.97 3 2 81 8.57 3 1
6 9.37 3 4 44 8.96 3 4 82 8.56 3 4
7 9.35 3 2 45 8.95 3 2 83 8.55 3 2
8 9.34 3 4 46 8.93 3 4 84 8.54 3 1
9 9.33 3 2 47 8.92 3 2 85 8.53 3 4
10 9.32 3 4 48 8.91 3 4 86 8.52 3 2
11 9.31 3 2 49 8.90 3 2 87 8.51 3 4
12 9.30 3 4 a0 8.89 3 4 88 8.50 3 2
13 9.29 3 2 ol 8.88 3 2 89 8.49 3 1
14 9.28 3 4 52 8.87 3 4 90 8.48 3 4
15 9.27 3 2 33 8.86 3 2 91 8.47 3 2
16 9.26 3 4 o4 8.89 3 4 92 8.46 3 1
17 9.25 3 2 ) 8.84 3 2 93 8.45 3 4
18 9.24 3 4 56 8.83 3 4 94 8.44 3 2
19 9.23 3 2 57 8.82 3 2 95 8.43 3 1
20 9.21 3 4 58 8.81 3 4 96 8.42 3 4
21 9.20 3 2 29 8.79 3 2 97 8.41 3 2
22 9.19 3 4 60 8.78 3 4 98 8.40 3 4
23 9.18 3 2 61 8.77 3 2 99 8.39 3 2
24 9.17 3 4 62 8.76 3 1 100 8.37 3 1
25 9.16 3 2 63 8.75 3 4 101 8.37 3 4
26 9.15 3 4 64 8.74 3 2 102 8.36 3 2
27 9.14 3 2 65 8.73 3 4 103 8.34 3 1
28 9.13 3 4 66 8.72 3 2 104 8.34 3 4
29 9.12 3 2 67 8.71 3 1 105 8.33 3 2
30 9.11 3 4 68 8.70 3 4 106 8.31 3 1
31 9.10 3 2 69 8.69 3 2 107 8.31 3 4
32 9.09 3 4 70 8.68 3 1 108 8.30 3 2
33 9.07 3 2 71 8.67 3 4 109 8.28 3 4
34 9.06 3 4 72 8.66 3 2 110 8.27 3 2
35 9.05 3 2 73 8.6 3 1 111 8.26 2 3
36 9.04 3 4 74 8.64 3 4 112 8.27 3 2
37 9.03 3 2 75 8.63 3 2

38 9.02 3 4 76 8.62 3 4
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Table 10: Optimal User Distribution for the Hybrid Control Resource Allocation
Scheme

| | Network 1 | Network 2 | Network 3 | Network 4 |

| Number of Users | 240 | 319 | 121 | 320 |

Table 11: Adjustment Number for Each Network

‘ H Network 1 ‘ Network 2 ‘ Network 3 ‘ Network 4 ‘
| Adjustment Number | 0.100724 | 0.371903 [ -0.844530 | 0.371903 |

Table 12: New User Distribution after Applying the Hybrid Control Scheme

| | Network 1 | Network 2 | Network 3 | Network 4 |
‘ Number of Users H 249 ‘ 360 ‘ 117 ‘ 274 ‘

Table 13: New User Distribution without Central Control

‘ H Network 1 ‘ Network 2 ‘ Network 3 ‘ Network 4 ‘
‘ Number of Users H 222 ‘ 175 ‘ 480 ‘ 123 ‘
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CHAPTER VII

CONCLUSIONS AND FUTURE RESEARCH

WORK

7.1 Summary of Research Results

The research work in this thesis was focused on the development of new mobility
management techniques for NG all-IP based wireless systems. Research contributions

have been made in the following areas:
1. Location management in NG wireless Internet
2. Paging in NG wireless Internet
3. Paging-aided connection setup in NG wireless Internet
4. Location management in NG wireless overlay networks

5. Handoff management in NG wireless overlay networks
7.1.1 Location management in NG wireless Internet

In Chapter 2, a distributed and dynamic regional location management mechanism
for Mobile IP was introduced. We proposed a distributed GFA system architecture
where each FA can function either as an FA or a GFA. This distributed system may al-
locate signaling burden more evenly. A dynamic scheme is adopted by the distributed
system to dynamically optimize the regional network size of each MN according to
its current traffic load and mobility. We also presented the operation protocols of the
distributed dynamic scheme for MNs. The proposed distributed and dynamic scheme

is able to perform optimally for all users from time to time and the system robustness
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is enhanced. Since the movement of MNs does not follow a Markov process, we intro-
duced a novel discrete analytical model for cost analysis and an iterative algorithm
to find out the optimal number of FAs in a regional network which consumes the
minimal network resource. Our model does not have constraints on the shape and
the geographic location of Internet subnets. Analytical results demonstrated that the
signaling bandwidth is significantly reduced through our proposed distributed system
architecture compared with the IETEF Mobile IP regional registration scheme. It is
also demonstrated that our dynamic scheme has great advantages under time-variant
user parameters when it is not obvious to pre-determine the optimal regional network
size.

The proposed distributed dynamic location management scheme requires that all
FAs are capable of functioning as both an FA and a GFA. It increases the requirement
of the processing capability on each mobility agent. There is additional processing
load on the mobile terminals, such as the estimation of the average packet arrival rate

and subnet residence time.
7.1.2 Paging in NG wireless Internet

In Chapter 3, a user independent paging scheme based on last-known location and
mobility rate information for Mobile IP was introduced. User independent paging can
be applied to both link layer paging and IP layer paging, as long as the selected paging
criterion is user independent. In this paper, we proposed an efficient IP paging scheme
which can be employed by all the proposed paging architectures. In contrast to the
user dependent paging schemes that choose the user-variant parameters as the paging
criterion, the proposed scheme takes the aggregated behavior of all mobile users as
the basis for paging. It combines the advantages of last-location-first paging, highest-
mobility-first paging, and uniform paging. In order to obtain the mobility rate of each

subnet, a new operation mode named “semi-idle” mode is introduced. Analytical
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results demonstrated that when paging a single user at a time, the performance of
the proposed paging scheme is comparable to that of the paging scheme based on
perfect knowledge of user movement statistics. However, when paging multiple users
at one moment and when the assumption of perfect knowledge is loose, the proposed
paging scheme saves signaling bandwidth significantly.

The proposed user independent paging scheme may be considered as an alternative
approach. If the system may perform paging optimally for every user, user dependent
paging scheme is a good solution to provide personalized service. However, when it is
hard to achieve perfect performance for each user, or obtaining user mobility profiles
causes great cost, user independent paging scheme may provide satisfactory overall

performance for the whole system.
7.1.3 Paging-aided connection setup in NG wireless Internet

In Chapter 4, a new paging-aided connection setup scheme for real-time communica-
tion in Mobile Internet was introduced. The proposed scheme employs home agent
paging architecture in order to keep the property of shortest IP routing path. Instead
of performing paging and RSVP path setup sequentially, we proposed to perform the
two procedures concurrently. We explained the operation details for both unicast
and multicast communications under the proposed scheme. Performance analysis
demonstrated that the new paging-aided connection setup scheme outperforms the
traditional scheme in terms of reducing the overall connection setup time and the

total number of signaling messages.
7.1.4 Location management in NG wireless overlay networks

In Chapter 5, a new mobility management architecture for NG heterogeneous over-
lay networks was introduced. Under the proposed architecture, each heterogeneous
network keeps its own location management hierarchy and registration procedure un-

changed. With the Internet as the common backbone network for signaling message

149



transmission, this architecture is more cost efficient and can be built in a hierarchical
structure to make it more scalable. We proposed three location management schemes
under this architecture. Under all the three schemes, each MT updates its location in
one network at any time and has user preference call delivery support. Calls can be
delivered through any network without restrictions. Numerical results showed that
the LATR scheme and the PPR scheme have their advantages under different scenar-
ios. When most calls are delivered from one network, the PPR scheme may reduce
signaling cost significantly. However, the PPR scheme is implemented based on the
a-posteriori knowledge on future call deliveries, which limits its usage in real systems.
The CHAR scheme is a feasible solution in practice and a good approximation of
the PPR scheme. It does not require any a-posteriori knowledge of user mobility
and call arrival patterns. It keeps the main advantages of the PPR scheme and may
further improve the system performance under certain scenarios. We also proposed a
threshold-based enhancement method. According to the communication history, the
system dynamically switches between the LATR scheme and the CHAR scheme so
that the overall performance is always the better one of both schemes.

The future work lies in the further investigation of the THAR scheme. The details
of the implementation and the evaluation of the performance improvement of the

THAR scheme are worthy of more research.
7.1.5 Handoff management in NG wireless overlay networks

In Chapter 6, a new hybrid control resource allocation scheme for vertical handoff in
heterogeneous wireless overlay networks was introduced. Under the proposed scheme,
each MT may select the best access network for communications based on its own
preferences as well as the adjustment suggested by a central controller. This scheme

combines the terminal-based selection and network-based selection mechanisms. It is
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a two-level decision-making scheme. The first level decision is made with user pref-
erences taken into account. The second level decision is made in order to optimally
allocate the entire system resources so that the overall system cost is minimized.
Instead of abruptly forcing users to change their communication networks without
considering their own preferences, we proposed a novel adjustment policy. Under this
policy, the user preferences are valued and at the same time, the total system cost can
be reduced. In order to find the solution of the non-linear integer optimization prob-
lem, we also proposed a new iterative algorithm to find the optimal user distribution.
Numerical results show that after applying the proposed hybrid control scheme, the
overall system cost is reduced and the user distribution moves closer to the optimal

one.

7.2 Future Research Work

The future wireless systems will be based on IP infrastructure with packet-switching
techniques for multimedia services. However, they will still suffer from the diverse
standards that limit the roaming of mobile users between different networks [93].
The NG wireless systems will be able to support global roaming between different
access technologies. Mobility management will continuously play an important role to
provide seamless services. There are many challenging research issues related mobility

management for NG all-IP based wireless systems.
7.2.1 QoS Issues

The NG all-IP wireless systems will have to provide guaranteed QoS to mobile termi-
nals carrying multimedia applications including best effort and real-time traffic. These
applications have varying requirements which challenge the best effort service model
of the original framework for IP. Bandwidth, throughput, timeliness, reliability, per-
ceived quality, and costs are the foundations of QoS. There have been some proposed

QoS architectures for wired networks. However, QoS provisioning in heterogeneous
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mobile computing environment introduces new problems to mobility management,
such as location management for efficient access and timely service delivery, QoS
negotiation during inter-system handoff, etc. In addition, there has been very little

work on a suitable QoS model for combined macro and micro mobility [94].
7.2.2 Location and Handoff Management in Overlay Networks

Although mobility management for inter-system roaming of adjacent networks with
partially overlapping area will continuously be an important research issue, mobility
management in overlay networks which have fully overlapping coverage should be paid
more attention. Future wireless system has a hierarchical architecture where different
access networks have dramatically different coverage areas. Mobile users will expect to
receive personalized end-to-end services no matter where they go and which network
is providing services. In this vertical roaming scenario, mobile terminals have a more
active role and initiate the specific mobility management mechanisms [71]. Mobility
management techniques should allow mobile users to roam among multiple wireless
networks in a manner that is completely transparent to applications and disrupts
connectivity as little as possible. Moreover, in overlay networks, the choice of the
“best” network for location and handoff management places a new challenge because

different overlay levels may have widely varying characteristics [22].
7.2.3 Cross Layer Optimization

In the global roaming scenario, mobility can be supported from both the network
layer (i.e., IP mobility) and the link layer (i.e., access mobility). Cooperation be-
tween the network layer and the link layer can improve the performance of mobility
management in IP-based heterogeneous communication environments. Information
from the link layer, such as signal strength and velocity of mobile terminals, may help
the decision-making of mobility management techniques at the network layer. Signal-

ing cost and delay should also be reduced in both the Internet domain and underlying
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radio systems. Therefore, the cross-layer mobility protocol design requires more ex-
ploration. Other possible research issues are how the cooperation is implemented,
how tight the cooperation is, and how much information is exchanged between the

two layers.
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