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SUMMARY 

 

Since semiconductor fabrication processes require numerous steps, cost and yield are 

critical concerns.  In-situ monitoring is therefore vital for process control.  However, this 

goal is currently restricted by the shortage of available sensors capable of performing in 

this manner.  The goal of this research therefore, was to investigate the use of acoustic 

signals for monitoring and control of semiconductor fabrication equipment and processes.  

Currently, most methods for process monitoring (such as optical emission or 

interferometric techniques) rely on "looking" at a process to monitor its status. What was 

investigated here involved "listening" to the process.  Using acoustic methods for process 

monitoring enhances the amount and sensitivity of data collection to facilitate process 

diagnostics and control. 

A silicon acoustic sensor was designed, fabricated, and implemented as a process 

monitor.  Silicon acoustic sensors are favorable because of their utilization of integrated 

circuit and micromachining processing techniques; thus, enabling miniature devices with 

precise dimensions, batch fabrication of sensors, good reproducibility, and low costs.  

The fabricated sensor was used for in-situ monitoring of nickel-iron electrochemical 

deposition processes.  During this process, changes occur in its plating bath as the alloy is 

being deposited. It is known that changes in the process medium affect the acoustic 

response. Thus, the sensor was implemented in an electroplating set-up and its response 

was observed during depositions.  By mapping the sensor response received to the film 

thickness measured at certain times, a predictive model of the plated alloy thickness was 



 xiv

derived as a function of sensor output and plating time.  Such a model can lead to real-

time monitoring of nickel-iron thickness. 
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CHAPTER 1 

INTRODUCTION 

 

As feature sizes continue to decrease, the level of integration of semiconductor devices 

continues to increase in complexity and number of components.  The demand in 

integrated circuit (IC) manufacturing is to accommodate this trend without increased 

manufacturing cost.  Microprocessors, for example, had a density of 38.6 million logic 

transistors per cm2 at the cost of 107 microcents in 2001, but the expectations for 2005 

include a density of 97.2 million logic transistors per cm2 at a cost of 27 microcents per 

transistor [1]. 

IC packaging must also evolve to accommodate the changing trends in IC technology.  

IC packaging provides interconnections, power, cooling, and protection of the IC [2].  It 

dictates the system’s cost, size, electrical performance and reliability and is the bottleneck 

to system performance.  Therefore, packaging requirements such as costs, power, 

input/output (I/O) count, and operating frequency must be consistent with IC roadmap 

projections.  For example, compared to requirements for 2002 where high performance 

packages had costs of 2.66 cents/pin, a maximum power of 129 watts, 2248 I/O 

connections, and operated at 800 MHz, 2005 expectations include costs of 2.28 cents/pin, 

power of 160 watts, 3158 I/O connections, and an operating frequency of 1000 MHz 

[1,2]. 

Semiconductor wafer manufacturing challenges will increase as feature size is 

expected to approach 0.05 microns in coming years [3].  Improvements in fabrication 

methods and processes are critical for producing these small dimensions cheaply and 
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reliably.  Semiconductor fabrication requires hundreds of successive processing steps, 

including cleaning routines, oxidation, diffusion, photolithography, etching, and 

deposition steps [3].  Each of these can potentially contribute to yield loss and increased 

cost. Therefore, IC technology development requires not only advancement of device 

fabrication processes, but also advances in process monitoring and control [4].  Stringent 

process control methods are needed to ensure manufacturability.  Process monitoring and 

control are used to obtain minimal process parameter deviations and high device yield, 

which requires monitoring process variables from pre- and post-process measurements as 

well as real time measurements [4].  The aim of process control is to enable the process to 

remain “centered” within some desired tolerance range [5].   

Traditionally, process monitoring primarily has relied on statistical process control 

(SPC) techniques.  SPC is usually performed off-line and is obtained from measurements 

taken after several batches of wafers are processed.  SPC uses ex-situ measurements to 

provide important statistical data based on the status of the equipment and wafer batches 

[6].  It can determine out-of-tolerance conditions and then initiate corrective measures.  

Modifications are usually made on process input parameters based on the relation 

between the input parameters and the critical wafer parameters measured [7].  

Unfortunately, the delay inherent in SPC methods may lead to several incorrectly 

processed batches, which can be quite costly.  SPC requires using monitor wafers that can 

add to costs as well [7].  In addition, off-line measurements are labor intensive and time 

consuming [6]. 

In-situ sensors, however, can be used to measure and monitor certain critical process 

parameters in real time instead of after a run has been completed.  Process shifts, 
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therefore, can be determined immediately and defective components can be detected 

earlier.  In-situ sensors for process monitoring of semiconductor manufacturing 

equipment and processes may enable higher equipment up-time, reduce process 

parameter variations, reduce equipment-related drift, and reduce total device 

manufacturing cycle time [4].  During a run, in-situ sensors can be used to collect process 

data that can be used to develop a predictive model for the process as well.   

 

1.1.  Process Monitoring in Semiconductor Manufacturing 

Sensors generally convert an input signal of some specific form into an electrical 

signal [8].  They usually detect, measure, or record physical phenomena [9]. In-situ 

process sensors can be used for real-time feedback control, detection of process end-

point, and for equipment or process diagnosis [6]. Table 1 shows some of the different 

parameters of interest to process control engineers and researchers.  If these parameters 

can be measured by in-situ process sensors, they have the potential of allowing 

monitoring and control of manufacturing processes [9]. 

 

Table 1.  Parameters to be measured. 
 

Gas Flow Chamber Pressure 

Wafer Temperature Microwave Power 

Gas Impurity Critical Dimension 

Film Thickness Metal Film Sheet Resistance 
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Process control sensors are generally categorized as invasive or non-invasive.  

Invasive sensors have the potential of altering the process environment as well as the 

wafer surface, and therefore are not favorable for real-time monitoring.  Process 

monitoring is optimally performed with non-invasive in-situ sensors where some sensing 

phenomenon is exploited to measure the parameter of interest. The sensor and its 

operating mechanism are established by criteria such as the process being monitored and 

the critical parameter(s) to be measured.  Challenges may arise in implementing these 

sensors in process chambers, since the process environment may present difficulties such 

as high processing temperature or a highly reactive environment [4]. 

In-situ process control sensors are generally grouped into three categories:  equipment 

state, process state, and wafer state sensors [4,5,9].  Equipment state sensors monitor the 

status of the processing equipment.  They may be used to control the equipment or 

identify machine failure or aging.  Some machine state measurements include pumping 

speed of vacuum systems, chamber contamination, and leak detection.  Process state 

sensors monitor the process environment and parameter settings that will yield the 

desired wafer properties or qualities.  Numerous parameters affect the process, but some 

that have a significant effect include wafer temperature, process gas pressure and flow, 

and plasma species, concentration, and energies [5-6].  These sensors provide closed-loop 

machine control, keeping the process environment constant [5].  Wafer state sensors 

measure the effect of the manufacturing process on the wafer.  Wafer state measurements 

are extremely important as wafer parameters are directly proportional to device yield and 

performance [4].  Using process models, measurements from wafer state sensors can lead 



 5

to real-time modification of process parameters/variables [5].  Wafer state measurements 

include film thickness, film thickness uniformity, and sheet resistance. 

 

1.2.  Motivation for Thesis Work 

There is a shortage of sensors that have been developed as process monitors.  Many 

methods currently available utilize optical-based techniques to monitor various process 

parameters in-situ [3].  These methods rely on “looking” at a process to monitor its status.  

While they may be the most common in-situ process control sensors, they are somewhat 

limited in their applications and can be expensive.  Thus, alternative or complementary 

techniques, such as acoustic methods, are also desirable for monitoring semiconductor 

manufacturing equipment and processes in-situ.  Acoustic methods  involve “listening” to 

the manufacturing process to enhance the amount and sensitivity of data collection to 

facilitate process diagnostics and control. 

 

1.2.1.  Acoustic Sensing 

Acoustic devices offer potential as in-situ sensors because they are highly sensitive to 

surface changes and perturbations [10-11].  They are also capable of sensing in both gas 

and liquid environments [10].  Acoustic sensors can be fabricated using IC fabrication 

methods, yielding high fabrication accuracy and reproducibility, bulk fabrication, low 

cost, high performance, and the integration of on-board signal processing electronics [8].  

They have been reported as providing measurement of parameters such as pressure, 

temperature, mass loading, liquid density and viscosity, as well as electrical conductivity 

[10,12].  Many of these parameters are of interest in semiconductor manufacturing. 
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1.2.2. Electrochemical Deposition 

Electrochemical deposition (electroplating) processes are used in the semiconductor 

industry to deposit various metals on substrates in aqueous solutions.  They do not 

require expensive or complicated equipment and can be performed in a beaker [13].  

Electroplating entails two different methods:  electrolytic and electroless plating.  In 

electrolysis, the beaker contains an electroplating solution (electrolyte) consisting of ions 

of the metal to be plated, as well as  negative and positive electrodes.  The substrate to be 

plated is located at the negative electrode (cathode).  Power is supplied to the electrodes 

causing current to flow through the electrolyte.  This current is needed to drive a non-

spontaneous reaction—the flow of electrons from the anode to the cathode.  Therefore, 

electrons are supplied to the surface of the substrate and metal cations in the solution 

move towards the cathode, become reduced (gain electrons), and deposit metal there [13-

15].  In electroless plating, an exposed metal surface or seed layer is placed in the plating 

solution.  Electroless plating eliminates the need for an external power supply and an 

anode.  This type of deposition uses chemical instead of electrical reduction. The 

reduction and oxidation processes are carried out on the same metal surface [15, 16].   

Electrochemical deposition has existed since the 1800’s, and has evolved in its  

technique and usage.  Its discovery has been linked to Luige Brugnatelli, a friend of 

Allisandro Volta, who  discovered the electrical cell a short time prior to Brugnatelli’s 

discovery [17].  Brugnatelli’s work involved plating gold over silver objects.  By 1840, 

electroplating was more widely known and had been refined as a plating method that 

could be used for producing printing press plates.  Today’s usage of electroplating ranges 

from the deposition of metals such as silver or gold on jewelry to the plating of chrome 
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on car parts [17].  Since the mid-1900’s, electroplating has been use more extensively for 

plating electronic components.  It is not only used in fabricating electronic devices in the 

IC industry but for micromachining of high aspect ratio metal parts.  Metals that can be 

electroplated include copper, gold, silver, nickel, tin, palladium, tin-lead alloys, 

palladium alloys, gold alloys, and magnetic alloys such NiFe, NiFeMo, and CoFeCu [13-

19].    Electroplating has been used to deposit these metals on printed circuit boards for 

contacts and interconnects, as corrosion protective surfaces, on chip packages, as etch 

masks, for thin film magnetic heads, and in the creation of electrostatic or magnetic 

actuators [16, 19].   

While the IC industry may seek to avoid wet chemical processing when dry 

deposition alternatives are available, electroplating has various attributes that validates its 

necessity in this industry.  Plating is an attractive deposition technique because it is 

inexpensive, is an additive process, provides for the deposition of large thicknesses at 

relatively fast rates, is performed at low temperatures, and can be used to deposit a wide 

range of metals including metal alloys.  Electrodeposition also enables the plating of via 

holes and blind vias, the fabrication of high-density metal patterns, and the ability to 

control various properties of the deposited metal by modifying the plating bath [16].  

Also, because of the mechanism of electroplating metals—ions leaving the plating 

solution and depositing metal on the areas of the substrate exposed by a polymer mask 

atom by atom—even the smallest features of the plating mold can be duplicated on the 

substrate [16].  Electroplating enables the creation of high-aspect-ratio parts used for 

microelectromechanical systems (MEMS).  Many other metal deposition techniques 

cannot produce structures with a height-to-width aspect ratio that is greater than 1:1 
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without challenges [16].  Processing challenges such as the shadowing effect prevent 

these other methods from realizing the pattern precisely on the substrate.  Shadowing can 

result in metals that have rounded edge profiles [16].  

 

1.2.3.  Research Objectives 

In the semiconductor industry, manufacturers of integrated devices are concerned 

with device yield, which denotes the fraction of finished devices that are fully functional 

and able to be sold.  Yield loss can be attributed to wafer defects, processing errors and 

miscalculations, and assembly damage [20].  Monitoring of manufacturing processes 

helps alleviate errors and miscalculations during processing, thereby increasing yield and 

ultimately decreasing manufacturing cost and increasing profit.  The objective of this 

research is to investigate the use of acoustic methods for in-situ monitoring of 

semiconductor manufacturing processes.  More specifically, this work focuses on 

developing an acoustic sensor that will provide a novel technique for monitoring 

electroplating deposition processes.  This research establishes a predictive model of the 

progression of metallization during electroplating based on signals from the acoustic 

sensor in an electroplating set-up.  During certain electroplating processes, changes in the 

plating solution composition yield changes in an acoustic signal transmitted through the 

bath.  Thus, the sensor data and measured plated metal thickness can be recorded and 

mapped to yield an empirical relationship between the two, leading to real-time 

monitoring of electroplating. 
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1.3. Thesis Organization 

Chapter 2 of this thesis presents a review of existing in-situ process monitoring 

techniques.  These methods are based on optical and acoustic sensors.  A thorough 

discussion of the various types of acoustic sensors as well as their applications for 

monitoring semiconductor manufacturing is included.  In Chapter 3, the piezoelectric 

sensor developed in this research is described.  This chapter details the theory and 

operation of the sensor, the mechanism of piezoelectricity, selection of piezoelectric 

materials, and the circuit model used to represent the acoustic sensor.  The design of the 

sensor and process sequence used to fabricate it are then outlined in Chapter 4.  Chapter 5 

derives the theoretical sensitivity of the sensor and presents the experimental response.  

The theoretical and experimental results are then compared and discussed.  

Electrochemical deposition is described in Chapter 6.  The mechanism and chemistry of 

electroplating is presented, as well as details about the nickel-iron plating bath used in 

this research.  Chapter 6 also presents the implementation of the piezoelectric acoustic 

sensor in the electroplating set-up.  The predictive model developed for film thickness is 

then presented.  Chapter 7 summarizes the research detailed in this thesis, provides final 

comments, and describes directions for future research. 
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CHAPTER 2 

REVIEW OF EXISTING IN-SITU PROCESS MONITORING  
TECHNIQUES 

 

Since microelectronics fabrication processes require numerous steps, cost and yield 

are critical concerns.  Thus, manufacturing companies are continuously seeking 

improvements in fabrication methods and processes.  Ideally, one would like to monitor 

and control crucial semiconductor process parameters (such as those in Table 1) in-situ.  

These parameters are significant for obtaining denser, yet cheaper chips while 

maintaining high yields, reliability, and performance [4].  Much work is still to be done to 

realize a full range of sensors to provide such capabilities.  Most monitoring schemes still 

rely on pre- and post-process measurements [3].   

Also, wafer state measurements are still lagging behind other process control 

measurements.  This chapter reviews some of the in-situ process monitoring techniques 

currently available.  Many of these methods can be classified as either optical or acoustic 

sensors. 

 

2.1.  Optical Sensors 

Currently, most in-situ process sensors are optical in nature. These include optical 

emission spectroscopy (OES), interferometry, ellipsometry, and optical pyrometry.  

These techniques can be used to determine parameters such as etch/deposition rates, film 

thickness, and wafer temperature based on optical emission variations, the interference of 
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light waves, and light polarization changes.  An overview of these sensors describing 

their advantages and limitations as process control sensors is given below. 

 

2.1.1.  Optical Emission Spectroscopy (OES) 

OES is a common process state sensor that is used frequently in plasma processes.  It 

is the most common method for end-point detection during plasma etch.  Optical 

emission from a plasma is produced by the impact of electrons with gaseous species that 

thereby decay and emit excess energy in the form of photons [21-22].  These photons can 

be measured through optical techniques.  A typical OES set-up for a plasma system is 

shown in Figure 1.  It uses a monochromator to collect the emission spectra [23]. 

OES is a bulk measure of the optical radiation of the plasma species and is 

considered a “passive” method (compared to laser interferometry and ellipsometry).  

During an etching process, emission can come from etch products, etchants, or their 

residue.  Because the spectra emitted by excited chemical species are generally unique, 

the composition of a gas mixture can be determined [24].  OES generally provides an 

average intensity at a certain wavelength above the wafer.  The spectrum from a plasma 

changes during an etching process.  The wavelengths that appear correspond to the etch 

reaction product (Figures 2a and 2b).  The intensity at a single wavelength can be 

monitored by setting the optical spectrometer to the line of interest. Thus, by monitoring 

a by-product species, etch end-point can be detected (Figure 2c) [25]. 

OES is only beginning to be examined for indirect in-situ monitoring of wafer state 

[21].  It is currently limited because light from plasma has numerous emissions from 

many species that include a wide spectral range.  Often, it is difficult to delineate a  
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Figure 1.  OES system setup [23]. 
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characteristic line from the intense background [24].  However, new approaches are being 

derived for OES in which multiple beams are used to spatially resolve the intensity across 

the substrate [21].  This approach may produce process state information and estimates of 

wafer state parameters.  As a wafer state sensor, OES could measure parameters such as 

spatial uniformity of the etch [21].  This approach can also be applied to plasma 

deposition processes [9]. 

 

2.1.2.  Interferometry 

Interferometers can be used as wafer state sensors.  Their operation is based on the 

theory of light wave interference [26].  For laser interferometry, as a beam of 

monochromatic light is reflected by a top surface and the underlying interface of a 

transparent film, the rays combine and interfere—constructively and destructively (in 

phase and out of phase) [24, 27].  The interference is characteristic of the film thickness 

and wavelength of the light.  Therefore, laser interferometry can be used to monitor the 

thickness of transparent films.  A He-Ne laser (632.8 nm) light source is usually used 

because of its affordability, monochromaticity, and coherence of its emitted light [27].  

As shown in Figure 3, some of the incident light reflects off of the top surface and 

some is transmitted through the film layer and reflected off of the film-substrate interface.  

The reflected intensity is a periodic function of film thickness and the amplitude of the 

reflected intensity is a function of the index of refraction of the ambient, film, and 

substrate [25].  The interference of the top and underlying layer causes the reflected 

intensity to change as the film thickness changes.  When the interference is constructive, 

an optical maximum will occur.  When the interference is destructive, an optical 
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minimum results [28].  Thus, the intensity varies sinusoidally.  The film thickness is 

determined by observing the time between either the minima or maxima on the 

interferogram and is given by 

   
n

d
2
λ=       (1) 

where d is the film thickness, λ is the wavelength of the interferometer laser, and n is the 

index of refraction of the film [24]. 

 

 

 

 

 

 

 

 

 

 

  

Laser interferometry provides in-situ monitoring of deposition and etch rates as well 

as end-point detection.  It can be used to determine thickness as small as a few hundred 

angstroms [28].  It is limited in that it is only for transparent films and also because it 

monitors only a small spot on the substrate surface.  Non-uniformities, therefore, may be 

associated with the data received from the sample observed [24]. 

Incident 
Light 

Transparent Film 

Substrate 

Figure 3. Physical principle of interferometry. 

d 

Ambient 



 15

Interferometry can be extended to full wafer measurements, however, where 

measurements can be obtained from multiple points across the wafer.  For example, in 

plasma systems, this technique uses the plasma optical emission as the light source.  A 

specific plasma emission line from the wafer surface is reflected onto a CCD camera, 

where the wafer surface is imaged using an optical band pass filter [9, 26].  

Interferograms generated enable the etch or deposition rate distributions to be mapped 

across the wafer.  This sensor is promising, but it may encounter hardware alignment and 

calibration difficulties.  Filtering and then analysis of the extensive amount of data 

produced may also be a concern.  Interferometers are costly as well [25].   

While laser interferometry is not suitable for opaque films, such as metals, laser 

reflectance may be viable for end-point detection of such materials.  Metal films have 

high reflectance intensity.  Therefore, when completely etching through a metal to an 

insulator or semiconductor surface, there will be a sharp change in the intensity of the 

reflected light.  This change can be used to signify end-point [24]. 

 

2.1.3.  Spectroscopic Ellipsometry 

Spectroscopic ellipsometers (SE) are ellipsometers that provide data for multiple 

wavelengths.  Ellipsometry theory is based on the change in polarization of light after 

being reflected from a surface [26, 29].  The electric field portion of linearly polarized 

light propagates in one direction and has a p-component and an s-component, denoted by 

Ep and Es, respectively.  The p subscript stands for parallel (to the plane of incidence) and 

the s subscript stands for the German word ‘senkrecht’ which means perpendicular [30].  

As shown in Figure 4, when linearly polarized light is reflected from a surface, its 
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components experience attenuation and a phase shift, causing the light to become 

elliptically polarized. 

 

 

 

 

 

 

 

 

 

 

 

 

Ellipsometry determines the change in two parameters, the amplitude ψ and phase ∆, 

between Fresnal reflection coefficients for p and s polarized light. These coefficients are 

Rp and Rs, respectively [31].  ψ and ∆ are usually defined by a ratio of these coefficients, 

ρ, which is given by 

    ( ) ),,,(tan ii
i

s

p LNe
R
R

λρρ Φ=Ψ== ∆    (2) 

where Φ is the angle of incidence, λ is the wavelength of the ellipsometer, Ni and Li are 

the complex index and thickness of the ith component respectively [31].  Also, ∆=δp- δs 
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Figure 4.  Basic geometry of ellipsometry measurements. 

1.  linearly polarized light 

2. reflects off sample 

3.  elliptically polarized light 
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where δp and δs are the phase shifts of the p- and s- planes, respectively. Rp and Rs are 

given by 

pi

pr
p E

E
R =       (3) 

si

sr
s E

E
R =      (4) 

where Ep and Es are the p- and s- components of the electric field, respectively.  The r 

and i subscripts denote that the waves are reflected (r) or incident (i) waves. 

The change in state of polarization can be analyzed as a function of wavelength 

using Fourier analysis [17, 19].  ψ and ∆ are usually measured and are a function of the 

material’s index of refraction, thickness, and composition.  Therefore parameters such as 

film thickness can be measured in-situ using SE. 

Because ellipsometry is a measure of the ratio of two values, it is a repeatable and 

accurate measurement technique [32].  Its phase measurements allow it to have sub-

monolayer sensitivities [31]. During many process reactions, the process window of the 

chamber becomes coated with reaction byproducts and result in intensity changes.  SE 

sensors are insensitive to these changes and therefore eliminate the presence of such 

errors [31]. The sensor system, however, requires precise alignment and calibration for 

optimum sensitivity.  Also, these sensors are restricted to transparent films. 

 

2.1.4.  Optical Pyrometry 

Optical pyrometers are the most widely used sensors for temperature measurements 

in rapid thermal processing (RTP) reactors.  The word pyrometry comes from the Greek 

word “pyro” (fire) and the word “metron” (measured).  Pyrometers are photodectors that 
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absorb energy or measure the intensity of an electromagnetic (EM) wave [33].  

Pyrometry theory is based on the emission of radiation from objects that is a function of 

their temperature [4].  A pyrometer monitors the electromagnetic radiation emitted by a 

wafer and then uses that information, along with the predetermined directional spectral 

emissivity of the wafer, to compute the wafer temperature.  This relationship is derived 

from the ideal blackbody radiation-temperature relationship of Planck’s law, which is 

given by [4]   

  [ ]1
2),(

)/(5

2

−
=

Tkhcb
e

hcTW λλ
πλ     (5) 

where Wb is the radiant power intensity from a blackbody, λ is the wavelength, T is the 

absolute temperature, h is Planck’s constant (6.625x10-35 J-s), c is the speed of light 

(3x108 m/s), and k is Boltzmann’s constant (1.380x-23 J/K).  Therefore, if the radiation 

intensity (Wb) is measured at a known wavelength (λ), the temperature T can be derived 

[33].  Equation (5), however, is given for blackbody objects (i.e., objects where all of the 

EM radiation is absorbed and where the maximum possible radiation is emitted).  For any 

object that deviates from this condition, emissitivity must be considered.  The emissitivity 

describes the difference between the radiation absorption of blackbodies and real objects.  

It is given as the ratio of radiation emitted by a non-blackbody material to that emitted by 

a blackbody object at the same temperature [33]. 

Therefore, the accuracy of optical pyrometers depends on the knowledge of the 

spectral emissivity, which is used as a correction factor for Planck’s Law.  This parameter 

can vary during the process, however, due to the temperature and process properties [31].  

Emissivity can be affected by the dimensions and surface of the chamber walls, 
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interference effects of heated viewports and lamps, the thickness of any layers on the 

wafer surface (if a deposition process), and other wafer characteristics [4].  This can lead 

to erroneous temperature measurements that are up to 10oC off [4].  Reproducible 

measurements are also an issue for optical pyrometry measurements.  

 

2.2.  Acoustic Sensors 

Acoustic devices are of great interest because they are generally small, cheap, 

highly sensitive, and have the ability to characterize the effects of a wide range of 

measurands.  Detection and characterization of a parameter are generally based on 

changes in the physical properties of the medium in contact with the sensor surface.  For 

acoustic sensors, the medium could be a gas, liquid, or a solid. Acoustic devices are 

known to be sensitive to many of the parameters that could lead to process monitoring of 

various semiconductor manufacturing processes.  Some of these properties/parameters 

include mass, electrical conductivity, flow, viscosity, pressure, and temperature 

variations.  Acoustic sensors can be fabricated using IC and micromachining 

technologies; therefore leading to the creation of small, precise, and reproducible sensors 

that are capable of being integrated with other electronic circuitry.  This thesis 

investigates using acoustic methods to provide alternative or complementary techniques 

to the optically based process monitoring sensors presented above. 

 

2.2.1.  Acoustic Wave Devices 

There are various transduction mechanisms used by acoustic sensors.  For some 

sensors, an acoustic wave is generated in and/or from the device and its characteristics 
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are altered in response to changes in the medium in contact with the device surface.  

Thus, the transduction principle is based on changes in the acoustic wave velocity or  

amplitude [8,10,34].  Such use of acoustic waves in sensor devices requires generation of 

the wave, circuitry to couple the electrical signal and mechanical response, as well as a 

means of measuring the wave perturbation [11].    

Acoustic wave devices generally possess a piezoelectric layer with patterned metal 

electrodes (transducers) on its surface [11].  Piezoelectrics can be used to convert 

mechanical energy into electrical energy, and vice versa.  Thus, if a voltage is applied to 

a piezoelectric crystal, a strain will result in the material.  While probably the most 

common method, piezoelectricity is not the only mechanism of operation for these 

devices.  Electrostrictive, magnetostrictive, as well as photothermal methods can be used 

to generate acoustic waves [11].  Acoustic wave devices operate over a frequency range 

extending from less than one to more than 1000 MHz [8].  The crystal orientation, 

piezoelectric film thickness, and metal transducer dimensions dictate the type of acoustic 

wave generated and the sensor resonant frequency.  

Metal transducers are used to excite acoustic waves in the acoustic wave device 

medium.  They may consist of simple circular patterns on the top and bottom of the 

piezoelectric plate surfaces or they may consist of more complex interdigital metal 

patterns.  Interdigitated transducers (IDTs) usually have patterns similar to the one shown 

in Figure 5.  When a spatially periodic electric field is applied to an IDT, a periodic 

mechanical strain will be generated in the underlying piezoelectric material because of 

piezoelectricity.  Moreover, acoustic waves are created and will propagate away from the 

electrodes with wavefronts parallel to the IDT fingers [12].  The IDT period p is the 
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center-to-center distance between two adjacent electrode fingers of one comb.  Optimal 

operation is provided when the wavelength λ is equivalent to p.  Under these conditions, 

a sinusoidal voltage with frequency f will produce vibrations that interfere constructively 

[12].  Therefore, the synchronous or resonance frequency is f = v/p, where v is the wave 

(phase) velocity.  The velocity is dictated by the cut of the crystal and the substrate 

material used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Many acoustic wave devices employ a delay line configuration that consists of two 

IDTs that have a center-to-center separation distance of L.  In this set-up, one IDT 

generates the acoustic waves that propagate through the substrate and arrive at the second 

IDT after some time delay.  An associated electric response is collected at the second 

p 

Figure 5.  IDT design. 
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IDT, where it can then be recorded by data acquisition equipment.  Therefore, any change 

in the response of the received waves is indicative of some change in the surface path 

through which the waves were transmitted [12]. 

 

2.2.1.1.  Types 

The most common acoustic wave devices include thickness-shear mode (TSM), 

surface acoustic wave (SAW), flexural plate wave (FPW), and shear horizontal plate 

mode (SH-APM) devices [8,10-12].  The waves that propagate in these devices usually 

have a transverse wave component, whereas the particle displacement will be normal to 

the direction of propagation.  The particle displacement will be either parallel or 

perpendicular to the sensor surface [11].    

TSM devices are characterized by acoustic waves that are transverse waves and 

propagate through the bulk material perpendicularly to the sensor surface [11].  As shown 

in Figure 6a, the particle displacement is parallel to the top and bottom surfaces.  The 

wavelength of the fundamental and harmonic resonances are determined by the plate 

thickness d and is given by λ = 2d/n, where n = 1 for the fundamental resonance and n = 

3,5,7,… for harmonic resonators [8, 11].  These devices usually have a fundamental 

mode of operation between 5 to 10 MHz [8].  TSM devices are considered one-port 

devices.  The single port, which serves as both the input and output, is created by thin 

circular metal transducers located on each side of the plate.  The sandwiched plate is 

usually AT-cut quartz.   

Because of the orientation and piezoelectric properties of quartz, a shear deformation 

of the quartz crystal will occur if a voltage is applied to the electrodes [8].  Different 
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resonant thickness-shear modes can be excited in the crystal electrically wherein the 

displacement maxima will be found at the crystal surface.  These devices are thus 

sensitive to surface perturbations, such as surface loading [8]. The most popular TSM 

device is generally known as the quartz crystal microbalance (QCM) [11], which will be 

discussed further in a subsequent section. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In SAW devices, acoustic waves generated by IDTs are usually Rayleigh waves 

whose energies are confined to a depth of approximately an acoustic wavelength thick in 

a piezoelectric material (Figure 6b).  The piezoelectric material is generally thick and 

much greater than a wavelength.  The surface particle moves in an elliptical and 

        6(a).                              6(b).                                 6(c).                                 6(d). 
 

Figure 6. Acoustic wave device structures [11]. 
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retrograde path and possesses both surface-parallel and surface-normal components 

[8,10,11].  The surface-parallel component is parallel to the wave propagation direction 

and represents the longitudinal wave component.  The surface-normal component is the 

shear component.  SAW devices can be implemented with delay lines as shown in Figure 

6b, where the IDTs are located at opposite ends of the surface of the plate.    SAW 

devices can also be designed as resonators and require one or two IDTs for this 

application [11].  SAW devices typically operate at 30 to 300 MHz [11]. 

Another class of surface wave devices is known as surface transverse wave (STW) 

sensors.  While not as common, they are similar in appearance to surface acoustic wave 

devices.  STW devices, however, use a metal grating or thin film layer to confine the 

wave to the surface and lower the wave velocity.  The particle displacement of these 

devices is parallel to the surface, yet perpendicular to the wave propagation [10-12]. 

Lamb waves are generated in thin plates (i.e., thickness is a fraction of the 

wavelength). Their particle motion, however, is similar to that of Rayleigh waves—the 

particles move in an elliptical path and have surface-parallel and surface-normal 

components [8, 10, 11].  Lamb waves generated by IDTs on thin plates establish a set of 

symmetric and anti-symmetric waves denoted by S0, S1, … and A0, A1,…., respectively 

[11].  The symmetry is in reference to the motion of the particle about the neutral plane of 

the plate.  For very thin plates, only the two lowest order modes exist, S0 and A0 [8].  

These are the only two modes that have wave velocities that are lower than that of SAW 

devices in the same medium.  For the A0 mode, the plate experiences flexure and is 

compared to a flag waving in the wind during the propagation of the wave [8].  Thus, 

these waves are called flexural plate waves (FPWs).  They are depicted in Figure 6c.   
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The FPW sensor is implemented with a delay line.  The IDTs excite the FPWs and 

cause the entire plate to be in motion.  FPW devices typically operate at  frequencies 

between 2-7 MHz [11]. 

SH-APM waves propagate in thin plates (on the order of a wavelength) and have 

particle displacements that are usually parallel to the device surface and normal to the 

direction of propagation (Figure 6d) [11].  Because they lack a surface-normal 

displacement component, SH-APM waves can propagate in liquids and thus are used for 

many applications for liquid sensing. The bulk of the plate of SH-APM devices serve as 

acoustic waveguides and confine the waves between the upper and lower surfaces of the 

plate as the wave propagates.  The devices usually operate at 25-200 MHz [811. 

 

2.2.1.2.  Parameter Sensitivity 

As previously noted, acoustic devices are usually sensitive to parameters that will 

perturb mechanical properties of the wave and/or its electric field [10].  Changes in the 

acoustic wave velocity can result from the addition of mass as well as from changes in 

the medium contacting the surface.  If the acoustic wave device is placed in an oscillating 

circuit, changes in the oscillation frequency can be used to determine changes in the wave 

velocity.  Changes in the acoustic wave amplitude are indicative of attenuation of the 

wave by the adjacent medium, thus signifying physical changes in that medium [11].  

Such amplitude changes can be measured by equipment such as a vector voltmeter of 

network analyzer.   

Acoustic wave devices have been used for various applications, including chemical 

and gas flow sensing and film thickness monitoring.  In [35], a chemical sensor was 
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reported that employs surface acoustic waves to monitor the concentration of different 

gases.  This device is composed of an oscillator circuit.  A thin film that selectively 

absorbs the investigated gas is used to coat the surface of the sensor.  The mechanical and 

electrical properties of the surface are altered as a result of sorption of the gas.  Thus, the 

time delay of the delay line  changes, as does the frequency.  The frequency shift is used 

as a measure of the sampled gas concentration. 

The temperature dependence of acoustic waves can be used to realize a SAW sensor 

that measures gas flow rates.  Such a device was described in [10] and was composed of a 

delay line that was fabricated on 128o-rotated Y-cut LiNbO3.  A substrate heater or 

acoustic absorber used to convert RF energy into heat, heats the delay line to a 

temperature above that of the surrounding atmosphere.  Convection causes the heat to be 

removed as gas flows over the sensor.  Thus, the surface temperature is reduced and the 

acoustic velocity is changed.  This results in a shift of the oscillator circuit’s frequency. 

Thickness-shear mode sensors are generally known as quartz crystal microbalances 

(QCM).  QCM devices have been used for deposition monitoring of thin metal films in 

vacuum systems since the late 1960s [29].  They use mass loading as the sensing 

operation.  A frequency shift is proportional to the mass of the film.  This information 

combined with the film density and acoustic impedance, enables the film thickness and 

deposition rate to be determined [11].  

 

2.2.2.  Silicon Microphones 

Some acoustic sensors are categorized as microphones (operate in air) or 

hydrophones (operate in fluids).  These sensors detect changes in mechanical pressure 
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over various frequency ranges [34,36].  Based on the relationship determined between the 

parameter of interest and pressure, a measurement of the desired parameter can be 

obtained.  Most of these devices use bendable membranes or beams as the sensing 

element.  IC and micromachining fabrication techniques provide the creation of 

extremely thin beams and membranes, thus enabling them to be highly sensitive to a 

measurand such as pressure.  The deflections resulting from applied acoustic pressure are 

converted to electrical signals that can be measured with electrical equipment [34].  

These devices are traditionally fabricated in silicon.   

 

2.2.2.1.  Types 

Microphones use moving diaphragms or membranes that vibrate as a result of an 

incident pressure.  They incorporate some sensing mechanism to convert the deflections 

into an electrical signal.  There are various types of microphones that differ based on their 

diaphragm design and sensing mechanism.  This establishes a wide range of microphones 

with a wide range of frequency bandwidths, sensitivities, dynamic ranges, and directional 

characteristics [34].  Acoustic sensors that are categorized as silicon microphones include 

capacitive, piezoresistive, piezoelectric, and optical waveguide sensors [34, 36-40. 

The most common silicon microphone is known as the capacitive or condensor 

microphone.  This sensor is composed of a variable gap capacitor as shown in Figure 7.  

Capacitive microphones either are biased by an external DC voltage source (usually 20-

200V) to generate a surface charge q or use an electret material [34,37-40].  Electret 

materials are permanently charged and eliminate the need for an applied voltage.  

Operation of this sensor is based on   
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==       (6) 

where V is the voltage across the capacitor, q is the electric charge on the capacitor, C is 

the capacitance, d is the thickness of the air gap between the plates, ∈ o is the permittivity 

constant, and A is the area under the capacitor plates [34].  A pressure applied to the 

sensor diaphragm (at a constant charge) changes d, causing C to change.  As a result, the 

voltage V will change.  The change in V is proportional to the displacement of the 

diaphragm. 

 

 

 

 

 

 

 

 

 

 

 

The microphone sensitivity of a capacitive microphone is dictated by the magnitude 

of q produced by the external voltage.  This voltage needs to be very large to obtain high 

sensitivities.  This, however, may lead to a lower dynamic range and a smaller shock 

resistivity [34].  Figure 7 shows that the air gap is connected to a large back cavity by 

slits.  This is required to lower the stiffness of the air gap.  Therefore, when the 

Figure 7.  Capacitive microphone. 
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membrane is displaced because of an applied pressure, the air in the gap streams and 

damping occurs [39].  Moreover, high frequency sensitivities will be greatly reduced 

because of the air-streaming resistance [13, 34].  Capacitive microphones have reported 

capacitances of 1-20 pF, sensitivities of 0.2 to 25 mV/Pa, and frequency responses 

between 10 Hz to 120 kHz [13, 38-39]. 

In piezoresistive microphones, four polysilicon resistors are fabricated on a silicon 

diaphragm and are usually connected in a Wheatstone bridge configuration as shown in 

Figures 8 and 9 [13, 34].  Figure 8 shows a cross-sectional view of the piezoresistors on 

the membrane and Figure 9 is a top view depicting the position of the four resistors (R1, 

R2, R3, and R4).   

Piezoresistive materials experience a change in resistance as a result of an induced 

strain.  Thus, an applied mechanical pressure or stress will be proportional to a change in 

resistance ∆R 

ttllR
R σπσπ +=∆     (7) 

where π is the piezoresistive coefficient and σ is the stress.  The subscripts l and t denote 

the longitudinal and transverse directions (with respect to the current flow), respectively 

[16, 34]. 

In a common design of this microphone, two resistors are positioned so that they 

sense stress that is in the same direction of their current flow.  The other two are oriented 

to sense stress that is perpendicular to their current flow.  Therefore, when the membrane 

is displaced, the value of two resistors increases while the value of the other two 

decreases [13, 16, 41].  If all of the resistors are initially equal and have identical 

resistance changes (except for a difference in sign) due to an applied stress, the output 
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voltage ∆V= Vin*(∆R/R), where Vin is the bridge-input voltage and R is the zero-stress 

resistance [13,16,41].   

While piezoresistive microphones tend to possess low sensitivities, they typically 

generate a low output impedance [38, 40].  These microphones also exhibit a temperature 

dependence, which may pose problems for various applications.  Piezoresistive 

microphones have sensitivities of 1 nV/Pa to 25 µV/Pa and frequency responses between 

100 Hz and 5 kHz [16, 38, 40]. 
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Figure 9.  Position of piezoresistors on microphone membrane. 

            Figure 8.  Piezoresistive microphone. 
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An example of a piezoelectric microphone is shown in Figure 10.  This type of sensor 

is the basis of the thesis work presented here and thus, a more in-depth description of this 

microphone will be provided in Chapter 3.  However, the author wishes to note that 

piezoelectric sensors employ a thin membrane and a piezoelectric layer.  The operation of 

piezoelectric microphones is based on the piezoelectric effect, where a mechanical stress 

deforms the membrane and generates an electric charge on the piezoelectric layer.  These 

microphones have sensitivities from 25 to 920 µV/Pa and frequency responses from 10 

Hz to 45 kHz [38, 39]. 

 

 

Figure 10.  Piezoelectric microphone. 
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      Optical-waveguide microphones are based on the fact that sound pressure changes the 

medium through which light propagates, thereby changing the phase or amplitude of the 

light wave [25, 26].  There are various optical-waveguide microphones that have been 

described in literature and one such sensor is depicted in Figure 11.  This microphone has 

a two-chip design and implements a membrane chip and a silicon waveguide chip [38].  

Optical fibers are used to couple the light into the waveguide chip and receive light once 

it has been transmitted through the waveguide.  The hollow waveguide is enclosed by the 

bottom gold layer of the waveguide chip, the top gold membrane chip layer, and the 

silicon ridge (height of 5 µm) on the sides.  If a mechanical pressure is applied to the 

membrane chip, the height of the hollow area of the waveguide is changed, modulating 

the phase and amplitude of the light in the waveguide before it is received by the 

receiving fiber.  A Mach-Zehnder interferometer can be use to measure the phase 

modulation [38]. 

Figure 11.  Optical-waveguide microphone [38]. 
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2.2.2.2.  Parameter Sensitivity 

As previously mentioned, silicon microphones are sensitive to changes in 

mechanical pressure.  The mechanism used to sense these changes can rely on 

capacitive, piezoresistive, piezoelectric, or optical responses and has been outlined for 

the various microphones in Section 2.2.2.1.  The changes in pressure are usually 

converted into an electrical response (capacitive, piezoresistive, piezoelectric 

microphones) or an optical response (optical-waveguide microphone).  These changes 

are usually measured by equipment such as voltmeters, network or spectrum 

analyzers, or interferometers. 

 

2.2.3.  Acoustic Sensors in Semiconductor Process Monitoring 

In recent years, a group of Stanford University researchers has pioneered the use of 

acoustic methods to monitor semiconductor processes.  They have provided sensors for 

in-situ thickness monitors and wafer temperature mapping in process chambers, as well 

as photoresist process monitoring.  Some of their relevant work is outlined below. 

A vital element of rapid thermal processing (RTP) technology is the need to 

accurately measure and map the wafer temperature.  In [42], Lee et al. use the 

temperature dependence of acoustic wave propagation for in-situ temperature 

measurements.  The devices used are FPW transducers mounted to quartz pins.  These 

pins are in contact with the back of the wafer being processed.  The center frequency of 

the transducers is 300 kHz.  The acoustic wave propagates the (100) wafer plane in the 

RTP chamber.  The time of flight of the lamb wave across the wafer is used to derive the 

temperature measurements.  By incorporating an array of transducer pins around the 
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periphery of the wafer and using tomographic inversion techniques, the authors were able 

to map the temperature of the entire wafer during processing.  

The Stanford researchers have also used FPW devices as in-situ film thickness 

sensors. The mechanism of this sensor relies on the fact that the velocity of the lamb 

wave propagating in a wafer will be changed by the thin film coating on the wafer surface 

[43].  The types of film monitored are not limited (as with optical sensors) and can 

include transparent or opaque films, as well as metals and insulators.  In this application, 

the FPWs are excited and detected by piezoelectric transducers on the bottom of quartz 

rods.  These rods contact the back surface of the silicon wafer.  The operating frequency 

of the sensor is 200 kHz.  The time delay of the signal transmitted is measured and film 

thickness information is derived.  These measurements were performed in Al films in a 

sputtering system.  

This group also developed an ultrasonic sensor for in-situ monitoring of photoresist 

processing [44].  This sensor is used to monitor changes in the photoresist thickness 

during development.  Process monitoring is provided by exciting high frequency 

longitudinal waves in silicon via a buffer rod.  The changes in the reflection coefficient of 

the acoustic wave reflected from the photoresist/silicon interface are measured and used 

for process monitoring.  

These applications demonstrate the potential of using acoustic methods for 

monitoring and control of semiconductor manufacturing processes.  The techniques 

described above, however, require direct contact of the sensor with the silicon wafer.  

The method used in this thesis research eliminates that requirement. 
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2.3.  Summary 

This chapter reviews existing in-situ process monitoring techniques.  The methods 

outlined are based on either optical or acoustic sensors.  Process sensors are required to 

monitor critical semiconductor process parameters in order to provide for high device 

yields and low processing costs. 

Currently, most  in-situ process sensors are optical in nature.  Optically based sensors 

such as optical emission spectroscopy (OES), interferometry, ellipsometry, and optical 

pyrometry were outlined in this chapter.  The advantages, limitations, and current 

applications of these sensors were presented. 

Acoustic sensors are of great interest as process sensors because they are small, 

cheap, reliable, and known to sense many of the parameters relevant to process 

monitoring of semiconductor manufacturing equipment and processes.  These sensors 

could be used in addition to or instead of optical sensors.  Therefore, various acoustic 

wave devices and microphones were described in this chapter.  The acoustic wave 

devices presented include thickness-shear mode (TSM), surface acoustic wave (SAW), 

flexural plate wave (FPW), and shear horizontal plate mode (SH-APM) devices.  The 

silicon acoustic microphones presented include capacitive, piezoresistive, piezoelectric, 

and optical-waveguide sensors.  A section detailing reported usage of acoustic sensors in 

semiconductor process monitoring was also included. 

Chapter 3 will describe the acoustic sensor that was developed, designed, and 

fabricated in this thesis .  The theory and operation of the sensor will be presented.  The 

sensor is a piezoelectric microphone, therefore, the piezoelectric effect will be discussed 
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as well as factors in selecting piezoelectric materials. The equivalent circuit model used 

to represent the sensor will also be described. 
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CHAPTER 3 

A PIEZOELECTRIC SENSOR FOR PROCESS 
MONITORING 

 

 

In this thesis, a piezoelectric sensor was developed to provide process monitoring of 

semiconductor manufacturing processes.  Piezoelectric films are used to convert 

mechanical energy into electrical energy and vice versa.  Therefore, they are vital 

components of electromechanical transducers.  These devices are desirable because they 

are usually one-chip devices that have a simple design.   Piezoelectric sensors are 

fabricated using IC and bulk micromachining techniques.  Therefore, the fabrication 

process is based on well-established, repeatable steps.  The use of piezoelectric 

microphones eliminates air-gap losses associated with other acoustic sensors.  Also, an 

excitation voltage or supply current is not required.  

 

3.1.  Sensor Theory and Operation 

Piezoelectric devices are generally composed of a piezoelectric layer sandwiched 

between two electrodes, as shown in Figure 12.  The transduction of piezoelectric sensors 

is based on the piezoelectric effect:  a mechanical stress (pressure) applied to certain 

crystals produces a mechanical deformation (strain) in the crystal and results in an 

electric charge [16,37].  This phenomenon was first discovered in 1880 by Pierre and 

Paul-Jacques Curie.  The word “piezo” is derived from the Greek word for “to press” 

[21,32].  Piezoelectrics exhibit the direct, as well as the converse effect, where an applied 

voltage causes strain in the crystalline material.  Thus, the piezoelectric effect can be 
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employed by sensors to sense mechanical stress, as well as by actuators to actuate the 

surrounding medium by converting electrical energy into mechanical energy [13].  

However, the high voltage (often > 1000V) required to obtain displacements with values 

in the micron range limit their use for many actuator applications [13].  Though in some 

instances stacked actuators or mechanical motion amplification is used to resolve these 

limitations. 

 

 

Figure 13 gives a simplified illustration of the piezoelectric effect in quartz crystal 

(SiO2).  In quartz, each oxygen atom has two negative charges while each silicon atom 

has four positive charges.  The atoms are arranged as a helix, and the oxygen atoms are 

grouped as pairs.  There are three atoms of silicon and 6 atoms of oxygen (three pairs) 

located alternately around the helix for each crystal cell [34].  In the absence of 

mechanical stress, the crystal will be neutral (Figure 13a).  However, when a stress is 

applied, the crystal lattice is deformed and the atoms are displaced establishing a charge 

(Figure 13b). 

When centrosymmetric crystals such as silicon are strained, there is no movement of 

the centers of the negative and positive charges with respect to one another.  Moreover, 
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Figure 12.  Simple piezoelectric structure. 
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the piezoelectric effect is found only in non-centrosymmetric crystals-crystals lacking a 

center of inversion.  In these crystals, each unit cell of the crystal is oriented so that its 

electric dipole is aligned and the crystal is electrically neutral [16,34].  However, when a 

mechanical force is applied to the crystal, the crystal lattice is deformed (strained), 

causing charges to accumulate on the surface.  Thus, a potential difference develops 

across the crystal.  If electrodes are placed on the top and bottom surfaces of the crystal, 

as shown in Figure 12, the piezoelectric sensor can be considered a capacitor.  These 

electrodes can measure the voltage, 
C
QV = , across the capacitor, where Q is the charge 

generated as a result of the force and C is the capacitance of the piezoelectric sensor.   
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Figure 13.  Piezoelectric effect in quartz. 

13(b). 13(a). 



 40

Piezoelectricity can be more thoroughly explained by considering the equations 

describing the interaction of electrical and mechanical phenomena.  A stress σ in a  

material is related to the strain ε  by 

                ε = Sσ                            (8) 

where S is the compliance [8,16].  This is the one-dimensional (1-D) mechanical 

constitutive equation known as Hooke’s Law.  Piezoelectrics are governed by electrical 

parameters as well.  If a voltage is applied across a dielectric, an electric field E is 

generated and the following 1-D constitutive equation results: 

    D = ∈ rE     (9) 

where D is the electric displacement and ∈ r is the relative permittivity.  Equation (2) can 

also be given by 

D = ∈ oE (1 + χ) = ∈ oE + P    (10) 

In this equation, ∈ o is the permittivity of vacuum, χ is the electrical susceptibility, and P 

is the polarization [16]. 

Equation (8) denotes only mechanical parameters, while Equation (9) gives only 

electrical parameters.  Because of the nature of piezoelectrics, however, these constitutive 

equations have to be coupled together to describe the interaction of stress, strain, charge 

displacement, and electric field.  Therefore, for a piezoelectric layer with σ and E in the 

same direction, one can write  

          D = dσ + ∈ σE     (11) 

where d is the piezoelectric coefficient with units of C/N for this equation and ∈ σ is the 

permittivity measured at a constant (usually zero)  stress [46].  Equation (11) is based on 

the direct piezoelectric effect.  The converse effect can be represented by 
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        ε = SEσ + dE     (12) 

In Equation (12), SE is the compliance measured at a constant electric field and d is given 

in m/V.  These two equations are known as piezoelectric constitutive equations, 

represented here in 1-D.  The second term of Equation (11) and the first term of Equation 

(12) are always valid, even for nonpiezoelectric materials.  The first term of Equation 

(11) and the second term of Equation (12) are due to piezoelectric coupling [46]. 

Equations (11) and (12) describe only one form of the piezoelectric constitutive 

equations.  This form can arbitrarily be called the “strain-charge” form, since it is used to 

determine strain and charge density displacement.  Equations (11) and (12) can be 

rearranged to yield three other forms:  the “stress-charge,” “strain-voltage,” and “stress-

voltage” forms [47].  These alternative equations may be necessary, depending of the 

form of the piezoelectric coefficient given.  The coefficient may have units of C/N, C/m2, 

m2/C, N/C, V/m/N, V/m, m/V, or N/V/m [16].  

If no external electric field is applied to the piezoelectric layer, a polarization P 

resulting from a stress σ can be determined from Equations (10) and (11) as 

             P = dσ     (13) 

Without an applied stress, Equation (12) yields the strain ε resulting from an electric field 

E as 

             ε = dE      (14) 

So far, only 1-D calculations have been discussed.  For a given piezoelectric crystal, 

however, the piezoelectric response has to be extended to all crystal axes and directions 

of interaction, as piezoelectric materials are anisotropic.  Taking into account the 

orientation dependence of the piezoelectric effect, Equation (14) can be written as 
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       ∑=
=

3

1i
iijj Edε      (15) 

and Equation (13) can be expressed as [16] 

               ∑=
=

6

1j
jiji dP σ      (16) 

In Equations (15) and (16), i = 1, 2, and 3 and represent the x, y, and z axes, 

respectively, where i denotes the direction of polarization and is usually perpendicular to 

the electrodes, and j = 1, 2, 3,…6 and signifies the indices pertaining to the mechanical 

stress or strain.  Because of crystal symmetry, j actually represents a reduced index 

notation whereas xx = 1, yy = 2, zz = 3, yz = zy = 4, xz = zx = 5, and xy = yx = 6 [9].  J = 1, 

2, or 3 denotes a normal stress and strain and j = 4, 5 or 6 signifies a shear stress or strain.  

Equations (11) and (12) are modified to address the piezoelectric orientation dependence 

as well and are now expressed as 

Di = dijσj + ∈ σ
ijEi    (17) 

εj = SE
ijσj + dijEi    (18) 

respectively. 

Using Equation (16) to describe the response of the sensor shown in Figure 1, the 

piezoelectric coefficient dij indicates the charge density generated on the electrodes per 

the applied stress 














j

iD
σ

.  The stress σj is the result of the applied force (F) or applied 

mechanical pressure (F/A).  The charge generated Qs on the surface is equivalent to the 

polarization Pi times the area of the surface.  Therefore, the relationship between an 

applied mechanical pressure (∝  σ) and Qs is deduced.  
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3.2.  Piezoelectric Materials 

Silicon is not piezoelectric; therefore, silicon-based sensors must use a piezoelectric 

layer to exploit this effect.  Popular IC-compatible piezoelectric materials are quartz, lead 

zirconate titanate (PZT), polyvinylidene fluoride (PVDF), aluminum nitride (AlN), zinc 

oxide (ZnO), barium titanate (BaTiO3), and lithium niobate (LiNbO3).  Some of these 

piezoelectrics, such as PVDF, are not initially polarized and must be “poled” (artificially 

polarized) in a strong electric field to align the dipoles [13,16,34].   

Most piezoelectrics possess pyroelectric as well as ferroelectric properties [9,34].  

Pyroelectric materials generate an electrical output in response to temperature change.  

Depending on the application of the piezoelectric device, the pyroelectric properties can 

be either advantageous or unfavorable. All pyroelectric materials are piezoelectric. 

However, all piezoelectric materials are not pyroelectric [24].  There are 32 classes of 

crystals; 21 of those classes are noncentrosymmetric and 10 of those classes possess 

pyroelectric properties [34].  Ferroelectric materials possess a spontaneous electrical 

polarization that can be changed by an applied electric field [9].  Similar to pyroelectric 

materials, all ferroelectrics are piezoelectric but the opposite is not necessarily true.  

Strong electrostriction is present in ferroelectric materials.  Electrostriction is a 

phenomenon whereas a material is strained when an electric field is applied.  This 

property involves electron spin, whereas piezoelectricity is associated with the ionic 

structure of the crystal [24]. 

Piezoelectrics are generally characterized by various parameters.  One is the 

piezoelectric coefficient (or constant). The piezoelectric coefficient dij used in Equations 

(11), (16), and (17), for example, denotes the piezoelectric layer’s sensitivity to stress 



 44

[32,35].  It describes the surface charge generated on the i crystal axis resulting from 

stress on the j axis.  The piezoelectric coefficient may be given in different forms and 

denoted by various variables.  Table 2 summarizes the different forms of the piezoelectric  

 

Table 2.  Piezoelectric constitutive equations and definitions of piezoelectric 

parameters [16]. 

Piezoelectric Equation Definition of Constants  M.K.S. Units 

EdD σσ ∈+=  d= charge density developed 
  applied stress 

 

C/N 

EeD εε ∈+=  e= charge density developed 
               applied strain 
 

C/m2 

σσ
∈

+−= DgE  g= field developed    
       applied stress 
 

V/m/N 

εε
∈

+−= DhE  h= field developed  
       applied strain 
 

V/m 

σε σSdE +=  d= strain developed 
       applied field 
 

MV 

σε DSeD +=  g=      strain developed    _     
      applied charge density 
 

m2/C 

εσ EYeE +−=  e=   stress developed      
         applied field 
 

N/V/m 

εσ DYhD +−=  h=       stress developed    _ 
       applied charge density 
 

N/C 

 

 

coefficient and piezoelectric constitutive equation.  Piezoelectrics can also be described 

by the electromechanical coupling coefficient, k, which denotes the efficiency of a 
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particular material in converting electrical energy into mechanical energy [16,34].  It is 

given by 

       E
ij

ijijij S
d

egk σε

2

==     (19) 

where gij is a piezoelectric coefficient that is equivalent to d/εσ and eij is another 

piezoelectric coefficient equivalent to d/SE.  In comparing piezoelectric materials, other 

factors for consideration include adhesion to the substrate, cost, resistance to 

environmental effects, and IC process compatibility [16].   

Ease of processing is an important issue.  Manufacturing of certain ceramic 

piezoelectrics, such as PZT, may require complicated processing steps.  One process used 

to produce PZT first starts with the milling and mixing of various metal oxide powders to 

form a powder with a chemical composition close to that of the final composition.  This 

powder is then mixed with an organic binder and shaped into a cake.  The organic binder 

is baked out and the cakes are heated to obtain the desired chemical reaction.  The cakes 

are then cooled to form the crystalline structure [34].  Some piezoelectric polymers, such 

as PVDF, are not naturally poled.  Unlike, quartz, whose crystal cells are naturally 

aligned along the crystal axes so that it is sensitive to mechanical stress, the electric 

dipoles of these materials are initially randomly oriented [34].  Thus, they will have to be 

“poled” to receive piezoelectric characteristics.  Prior to poling, these piezopolymers are 

usually in a powder form that is dissolved in a solution, spun onto a wafer, and then 

annealed.  One method of poling, thermal poling, entails heating the material to a 

temperature just above its Curie temperature.  Above the Curie temperature, the dipole 

alignment of poled materials disappears.  Heating of the material helps increase the 
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mobility of the crystal’s molecular structure [34].  The material is placed in a strong 

electric field and many of the electric dipoles line up parallel with the field direction.  

The material is then kept under the electric field as it is cooled down.  At this point, the 

alignment of the dipoles is “frozen” [34].  Another poling method is known as corona 

discharge poling.  In this method, the wafer coated by the piezoelectric material is 

contacted by an electrode that has a corona discharge of several million volts per cm [34].  

Thus, an electric field is generated and the dipole orientation will be aligned. 

ZnO is one of the more popular piezoelectrics.  It is implemented using common thin 

film deposition procedures.  It is usually deposited using a planar plasma magnetron 

sputtering system, which prevents the need for poling or tedious mixing and curing 

associated with other methods.  The c-axis of ZnO exhibits the strongest piezoelectricity, 

and therefore, ZnO is deposited so that this axis is perpendicular to the surface [13].  ZnO 

is the material chosen for the acoustic sensor described in this thesis. It has relatively 

good piezoelectric coefficients and was deposited on available equipment in the 

Microelectronics Research Center (MIRC) at the Georgia Institute of Technology.  ZnO 

processing poses the potential of cross-contamination, however, and attention must be 

given to the sequence in which the ZnO deposition is performed. 

 

3.4.    Circuit Model 

The simplified electrical equivalent circuit of the sensor is shown in Figure 14a.  It 

consists of a charge generator in parallel with the capacitance of the sensor, Cs, and the 

resistance resulting from leakage through the dielectric, Rs.  The circuit can also be 

represented by a voltage source, Vs, in series with Cs (Figure 14b).  Vs is given by Qs/Cs, 
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where Qs is the stress-induced charge on the piezoelectric surface.  Because the leakage 

resistance, Rs, is very large (1012 – 10 14 Ω), the output impedance will be very high [34].  

Consequently, the output signal must be conditioned prior to being analyzed by data 

acquisition equipment.  The high leakage of the sensor slowly discharges Qs and reduces 

Vs.  This generally prevents the device from maintaining a static response and confines it 

to measuring dynamic stresses [34,45,48].  Chen et al. [48] found that a virtually DC 

response could be obtained by burying the piezoelectric in insulating layers, however. 

 

  

Charge or voltage amplifiers are usually used in interfacial circuits between the 

piezoelectric sensors and electronic measurement equipment.  They convert the high 

impedance of the sensor to a low impedance voltage signal and amplify and filter the 

signal as well.  One disadvantage of a voltage amplifier is that the output signal is 

influenced by the capacitances of the connecting cable and probes, as well as the 

amplifier input [45,49].  This research utilizes a FET charge amplifier from ThermOptics 

(DN 620).  A charge amplifier transforms the charge Qs into a proportional voltage Vo.  

14a. 14b. 

Figure 14.  Sensor equivalent circuits. 
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Figure 15 shows the equivalent circuit employing a charge amplifier.  The amplifier is an 

inverting amplifier with a feedback capacitance and resistance, Cfb and Rfb, respectively.  

This circuit is arranged so that the amplifier input impedance and the stray capacitances 

resulting from the cable (Cc) and probes (Cp) are connected between ground and the 

virtual ground at the amplifier inverting terminal.  Thus, the voltage across the capacitors 

and amplifier input impedance is negligible.  The output voltage, therefore, will depend 

on the charge generated by the sensor.  

  

 

A small input current is necessary to bias the input transistors of the amplifier [50].  

Therefore, a large feedback resistor, Rfb, is needed to provide a DC path for the amplifier 

input bias current.  Otherwise, this current would charge Cfb and result in drift at the 

output [49].  For an alternating sensor response, the output of the circuit is given by 

Figure 15. Sensor circuit employing a charge amplifier.  
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   (20)   

             Vo approaches 
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+
−  when jωRfbCfb >> 1  (21) 

where CN is the capacitance due to the silicon nitride layer. Equation (14) describes the 

normal operating condition of the circuit [45].  The cut-off frequency or lower bandwidth 

limit is given by, 

     
fbfb

c
CR

f
π2

1=      (22) 

For Rfb = 1 GΩ and Cfb  = 11 pF, fc equals 14.5 Hz.  The output signal is greatly reduced 

below this frequency.   
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3.4.    Summary 

This chapter describes an acoustic sensor that uses the piezoelectric effect as its 

mechanism of operation.  In the piezoelectric, effect a mechanical stress applied to a non-

centrosymmetric crystal will produce a strain in the crystal and result in an electric 

charge.  This charge is proportional to the stress applied.  Such sensors are favorable 

because they do not have air gap losses and they eliminate the need for an excitation 

voltage or supplying current. 

There are various materials that are naturally or artificially polarized and possess 

piezoelectric characteristics.  Selection of a material for device applications is based on 

factors such as the sensitivity of the material to a given parameter, the material’s coupling 

efficiency, adhesion to the substrate, associated costs, and ease of processing.  The sensor 

described in this work uses zinc oxide, a  popular piezoelectric material that can be 

deposited using common thin-film deposition techniques. 

The electrical equivalent circuit representation of the piezoelectric sensor was also 

described in this chapter.   Due to the nature of piezoelectrics, the sensor can be thought 

of as a charge generator.  Because of the high output impedance of the sensor, a charge 

amplifier was use to convert the high impedance to a low impedance voltage signal and 

to amplify and filter the signal.  The output voltage of the sensor circuit incorporating the 

interfacial circuitry was derived and presented in this chapter. 

Chapter 4 will present the process used in fabricating this sensor.  It describes the 

design of the sensor and finite element analysis used to model it.  Micromachining 

technology and its importance in the creation of microsensors are presented.  Finally, the 

process sequence used to realize the sensor is outlined. 
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CHAPTER 4 

FABRICATION PROCESS 

 

Chapter 3 described the theory and operation of a piezoelectric acoustic sensor.  This 

chapter will focus on the design and fabrication of the sensor.  To optimize its 

performance, the sensor was modeled using finite element analysis software.  The results 

of this analysis were used for the design of the sensor. The mask-making procedure used 

in transferring the design onto the sensor membrane will also be described. As previously 

mentioned, the advantage of acoustic sensors is that they can be micromachined into/onto 

silicon using common IC and micromachining techniques.  Therefore, micromachining 

technology is reviewed in this chapter.  Finally, the process sequence followed in 

fabricating the acoustic sensor is outlined. 

 

4.1. Sensor Design 

The design of the sensor is based on that presented in [36] and [37].  It consists of a 

membrane, a piezoelectric layer, and segmented surface electrodes.  A highly doped 

silicon layer was used for the membrane because silicon does not possess the tensile 

stress associated with silicon nitride or silicon dioxide layers [37, 51].  Because the 

elastic constants of ZnO are very low, the ZnO layer had to be thin relative to the silicon 

membrane thickness [51].  The ZnO layer was approximately 0.8 µm, and the silicon 

membrane was 3.5 µm thick.  The thickness of the silicon was dictated by the high 

temperature constant source boron diffusion step.  The ZnO was encapsulated by a silicon 

nitride layer, which helps to reduce surface charge leaks [48, 52].  The deflectable 
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diaphragm structure, which is the sensing element of the microphone, has an area of 1270 

x 1270 µm2.  A cross-sectional view is shown in Figure 16. 

The ANSYS finite element analysis software package was used to model the 

piezoelectric membrane [53].  The membrane can be modeled mechanically as a thin 

plate with clamped edges.  Movement of the membrane due to sound pressure produces 

mechanical strain in the ZnO, and thus, produces a charge displacement between the 

silicon membrane and top electrodes [36, 51].  Using ANSYS, it was verified that under 

uniform loading, the diaphragm will experience the greatest bending stress in the middle 

and outer regions. The outer region of the membrane is under tension while the middle 

region is under compression [52].  Figure 17 is a plot of the x-component of the stress 

(σx) due to the surface loading.  Taking the center of the membrane as the x-y axis, Figure 

17 shows that σx is large along the edges of the membrane and (with opposite sign) in the 

center, with a maximum value at x = ± a/2, y =0 (where a is the value of the length of the 

side of the membrane).  The plot of the y-component reveals that σy is large along the 

edges of the membrane and (with opposite sign) in the center, with a maximum value at y 

=± a/2, x =0.  Electrodes placed in these regions will be used to collect the surface 

charges of the ZnO and measure the output signal. 

The concentric electrode design employed (shown in Figure 18) creates two ZnO 

capacitors (of approximately equal area) formed by the inner and outer electrodes.  The 

highly conductive boron doped silicon membrane connects the inner and outer capacitors 

in series.  This design was first demonstrated by Royer et al. [52, 54,55].   
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   Figure 17.  ANSYS plot of stress in x-direction. 

Figure 16.  Cross-sectional view of piezoelectric acoustic sensor. 
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Figure 19 shows the piezoelectric response generated in the capacitors.  Because of 

the sign of the mechanical stresses in these areas, the piezoelectric signals of the central 

and outer regions are added in phase [16, 54].  Instead of including a large area with high 

and low strain regions, the segmented electrode shape includes smaller areas with high 

strain regions.  Thus, sensitivity to pressure is also increased [48].  It should be noted that 

in order to connect the outer electrode regions of our acoustic sensor, some low strain 

areas (gray areas of Figure 18) were included and thus, the sensitivity may not be 

optimal. 

ZnO has pyroelectric properties as well as piezoelectric properties.  Pyroelectric 

materials produce surface charges in response to temperature variations [34, 52].  The 

strategic design of the concentric electrodes generates a pyroelectric response, as shown 

in Figure 20.  Therefore, the output signal due to ZnO temperature variations cancel and 

the pyroelectric effect in this sensor is negligible. 

 

    Figure 18.  Electrode pattern.
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4.2. Micromachining 

The tremendous progress made recently with microsensors and microactuators is 

primarily due to the advances in micromachining technology.  Micromachining entails 

the fabrication techniques used to produce three-dimensional structures and mechanical 

parts with dimensions in the micrometer range.  It can be combined with microelectronics 

processing to produce completely integrated microelectromechanical systems (MEMS) 

devices.  Some of these micro-engineered structures, which are currently used mainly in 

the automotive and biomedical markets, include acceleration sensors for automobile 

airbags, disposable blood pressure transducers, and ink jet nozzles.  Micromachining 

fabrication techniques evolved from the well-developed IC technology [16].   

Since its inception in the late 1950s, ICs have increased in complexity while 

decreasing in dimension.  Moreover, ICs have afforded the creation of low cost, high 

Figure 20.  Pyroelectric response 
[16, 54]. 

Figure 19. Piezoelectric response  
[16, 54]. 
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performance, batch processed devices.  Microstructures generally are smaller, more 

reliable, cheaper, and faster than the macroscopic structures [56].  Therefore, when 

concern was given for the advancement of conventional transducers, these same IC 

microfabrication techniques were also adopted into transducer technology.  The first and 

probably still most successful microsensor is the silicon pressure sensor [56]. 

There are a number of innovative fabrication techniques that have been developed 

specifically for microelectromechanical structures including silicon micromachining, 

excimer laser micromachining, and LIGA.  All of these techniques can implement IC 

processes such as chemical etching, ion implantation, diffusion, photolithography, and 

thin film deposition [57].  

Silicon micromachining can be divided into two categories:  bulk and surface 

micromachining.  Bulk micromachining involves shaping the silicon substrate using 

chemical etchants to form a set of basic microstructures.  Surface micromachining entails 

depositing and etching thin films on the substrate to produce more complex 

microstructures [58].  Bulk micromachining is a subtractive process, while surface 

micromachining is additive.  Bulk micromachining is one of the most developed 

processes of any of the other micromachining technologies.  It was used in fabricating the 

acoustic sensor presented in this thesis. 

There are three basic techniques that are utilized in bulk micromachining.  These 

processes include:  deposition or growth of thin films which serve as masks, patterning 

the substrate by wet chemical etchants, and patterning material by dry etching [59].  The 

fabrication process may also include such techniques as doping the silicon to alter its 

properties and bonding micromachined silicon wafers to obtain certain dimensions.  
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Indeed, wet chemical etching is recognized as the key factor in the bulk micromachining 

process. 

Wet chemical etchants are divided into two groups:  isotropic etchants and anisotropic 

etchants.  The first etches the substrate at the same rate in all directions.  The latter, 

however, attacks the substrate at different rates in different directions producing 

microstructures with critical dimensions that are precisely determined by the crystal 

structure of the silicon wafer [58].  Because of its very unique etching capabilities, 

anisotropic etching is an important technology for micromachining miniature three-

dimensional structures such as sensors and actuators. 

Introduced as a preferential directional etchant in the late 1960s and early 1970s, 

anisotropic etching allows structures to be fabricated in a highly controllable and 

reproducible manner [60].  Anisotropic etchants were initially used to etch V-grooves on 

<100> silicon or U-grooves on <110> silicon for MOS transistor fabrication [61].  Once 

its unique capabilities were explored and developed, anisotropic etchants were used to 

create other various geometries and shapes.  They can be combined with etch masks and 

etch stop techniques to "sculpt" three-dimensional structures that might otherwise be 

impossible.  Therefore, anisotropic etching is vital for the micromachining of miniature 

structures.   

 

4.3.  Emulsion Plating 

The masks used in transferring the desired pattern for the acoustic sensor onto the 

silicon substrate were made by emulsion plating.  Two masks were required to fabricate 

the sensor and are shown in Figure 21.  Mask #1 defined the square opening through 
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which the backside of the silicon wafer was anisotropically etched.  Mask #2 defined the 

metal electrode pattern on the front of the wafer.  The metallization step used a lift-off 

procedure, therefore a dark-field mask was required. 

In emulsion plating, an image is created, reduced in size, and then transferred to an 

emulsion coated glass plate.  CorelDRAW  software was used to create the images.  The 

images were scaled down for 20x reduction.  The patterns for each mask were printed on 

two transparencies.  The transparencies were used to transfer the created image onto the 

glass plate.  Two overlapping and properly aligned transparencies ensured that light only 

passed through the image in the clear regions of the transparencies. 

 

 

 

 

 

 

 

 

 

 

 

 

The process used in transferring the image to the masks is analogous to the process 

used in taking pictures with a conventional camera and film.  Figure 22 shows the set-up 

used.  The procedure was performed in a dark room and the transparencies were placed in 

Mask #1 Mask #2 

   Figure 21.  Mask layout. 
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the center of the camera screen.  The camera “photographs” the image on the 

transparency onto the emulsion plate.  Once the “picture” is taken, the exposed plates are 

placed in a protective mask box.  The masks were then transported to the lab (which had 

special dark room lights) where they were developed using the appropriate chemicals. 

 

 

 

 

 

 

 

 

 

 

4.4.  Process Sequence 

Processing of the sensor was performed in the Microelectronics Research Center.  The 

fabrication steps are illustrated in Figure 23.  First, a two-inch n-type (100) silicon wafer 

was cleaned using an RCA cleaning process.  It was then doped with a high concentration 

of boron atoms.  The doped area acted as an etch stop in a later step.  A constant source 

diffusion process was used to obtain the p+-silicon layer with a depth of 3.5 µm (Figure 

23a).  It was performed at 1150°C for two hours.  After the diffusion step, the wafer was 

dipped in a buffered oxide etch to remove any silicon dioxide grown during the diffusion. 

Exposure Time

Transparency
Emulsion 

 Plate Holder20X Lens

Focal and Lens Carrier  
Adjustment

Camera Screen

Figure 22.  Camera set-up for making masks. 
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               Figure 23.  Schematic of fabrication process. 
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The ZnO piezoelectric layer was then deposited on the front side of the wafer (Figure 

23b).  The deposition of high quality ZnO is an art.  In this case, the ZnO layer was 

deposited and characterized by the Georgia Tech Microacoustics research group, using an 

RF-magnetron sputterer dedicated to ZnO depositions.  Such a layer yields an effective 

piezoelectric coupling of 0.23.  The ZnO layer was 0.8 µm thick.  Masking layers of 

silicon nitride were deposited over the ZnO, as well as on the back of the wafer, in a 

plasma enhanced chemical vapor deposition (PECVD) chamber.  A 5-hour post-

deposition anneal in a rapid thermal processing (RTP) reactor was performed at 325°C to 

relax some of the stress in the ZnO [62, 63]. 

In order to micromachine the thin membrane into the silicon, two-sided processing 

was employed.  This introduced numerous processing complications.  First, HMDS 

primer was applied to the nitride on the backside of the wafer.  Shipley 1813 photoresist 

was then spun onto the wafer. The photoresist was soft-baked for 30 minutes at 95°C. It 

was then patterned using a mask aligner and mask #1.  The pattern was developed using 

Shipley Microposit 319 Developer.  This pattern was used to define the diaphragm area.  

The wafer was then hardbaked at 120°C for 30 minutes.  The exposed nitride (on the 

backside) was dry etched in a reactive ion etcher (Figure 23c).   The square openings 

etched into the nitride left areas of the underlying silicon exposed.  The wafer was then 

immersed in acetone to remove the photoresist.  Next, the exposed silicon was back-

etched in an aqueous solution of 29% (by weight) potassium hydroxide (KOH).  KOH is 

an anisotropic etchant.   

ZnO is highly reactive and can be etched in varying degrees by many common bases, 

acids, and even photoresist developer [64].  Therefore, many problems were encountered 
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in forming the membrane without attacking the ZnO.  The nitride passivation layer over 

the ZnO provided only limited protection, as any pinholes in the nitride facilitated 

exposure of the ZnO to the KOH, and therefore, fast etching of the ZnO.  This problem 

was eventually resolved using a set-up developed by Brugger et al. for single-sided wet 

etching of microelectromechanical systems (MEMS) devices [65]. 

This technique uses an elastomer, polydimethylsiloxane (PDMS), as a sealing ring.  It 

has been reported that this material will self-adhere and bond to very clean, hard surfaces 

without the need for mechanical pressure.  Therefore, if such a ring is formed to adhere to 

the back of the wafer, a small etching “pit” can be realized on the back surface only.  

Figure 24 shows the incorporation of the ring in the etching set-up, the PDMS ring was 

applied to the wafer, forming a bond between the wafer and ring surface.  Using this 

approach, a small amount of the etchant can be placed on the wafer surface and will not 

leak.  An infrared (IR) lamp can be used to heat the etchant during the process.  The front 

side of the wafer, where the ZnO was located, was totally isolated from the KOH.  The 

PDMS ring was fabricated using Dow Sylgard 184 elastomer.  The Sylard curing agent 

and silicone elastomer were mixed using a ratio of 1 part curing agent to 10 parts base 

elastomer.  The mixture was then poured into a mold that was custom designed to fit the 

2-inch wafers used.  

The PDMS ring was cured in an oven for one hour at 100°C and then removed from 

the mold.  It was then applied to the wafer surface.  KOH was applied to the backside of 

the wafer using a pipette and the wafer was back-etched.  The boron-doped silicon, as 

well as the slow etching (111) planes, were used as an etch stop and to delineate the 
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sensor membrane (Figure 23d).  The membrane was  very thin at that point.(~4.4 µm), 

and  extreme care had to be used during the subsequent processing steps. 

 AZ 5214 photoresist was spun onto the top surface of the wafer.  It was pre-baked on 

a hot plate for a minute at 100°C.  It was patterned using mask #2.  This pattern was 

aligned with the membrane using an IR bulb with the mask aligner to “see” the 

dimensions on the back side.  The photoresist was then developed in Shipley Microposit 

354 developer. A 200 Å layer of chrome and 1500 Å of aluminum were then deposited 

on the front side of the wafer in an electron beam evaporator (Figure 23e).  A lift-off 

procedure was then used to produce the electrode pattern of Figure 18.  In the lift-off 

procedure, metal was deposited over a photoresist mask on a sample.  The sample was 

then placed in acetone.  The photoresist, as well as any metal deposited over it, was 

removed in acetone.  Therefore, metal remained on the substrate only in the open areas of 

the photoresist mask. The electrode pattern was transferred to the metal and a final anneal 

in the RTP was performed to ensure good electrical contact. 

 

 

 

 

 

 

 

 

 

Figure 24.  Etching set-up with PDMS ring. 

KOH 

PDMS ring 

Wafer 

IR bulb 



 64

CHAPTER FIVE 

SENSOR RESPONSE AND MEASUREMENTS 

 
The acoustic sensor presented in this thesis consists of a silicon diaphragm.  To 

predict the performance of the sensor, mechanical theory of thin plates was considered.  

This theory provided the foundation necessary to describe the behavior of the diaphragm 

when subjected to a mechanical load.  The mechanics equations derived were used, along 

with the piezoelectric equations of Section 3.1 and the equations derived for the 

equivalent electric circuit described in Section 3.4, to predict the sensitivity of the sensor.  

The approach used in determining this response was based on that of Kim [66]. 

The acoustic sensor was tested, and its sensitivity was determined experimentally.  

The test set-up used to measure this response is described in this chapter.  Moreover, the 

experimental results are presented and compared to the theoretical sensitivity 

calculations.    

 

5.1. Theory of Thin Plates 

The sensor uses a diaphragm as its sensing element.  A diaphragm is a thin plate.  

Plates are structures with thicknesses that are much smaller than their other dimensions 

[67].  For isotropic, homogeneous thin plates with small deflections w (with respect to 

their thickness h), there are usually three fundamental assumptions that are made [67, 

68]:  

1. The middle plane of the plate remains neutral during bending and is not strained. 
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2. Points on a plane that is normal to the middle plane remain on that normal-to-the-

middle plane and remain normal to the midplane after bending. 

3. Stresses that are normal to the middle plane are small in comparison to the other 

stress components and can be disregarded. 

These assumptions are known as the Kirchoff Hypotheses [67].  The deflection w is a 

function of the two coordinates of the plate’s plane.  Using the above assumptions, all of 

the stress components can be derived from w [68].  The expression for the deflection as a 

function of the plane’s coordinates has to satisfy a linear differential equation.  This 

equation, along with the boundary condition(s) of the plate, defines w entirely [68].  Its 

solution can be used in calculating the stress at any point on the plate. 

The sensor diaphragm has a square shape with all edges clamped, as shown in Figure 

25.  It has edge length a and thickness h. Its middle surface (midplane) is the xy plane.  

When a uniform lateral load q is applied to the plate, as shown in Figure 26, deformation 

occurs and the midplane experiences deflection w in the z-direction.  As depicted, the 

stress varies in sign along the x-axis and is of opposite sign in areas above and beneath 

the midplane. 

The boundary conditions for a square plate with all edges clamped or built-in is 

[67,68] 

w = 0     0=
∂
∂

x
w  (x = ±a/2)    (23) 

w = 0    0=
∂
∂

y
w   (y = ±a/2)    (24) 
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Figure 25.  Sensor diaphragm. 
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Figure 26.  Side view of deflected diaphragm. 
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5.2.  Theoretical Sensitivity Calculations 

  Equation (16) expresses the relation between the polarization of the piezoelectric 

plate and its stress.  Expressed in its extended form for ZnO (hexagonal crystal 

symmetry), Equation (16) can be written as: 
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where d15 = -8.3x10-12 C/N, d31 = -5x10-12 C/N, and  d33  = 12.4x10-12 C/N [69].  Px, Py, 

and Pz  are the x, y, and z components, respectively, of the polarization.  The σ’s and τ’s 

are the respective normal and shear stresses in the designated direction(s).  Because the 

electrodes are located perpendicular to the z-axis, the charge induced on the electrodes is 

primarily due to Pz.  The charges due to Px and Py are negligible.  Therefore, in our 

calculations, the values of the shear stresses are not needed.  Also, based on the theory of 

thin plates with small deflections, σz can be neglected because it is perpendicular to the 

plate [67, 68].  For a square membrane with all edges clamped, σx and σy are symmetrical 

with respect to the x and y axes.  Therefore, σx(x,y) = σy(y,x) [66, 68].  The resulting 

charge on the electrodes is given by [54] 

        Pz = σxd31 + σyd31 = d31(σx + σy)    (26) 

As shown in Section 3.1., the induced charge Qs is determined from P and is 

proportional to the applied mechanical pressure.  Multiplying the average Pz by the area 

will equal the induced charge on that area.  To derive the average Pz, the average stress in 

the membrane must first be determined.   
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The equation for the deflection w of a square plate with all edges clamped is derived 

by starting with the equation for deflection for a simply supported plate  [66-68]      
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In Equations (27) and (28), q is the load applied to the plate, a is the length of the side of 

the membrane, D is the flexural rigidity, m is an odd integer, αm = πm/2, E is the modulus 

of elasticity, and Poisson’s ratio is ν.  The solution of Equation (27) is superimposed with 

the solution of the equation for a deflected plate that is subjected to uniformly distributed 

moments along its edges [66, 67].  This derivation is detailed in [66] and [68] and yields 

the equation for the deflection of a square diaphragm with all edges clamped 
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where Em is a constant that is computed by the method of successive approximations as 

shown in [68].  It can be expressed as Em = emK, where K = -4qa2/π3 and e1 = 0.3721, e3 

= -0.0380, e5 = -0.0177, e7 = -0.0085… Thus, w(x,y) is given by [66] 
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 The normal stresses are given as [66, 67] 
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     0=zσ       (33) 

Equations (31) and (32) demonstrate that the stresses disappear at the midplane and 

change linearly over the thickness of the diaphragm [67].  The bending moments created 

by these stresses are given as 
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where Mx and My are the x- and y-components of the bending moments, respectively.  

Thus, the stress can also be expressed as [67] 
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The largest stresses are located on the surface of the plates (at z = ±h/2). Also, the 

largest deflection wmax is located at the center of the plate, and the largest bending 

moments Mmax are found at the center of the fixed edges [67].  They are given by  
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Because of the symmetry of σx and σy, the average of each of these stress components 

is equivalent for the square membrane. Therefore, this derivation will focus on σy only.  

Substituting (30) into (32) yields [66] 
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It has been shown that this series converges quickly as m increases [66].  Thus, Kim 

determined that using only the first term of the series in (41) yields an approximation of 

(41) with less than 10% error.  Using ν = 0.3 for Poisson’s ratio, this approximation is 

given by  
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 The average stress over the area covered by the electrode pattern of Figure 18 can 

now be calculated. Because of the symmetry of σx and σy, only one quadrant of the 

membrane is required for the calculation.  Using the dimensions of the electrodes for the 

acoustic sensor, the average stress 
'

yσ  is given by: 
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Substituting (42) in (43) gives 

  )4236.0(24
33
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y π
σ =     (44) 

Equation (44) is dependent on z and thus, 
'

yσ must be averaged over the ZnO thickness to 

obtain the average stress that can be used in calculating the average Pz in the ZnO layer.  

 Figure 16 shows the cross sectional view of the sensor and shows the various layers 

of the device.  For the membrane, the ZnO thickness hZnO = 0.8 µm, the length of the side 

of the square membrane a = 1270 µm, the thickness of the silicon nitride and the 

electrodes hs = 0.385 µm, and the total thickness of the membrane (including the silicon) 

h = 4.685 µm.  The average stress yσ in the ZnO is [66] 
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Solving (45) gives the average stress in terms of h, hZnO, hs, a, and q.  Substituting the 

values for h, hZnO, hs, and a results in an average stress of 

              8005q−=yσ      (46) 

Now the average polarization zP per unit area can be found by substituting Equation (46) 

into Equation (26) and using xy σσ =  

  yyxz ddP σσσ 3131 2)( =+=  
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  =8.005 x 10-13 q (C/cm2) for q in µbar 

For a given area on the membrane, the induced charge QS is APz , where A is the area.  

Substituting this  for QS in Equation (21) yields 
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where q varies sinusoidally (q ~ qoejωt).  The values for the capacitances in Equation (47) 

are CN = 207.67 pF, Cfb = 11 pF , and CS = 65.48 pF.  Also the area A of the electrodes 

over the ZnO is 6.724x105µm2.  Substituting these values into Equation (47) gives  
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                                                   q372−=  µV   for q in µbar   (48) 

From (48), the amplified theoretical sensitivity of the acoustic sensor is determined to be 
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       372−=
q

Vo µV/µbar    (49) 

 Microphones are usually operated at frequencies where their response is known to be 

flat and does not oscillate.  Thus, their frequency bandwidth is limited by the diaphragm’s 

fundamental resonant frequency.  Therefore, the fundamental resonant frequency was 

calculated for an isotropic, homogenous square plate with all edges built-in.  The plate 

was assumed to be a heavily doped silicon membrane with a thickness of h = 4.685 µm.  

The equation for the fundamental mechanical resonant frequency f0 is [70] 

  ( )
2/1

220 1
654.1










−
=

d
E

a
hf

ν
    (50) 

where a is1270 µm, E is 125 GPa (for p++ Si),  ν = 0.27, and the density d is 2.33 g/cm3.  

Therefore, the fundamental resonant frequency of the silicon diaphragm was determined 

to be 36.5 kHz. 

 

5.3.  Experimental Results 

After the sensor was designed and fabricated, it was tested to measure its output 

response to an applied pressure.  The test set-up used to measure the sensor response is 

presented below.   

5.3.1. Test Set-up 

Figure 27 shows the test set-up for the silicon microphone.  It consisted of the 

microphone under test (MUT), the wafer stage, a probe station, a loudspeaker, a sine 

wave generator, and a Hewlett Packard (HP) 4395A network/spectrum analyzer.  The set-

up was arranged so that the MUTs could be tested on the wafer without having to dice the 
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wafer.  The wafer stage had a hole in the center that functioned as an inlet for sound 

pressure to the backside of the MUT diaphragm.  A loud speaker (2” directly radiated 

tweeter) driven by a sine wave generator provided the sinusoidal pressure (sound) that 

propagated through the ¾“ plastic tubing to the stage inlet hole.  The MUT was probed 

by probe needles that were connected to the amplifier.  Because of the high output 

impedance and the low output signal of the MUT, the amplifier was needed as an 

interface between the MUT and the measuring equipment.  The amplifier was connected 

to an HP 4395A network/spectrum analyzer, where the MUT output signal was measured 

and recorded.  The amplifier used was a low noise charge sensitive amplifier (DN620) by 

ThermOptics.  A Brüel and Kjaer 4135 condenser microphone was used as a reference 

microphone.  The sensitivity of the MUT was obtained by dividing the MUT output 

response by that of the reference microphone.  All of the measurements were performed 

in the screening room in MIRC 162 to help eliminate electromagnetic interference. 

 

  

 

 

 

 

 

Figure 27.  Testing set-up. 
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5.3.2.  Results 

Plotted in Figure 28 are the amplified sensitivity values measured from the acoustic 

sensor from 100 Hz to 10 kHz.  The sensitivity yields the output voltage of the sensor for 

a given incident pressure.  It describes how a sensor responds to a given input signal.  

Below 1 kHz we see large variations in the output.  This may have been caused by 

equipment or other set-up noise, as this was also the case for the reference microphone.  

Between 1 and 10 kHz, the sensitivity variation was approximately 8.3 dB, and the 

typical sensitivity was 195 µV/µbar. 
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5.4.  Comparison 

The experimental sensitivity (195 µV/µbar ) of the fabricated device is on the same 

order of magnitude of the theoretically calculated sensitivity of 372 µV/µbar.  

Discrepancies between the measured and theoretical values can be attributed to the 

influence of the testing environment on the sensor output.  Noise due to the amplifier, 

Figure 28.  Plot of sensor sensitivity (amplified). 
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cables, as well as the measurement equipment may affect the response measured.  All of 

the plots obtained had non-uniform graphs.  This could be due to acoustic noise and 

interference in the room where the measurements were performed, as it was not anechoic.  

The reference microphone also exhibited a non-uniform response.  Also there may be 

discrepancies in the idealized values used in the analytical equations used to calculate the 

sensitivity.  For example, though the dimensions of the device are pre-determined and 

somewhat controlled, some dimensions, such as layer thickness, are ultimately 

determined during processing.  Other processing issues result in factors not accounted for 

by the equations, such as stress in the ZnO layer.  It is known that such stress not only 

affects the acoustic response to an external loading, but can cause buckling in the 

membrane as well [62]. 

 



 77

5.5. Summary 

In this chapter the theory of thin plates was presented and used to derive the equations 

that  describe the response of the acoustic sensor  to a mechanical load.  The microphone 

membrane can be modeled mechanically as a thin square plate with all edges clamped.  

This membrane is deflected when a load is applied.  Based on the equation describing this 

deflection and the boundary conditions that exist because of the structure of the plate, an 

equation for the stress in the plate was determined.  This equation for stress was then 

used to obtain the polarization induced in the piezoelectric layer due to the mechanical 

load (pressure).  The charge generated on the sensor surface could then be derived from 

the polarization.  The charge generated was used to determine the output voltage of the 

microphone due to pressure.  Thus, the sensitivity (Vo/pressure) was determined 

theoretically to be -372 µV/µbar. 

The microphone was also implemented in an experimental test set-up to determine its 

measured sensitivity to an applied pressure.  It was observed to have a sensitivity of 195 

µV/µbar, which was on the same order of magnitude as that of the theoretically 

determined sensitivity.  Discrepancies between the theoretical and experimental values 

may have been a result of the testing environment, electrical/equipment noise, and 

differences in the real life device dimensions and the ideal dimension values used in the 

theoretical calculations. 

Chapter 6 describes the application of the microphone as a process sensor for 

monitoring electrochemical deposition (electroplating).  The mechanism of electroplating 

will be presented, as well as uses of a specific plated metal alloy-nickel-iron.  The plating 

set-up incorporating the sensor will be described, and the results obtained during the 
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deposition runs will be presented.  The predictive model developed relating the sensor 

output to the plated thickness will be presented as well.  Such a model enables real time 

monitoring of electrodeposition. 
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CHAPTER 6 

MONITORING ELECTROCHEMICAL DEPOSITION 
USING THE ACOUSTIC SENSOR 

 

 

As demands in semiconductor manufacturing increase, the need to monitor and 

control fabrication processes continues to grow.  New sensors and systems are required to 

meet these demands.  The key to achieving process control involves identifying crucial 

processes that warrant monitoring and providing ways to provide it.  This thesis addresses 

the need for new techniques for monitoring the electrochemical deposition 

(electroplating) process.  This critical manufacturing process is used for the deposition of 

metal films for packaging interconnects, as well as in the creation of magnetic devices.   

For a given deposition process, in-situ determination of the deposition rate or 

thickness is desired.  Currently quartz crystal microbalance (QCM) technology is the 

primary means of providing this [71,72].  This technology monitors the shift in the 

resonant frequency of the quartz to determine the deposition rate.  The acoustic sensor 

described in previous chapters was used to provide in-situ monitoring of the progression 

of metallization during electroplating.  This chapter describes the electrochemical 

deposition process.  Prior to the discussion of electroplating, some preliminary 

experimentation was performed to validate the concept of acoustic velocity variations as 

a function of molarity.  The results of these experiments are discussed in Appendix A.  

These results verified that acoustic velocity decreases with decreasing molarity, thereby 

implying that this affect could be used to monitor an electroplating process. 
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In this chapter, first the mechanism and chemistry of electroplating will be presented, 

as well as details about the nickel-iron electroplating bath used in the experiments.  The 

implementation of the sensor in the electroplating set-up will also be described.  The 

theory used to validate the sensing approach used is detailed, and the empirical model 

established for electroplating is reviewed. 
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6.1. Electroplating Mechanism 

Electrochemical deposition is used to deposit various metals on substrates via the 

reduction of ions in an electroplating solution (electrolyte).  An electrolyte is an aqueous 

solution where ions are present and through which electricity is conducted.  Ionic 

compounds (e.g. NaCl) are normally dissolved by a solvent, which is usually water.  It 

should be noted that like dissolves like; meaning ionic solids are more soluble in polar 

solvents than in non-polar solvents [73].  Water is a polar liquid.  Moreover, the hydrogen 

atoms of the H2O molecule have a small partial positive charge and the oxygen atom has 

a small partial negative charge.  This results in a dipole moment [74].  The water dipole is 

shown in Figure 29. 

 

 

 

 

 

 

 

The dissolution of ionic solids separates the compound into separate positive and 

negative ions in the solution.  In strong electrolyte solutions, the solute is completely 

ionized.  For an ionic compound MA (M is the cation and A is the anion), the dissolution 

process is shown by the reaction [74] 

Mz+Az-  + (m + a)H2O →  Mz+(mH2O) + Az- (aH2O)    (51) 

H 

O 

H 104.5° 

Figure 29.  Water dipole. 
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where z is the number of electrons, and m and a are the number of moles.  Therefore, in 

this process, water molecules break the ion-ion lattice and the ions are free to move apart.   

The interaction of the ions with the water molecules hydrates the ions.   Electrolyte 

solutions can also be found from certain molecular compounds as well.  No ions are 

present in this compound until it is dissolved.  This discussion, however, will only focus 

on electrolyte solutions formed from ionic compounds. 

For reasons that will become clear in a subsequent section, it is necessary to describe 

the model of the ions in the solution.  The cations and anions interact with the water 

primarily because of the ion-dipole forces.  For cations, the negatively charged end of the 

water dipole is attached to the cation electrostatically (Figure 30a) [74].  Anions are 

attached to the positively charged end (Figure 30b).  Moreover, water molecules directly 

interacting with the ions are aligned and make up the primary hydration shell as shown in 

Figure 31 (location A).  This shell of molecules and the ions move together as one entity. 
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    Figure 30. Alignment of ions with water 
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A:  Primary Hydration Shell 
B:  Secondary Hydration Shell 
C:  Disordered Region 
D:  Bulk Solvent 

Figure 31.  Environment of ion in aqueous solution. 
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The region next to the primary hydration shell is the secondary hydration shell of 

water molecules.  These molecules are not in contact with the ion, but are influenced by 

the interaction of the electrostatic fields of the ions and their dipoles [75].  These 

molecules are partially aligned.  There is an intermediate disordered region, C, that lies 

between the partially oriented region B and the bulk solvent, D. The water molecules in 

the bulk solvent are not affected by the ions.  

Metal ions usually have a positive charge (cations).  The deposition of a metal onto a 

substrate requires that the metal gain electrons (becomes reduced).  This is represented by 

[15, 74] 

Mz+ (solution) + ze →  M (lattice)     (52) 

If the arrow in (52) was reversed, and the reaction went from right to left, electrons would 

be released and oxidation would occur.   

Electroplating entails two different methods:  electrolytic and electroless plating.  In 

electrolysis, the beaker contains an electroplating solution (electrolyte) consisting of ions 

of the metal to be plated as well as sufficiently negative and positive electrodes as shown 

in Figure 32.  The substrate to be plated is located at the negative electrode (cathode).  

Power is supplied to the electrodes, causing current to flow through the electrolyte.  The 

current is needed to drive a non-spontaneous reaction the flow of electrons from the 

anode to the cathode.  Thus, electrons are supplied to the metal ions at the cathode.  For 

example, if copper sulphate (CuSO4) is used as the plating solution in Figure 32, the 

copper cations (Cu2++) will move towards the cathode, become reduced (gain electrons), 

and deposit Cu there [13,14].  The sulphate anions (SO4
2- ) are attracted to the positively 
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charged anode and oxidation (electrons released) occurs.  The reaction is represented as 

[13, 14]: 

CuSO4 →Cu2+ + SO4
2- 

at cathode:  Cu2+ + 2e- → Cu(s) 

at anode:  SO4
2- → SO4 + 2e- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Usually, a conductive seed layer is deposited on the substrate prior to an 

electroplating process.  Contact is made to the substrate, and it is used as the cathode.  

The deposition rate of the metal is related to the current density; therefore, a metal with 

uniform thickness can be obtained by maintaining a uniform current density over the 

Anode 

                     ANIONS 
 
                  
              CATIONS 
                

Cathode 

Electron Flow 

Current Supply 

Figure 32.  Electrolytic cell. 
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substrate surface.  The current needed for the reaction is determined by multiplying the 

surface area of the exposed seed layer by the current density associated with the process 

for the particular metal used.   

When considering the deposition of the metal, it is necessary to consider structure 

properties of the metal lattice.  The metal can be thought of as a fixed positively charged 

lattice with a gas of freely moving electrons [15].  The metallic bond formed during 

deposition is mainly due to the interactions of the metal ions and free electrons.  The 

deposition process can be described from an atomic standpoint using Figure 33, in which 

location 1 is the initial state of the hydrated metal ion, M z+ (solution).  The final state of 

the ion for deposition is found at location 4.  Note that the ion will attach to the metal 

crystal as an adsorbed ion at a kink site [15].  This is represented as 

[M (H2O)x]z+ (solution) → Mz+ (kink)       (53) 

Step-edge site ion-transfer or terrace site ion- transfer are the two mechanisms whereby 

this process will occur.  For the step-edge site ion-transfer mechanism, the ion is 

transferred from the solution to the kink site of a step edge (Figure 33, location 4) or to 

some other location on the step edge (Figure 33, location 3).  For the latter case, the metal 

ion will move (diffuse) down the step edge until it finds a kink site (location 4).   

For the terrace site transfer mechanism, the ion is transferred to a flat region of a 

terrace site (location 2).  This adion is weakly attached to the lattice and seeks to find a 

position with a lower energy [15].  It diffuses on the surface and eventually arrives at a 

kink site, its final destination.   
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Figure 33.  Ion transfer for metal deposition [15]. 
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6.2. Nickel-iron Plating 

This thesis focuses on monitoring nickel-iron (Ni-Fe) electroplating baths.  Nickel-

iron is an alloy (a mixture of two or more metals).  Alloy deposition follows the same 

guidelines and mechanisms as single-metal electroplating.  Alloys are desirable since 

they can provide specific characteristics unobtainable for single metals.  Ni-Fe alloys 

have favorable magnetic properties, such as high permeability, good soft magnetic 

properties, and low magnetostriction and anisotropy [18, 19, 76].  They also possess good 

mechanical properties.  Ni-Fe alloys have been used for thin-film magnetic heads, 

enabling magnetic media with greater reading and writing densities.  Ni-Fe is also of 

interest for micromachined magnetic devices, such as actuators and inductors.   

Table 3 gives the composition of the Ni-Fe bath used in the experiments performed in 

this research.  The nickel sulfate (NiSO4 •  6H2O) and nickel chloride (NiCl2 •  6 H2O)  

 

Table 3. Composition of Ni-Fe electroplating solution. 

Component Ni (80%) - Fe (20%) 

NiSO4 •  6H2O 200 (g/l) 

NiCl2 •  6 H2O 5 (g/l) 

FeSO4 •  7H2O 8 (g/l) 

H3BO3 25 (g/l) 

Saccharin 3 (g/l) 
pH 2.5 – 3.0 

Temperature 25 – 30 (oC ) 
Current density 15-30 (mA/cm2) 
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each provide Ni2+ ions.  The ferrous sulfate (FeSO4 •  7H2O) provides Fe2+ ions.  The 

nickel-iron bath is prepared by first weighing the components of the bath as outlined in 

Table 3.  The components are then mixed in a glass beaker, and the beaker is filled with 

DI water to 1000 ml.  A magnetic stirrer is used to stir the bath overnight.  In addition to 

the metal salts, the bath also contains boric acid (H3BO3) and saccharin.  Boric acid is a 

buffering agent that is used to stabilize the pH in the cathode film [15].  The saccharin  is 

added to the solution to reduce the residual stress in the metals deposited [19]. 

 

6.3.  The Propagation of Sound in Fluids 

The methodology used to monitor nickel-iron plating involves sensing changes in the 

plating bath using acoustic waves.  For a small volume element of fluid in equilibrium, 

the fluid surrounding the element exerts an equivalent normal pressure on all of the 

surfaces of the element [77].  In equilibrium, the molecules in the fluid, however, are not 

at rest.  They move randomly and collide with other molecules.  As a sound wave 

propagates through a fluid, each element of the fluid experiences longitudinal vibrations 

and is displaced from its equilibrium position in the presence of the wave.  This 

movement dominates the molecules’ random movements and is transmitted to the 

adjacent volume element causing the sound wave to propagate through the fluid.  

Therefore, the fluid does not move as a whole with the wave, but small elements of the 

fluid are displaced (in the presence of sound) [78].  The particle displacement is along the 

direction of the wave, and therefore, it is a longitudinal wave.  This is the only wave type 

that can be sustained in ideal fluids.   



 90

If the collision between molecules transmitting the wave increases the local density 

and pressure of the fluid, then an area of compression has been established.  Areas of 

rarefaction propagate where the region possesses a density and pressure lower than that 

of equilibrium.  The speed of the wave traveling through a fluid is determined by the 

properties of the medium.  More, specifically, the speed is a function of an inertial 

property (density ρ) and an elastic property (bulk modulus B) [78].  Elasticity establishes  

the restoring force of a fluid element displaced from equilibrium and inertia indicates the 

response of the displaced element to the restoring forces [78]. 

The elasticity of a fluid is given by a parameter known as the bulk modulus of 

elasticity.  The bulk modulus is the reciprocal of compressibility.  It is a measure of how 

much a fluid compresses due to a pressure.  The bulk modulus yields the ratio of change 

in pressure to the fractional change in volume [77, 78].  It is given by 

             
VV

PB
/∆

∆−=      (54) 

where P is the pressure of the fluid and V is the volume.  The negative sign enables B to 

have a positive value since an increase in pressure produces a negative change in the 

volume. 

B can also be given in terms of density.  In instances where the mass is constant (ρV 

product is constant) [79], 

       0=+ ρρ VddV       (55) 

Therefore, 

     
V
dVd −=

ρ
ρ      (56) 

and 
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ρ
ρ

d
dpB =       (57) 

The speed v of the sound wave propagating through a fluid is given by 

ρρ d
dpBv ==      (58) 

Consequently, a speed wave travels without transporting matter but causes pressure or 

density fluctuations in the medium.  The term dp is normally called the excess pressure 

[77].  From Equation (58) it can be written as  

ρdvdp 2=      (59) 

 

6.4. Plating Set-Up 

During electroplating, it is desirable to determine the metal thickness in-situ.  Usually, 

the thickness is calculated from the product of an estimated deposition rate and the 

electroplating time duration.  The exact film thickness can then be measured by post-

process equipment such as a profilometer.  While this is a viable method of determining 

the thickness deposited, it will present error if the estimated deposition rate is inaccurate 

or changes during the process.  The acoustic sensor developed in this thesis can alleviate 

such concerns.  This sensor was implemented in a plating set-up to provide in-situ 

monitoring of Ni-Fe depositions (see Figure 34).     

The composition and preparation of the plating bath were described in Section 6.2.  A 

polypropylene container with flat sides was used for these experiments.  The seed metal 

layer was deposited on a silicon sample.  The seed layer consisted of 300Å Ti and 3000Å 

Cu, and was deposited using an e-beam evaporator.  A small portion of the silicon was 

masked to enable a profilometer to step across the metal-silicon interface after plating to 
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determine the metal thickness.  The silicon/seed layer was used as the cathode and a pure 

nickel film was used as the anode.  A DC supply that could manipulate both current and 

voltage was used as the power supply.  All of the experiments were performed at room 

temperature.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The sensor used was separated from the wafer with a diamond saw.  It was then 

bonded onto the center of an IC package.  The electrical contacts were wire-bonded to the 

“legs” of the package.  The package was enclosed by a glass slide, and the backside had 

Nickel 
Anode 
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Figure 34.  Electroplating monitoring set-up. 
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an opening that allowed an acoustical port for the sensor.  The sensor and loudspeaker 

were then attached to opposite sides of the electroplating bath container.  The “legs” of 

the sensor package were attached to the amplifier circuit.  The output of the circuit was 

recorded by an HP 4395A spectrum analyzer.  The loudspeaker was driven by a sine 

wave at 9 kHz at 1 Vrms.  This frequency (9kHz) was chosen because the sensor was 

known to have a flat response at this frequency. 

During plating of Ni-Fe, the nickel and iron ions are attracted to the cathode, while the 

sulphate and chloride ions are attracted to the anode.  The nickel and iron ions are 

reduced and deposited on the cathode, forming the Ni-Fe alloy layer.  At the anode, the 

sulphate and chloride ions are oxidized, and nickel ions from the anode are added to the 

plating bath.  Therefore, during plating the nickel ions are plating out, but are also being 

replenished by the nickel anode.  The iron ions, however, are not being replenished and 

are being depleted during deposition.  While Ni-Fe baths should be discarded before the 

iron is totally depleted from the bath, this depletion of ions was the basis of the approach 

used in monitoring these baths. 

For many years, researchers have studied the affect of salts in seawater on the 

propagation of sound [80,81].  Such studies were necessary for applications such as 

underwater sensing using sonar.  In more recent years, research has been performed to 

investigate the affects of ions on the structure and thermodynamic properties of various 

solutions [82, 84].  Such studies have documented the behavior of the speed of sound in 

electrolytic solutions.  Ions in polar solvents (e.g. water) change the structure of the 

solvent because of the alignment of the solvent dipoles with the ions [85].  The 

movement of water molecules from the bulk solution to the ion hydration shell increases 
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the order of the structure.  Electrostriction results, where the volume of the solvent is 

compressed by the electric fields of the ions [75, 85].  Thus, the bulk modulus and the 

speed of sound through the solvent are increased [85].   

While a thorough (microscopic) theoretical explanation is yet to be presented in 

literature, many experimental observations have been made displaying the increase in the 

speed of sound through electrolytes due to the increase in the ionic strength I, which is a 

measure of the electrical field due to the ions [73, 81] 

∑= 2

2
1

ii zcI     (60) 

Note that I is a function of the concentration of each ion ci and the ion charge number zi.  

This trend is also shown in some references as an increase in the speed of sound due to an 

increase in the salt molarity [80-85].  An increase in the density of the solution with 

increased ion concentrations has been observed as well.  This affect on the speed of 

sound is less that that of the bulk modulus, however [81]. 

Thus, in experiments performed in this thesis, it was expected that as Ni-Fe was being 

deposited, iron was being depleted from the bath and the bulk modulus (and density) was 

decreasing.  Therefore, the speed of sound through the bath was expected to decrease as 

well.  Consequently, from Equation (59), one would expect that the (excess) pressure 

propagating through the bath would decrease.   

In the electroplating set-up shown in Figure 34, a sound wave was generated by the 

loudspeaker and propagated through the bath.  The acoustic sensor was implemented so 

that it sensed pressure changes in the bath by measuring the voltage generated on its 

surface.  Before the start of the electroplating, a measurement was recorded from the 

sensor to obtain a reference measurement (of noise in room).  The initial film of a Ni-Fe  
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electroplating bath is usually of poor quality, therefore a “dummy” sample was 

electroplated for 5 minutes to stabilize and condition the bath.  Subsequent runs were 

then performed for 5, 15, 30, 45, 80, 150, and 20 minutes.  At the end of each run the 

sample was removed and the sensor response was recorded. For each plating time period 

mentioned above, a new sample was used and the thickness was measured for each run 

using a profilometer to accurately measure the film thickness deposited.  The sensor 

voltage recorded as a function of total thickness plated is shown in Figure 35.   

This graph shows that the greater the thickness of the Ni-Fe electrodeposit, the 

smaller the magnitude of the sensor response recorded.  Thus, it is reasonable to state that 

the pressure in the bath is decreasing with increasing thickness plated as a consequence of 

ions being plated out of the solution.  Figure 35 displays a greater positive slope in region 

1 than in region 2 of the graph.  Region 1 includes the time period starting with the onset 

of deposition and during conditioning of the bath.  One possible explanation for this 

difference between regions is that initially ions may deplete out of the system faster or 

non-uniformly until some stable condition is met resulting in the smaller slope in region 

2.  Rohman et al. [83] observed in experiments for monitoring the change in the speed of 

sound as a function of molarity in aqueous lithium nitrate solutions that there were 

changes in the slope of their speed vs. molarity graphs due to structural transitions in the 

aqueous solution.  While such changes have not theoretically been explained, they have 

been cited and related to the structure of the primary hydration shell around the ions [83]. 
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6.5.  Predictive Model for Metallization 

Experiments can be used to generate inferences about a population based on a few 

observations.  Sometimes, these experiments are performed in the absence of an explicit 

known relationship between the input factor(s) and the output response(s).  In such cases, 

mathematical models can be used and statistical tests can be performed to try and 

describe and correlate the observations gleaned from the experiment. 

The purpose of collecting the data for the experiments outlined in Section 6.4.  was to 

map the output of the sensor to the Ni-Fe thickness measured.  This enables the 

development of a predictive model for thickness as a function of sensor voltage and 

plating time.  Such a model can be used to determine the thickness of a Ni-Fe deposit in-
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Figure 35.  Sensor output voltage vs. Ni-Fe thickness. 
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situ based on the observed response of the sensor and duration of the deposition run.  

Note that the time used in the model should be the total electroplating time of the bath, 

not that of each individual run.  Based on the theory presented, such a model is only valid 

when the time includes all times for which the ions have been plating out of the solution.  

For example, a 20-minute deposition process in a bath that has been previously used will 

yield a different sensor response than a 20-minute deposition run using a fresh plating 

bath. 

The experimental data was analyzed using RS/Explore®.   A linear (least squares) 

regression model was derived.  Regression analysis is a statistical tool that determines the 

value of a response based on the relationship between that response and one or more 

variables.  The analysis of variance (ANOVA) for the electroplating experiment is shown 

in Appendix B.  The F statistic is used to determine whether the regression model 

explains a significant portion of the variance in the response.  For this experiment, the 

statistic is F =  4135.92/1.09 = 3811.  An F value this large would occur randomly only 

0.000028% of the time if there were no true relationship between the thickness and the 

predictors (sensor voltage and plating time).  Because this is a rare event, it is likely this 

model explains a statistically significant portion of the variation in the thickness (only 

factors with a significance level less than 0.05 are considered significant).  The R2 

statistic provides an overall measure of the fit attained by the model.  R2 will have a value 

between zero and one, with one being the optimal value.  The R2 value for this model is 

0.9995, and therefore, the model yields a good fit to the data supplied. 

From least squares coefficients calculated for the model, the equation of the Ni-Fe 

thickness deposited is given by 
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MVT 26.046.032.10 ++=       (61) 

where T is the thickness (µm), V is the voltage (µV), and M is the time (minutes).  The 

RMS error for the model was 1.042 µm. Figures 36 and 37 are graphs of thickness vs. 

voltage and thickness vs. time, respectively.  Both the experimental data and the data 

predicted from the regression model are plotted and labeled accordingly.  

Neural networks were used as an alternative method to generate a model of the 

experimental data.  Neural networks illuminate subtle relationships between sets of input 

and output parameters by performing complex mappings on arbitrary or non-linear data 

[86].  A neural network crudely resembles the architecture of the human brain.  It consists 

of many elementary parallel processing units called “neurons.”  In a “black-box” 

configuration, multiple layers of neurons exist.  The interconnection of the neurons 

enables the network to learn complex relationships between input and output patterns.  

These relationships are stored in the weights of the connections between the neurons.  

Each neuron contains the weighted sum of its inputs filtered by a non-linear sigmoidal 

function [86].   

The neural network simulation software package, Object-Oriented Neural Network 

Simulator (ObOrNNS) developed by the Intelligent Semiconductor Manufacturing group 

at the Georgia Institute of Technology, was used to model the plating responses.  

ObOrNNS simulates feed-forward neural networks trained by the error back propagation 

(BP) algorithm.  The neural network structure is shown in Figure 38.   
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Figure 36.  Experimental data and output from regression model for plating 
thickness vs. voltage. 

Figure 37.  Experimental data and output from regression model for plating 
thickness vs. time. 
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  The layers of neurons receive, process, and transmit information about the input and 

output parameters and the corresponding responses.  For a three-layer structure with one 

input layer, one output layer, and one hidden layer, the input layer receives data 

corresponding to the input parameters to be modeled.  The hidden layer, which does not 

interact with the outside world, assists in performing classification and feature extraction 

tasks on information provided by the input and output layers [86].  The output layer 

transmits the data once it has been fed through the neural network. 

The BP algorithm is described as a supervised learning technique.  The neural 

network is trained to learn the functional relationship between the input and output data.   

This is achieved by determining a set of network weights that facilitate mapping the 

desired process.  Initially, random weights are used.  An input vector is presented to the 

network, the inputs propagate through the layers and an output is calculated using the 

initial weight set.  This output is compared to the target output data.  The squared 

difference between the two vectors determines the system error.  This error is propagated 

through the network backward. Learning occurs by reducing the error through 

modification of the weights by the gradient descent approach [86].  In this approach, the 

weights are adjusted in the direction of decreasing error.  Once the network weights are 

updated, the procedure is repeated and the network is trained until the desired 

convergence is reached.   

The neural network used for the electroplating dataset was a 3-layer network (1 input 

layer, 1 hidden layer, 1 output layer) with a 2, 2, 1 network structure (2 input layer 

neurons, 2 hidden layer neurons, 1 output layer neuron).  Since it was small, the entire 

dataset (7 points) was used to train the network.  The learning cycle was repeated until an 
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RMS error of 0.01 was achieved.  The ObOrNNS display showing the data for two inputs 

(Input1 = sensor voltage, Input2 = plating time), the experiment output (Target1 = Ni-Fe 

thickness measured), predicted output (Output1 = predicted Ni-Fe thickness), and the 

error (Error) is shown in Figure 39. 

 

 

 

 

 

The neural network model that predicts the Ni-Fe film thickness is graphed in Figure 

40 as a response surface.  This is a 3-D model of the changes in thickness predicted due 

to changes in sensor voltage and plating time.  The central oval area on the surface 

               Figure 39.  ObOrNNS display with input, output, target, and error data. 
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signifies the data range of input and output parameters for the experiments performed.  In 

this region, an increase in Ni-Fe thickness can be observed for increasing time and 

decreasing voltage magnitude.  This model was more accurate in modeling the 

electroplating thickness than the regression model presented previously, as the RMS error 

of the neural network model is 0.01 (µm) and the RMS error for the regression is 1.042 

(µm).   

In real manufacturing applications, these models can be used to determine the 

thickness of a nickel–iron electrodeposit by recording the output voltage of the acoustic 

sensor and the total time that has elapsed for the electroplating process.  These two inputs 

would then be used either in Equation (61) or entered into the neural network model 

created by ObOrNNS as inputs to determine the predicted Ni-Fe thickness in real time. 
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CHAPTER 7 

CONCLUSION 

 

Today’s technology is driven by the concepts of “better and faster, yet smaller and 

cheaper.”  The computer, biomedical, defense, and automotive industries are at the 

forefront of this push.  Integration of improved microelectronic devices is one method 

used to meet this demand.  Semiconductor manufacturing techniques must continue to 

evolve to accommodate advances in this ever changing field.  Therefore, monitoring and 

control of microfabrication processes are critically important.  Process monitoring is 

necessary to alleviate processing errors and miscalculations, and provides for increased 

device yield while maintaining relatively low costs. 

It has been demonstrated in this thesis that acoustic techniques are promising for 

monitoring and control of semiconductor fabrication equipment and processes.  Acoustic 

devices can generally serve as non-invasive, relatively simple, in-situ process sensors.  

They can be fabricated at low cost, in batches, and with good reproducibility using IC 

fabrication techniques.  Compared to the existing optical monitoring methods that rely on 

“looking” at the process to monitor its status, acoustic sensors tend to be smaller, 

cheaper, and provide equally precise measurements of process parameters.  They can 

sense a wide range of parameters with fewer limitations.  For precision, however, it may 

be beneficial to consider using acoustical and optical techniques as complementary 

methods.  This could further enhance the amount and sensitivity of data collection to 

facilitate process diagnostics and control.  
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This thesis investigated the use of an acoustic sensor for in-situ monitoring of 

electrochemical deposition processes.  These processes are used in the semiconductor 

industry to deposit various metals on substrates in aqueous solutions.  Metals are used for 

contacts and interconnects on circuit boards, as etch masks, and in the creation of 

micromachined magnetic devices.  By employing IC and micromachining techniques, the 

author was able to design, fabricate, and implement a piezoelectric acoustic sensor to 

provide a novel approach for monitoring electroplating.  During a nickel-iron 

electroplating process, sensor data and plating time were mapped to the measured alloy 

thickness to yield an empirical relationship between the variables.  Thus, a predictive 

model for the metallization of nickel-iron was developed, potentially leading to real-time 

monitoring of Ni-Fe film thickness during electroplating. 

 

7.1.  Summary of Contributions 

The goal of this research was to design and fabricate an acoustic sensor that will 

provide process monitoring of electroplating.  Thus, acoustic sensors were initially 

studied to identify a viable process sensor. The acoustic sensor selected was a 

piezoelectric microphone.  This microphone uses a thin bendable membrane as its 

sensing element.  This device operates based on the piezoelectric effect, where a 

mechanical stress deforms the membrane and generates an electric charge on the 

piezoelectric layer.  Piezoelectric sensors can be realized on-chip, with a simple design, 

and without the air-gap losses associated with other acoustic sensors.  Piezoelectric 

materials convert mechanical energy into electrical energy and vice versa; therefore, an 

excitation voltage or supply current is not required for these type devices.   
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The substrates used for the sensors were made of silicon, a non-piezoelectric material. 

They therefore required the addition of a piezoelectric film.  There are various 

piezoelectric films used in microsensors structures.  However, zinc oxide was the 

piezoelectric material chosen because it possesses suitable properties and because of ease 

of processing. 

The design of the sensor consisted of a membrane, a piezoelectric layer, and 

segmented surface electrodes. To optimize performance, the sensor was modeled using 

finite element analysis software.  The results of the analysis indicated that movement of 

the sensor’s membrane due to sound pressure experiences the greatest bending stress in 

the middle and outer region of the defined diaphragm area.  Thus, electrodes were placed 

in these regions on the sensor surface.   

The sensor was fabricated using IC and micromachining techniques, enabling the 

batch fabrication of small, precise devices that could be reproduced.  Two-inch silicon 

wafers were used as the substrate, and most of the processing was performed in the 

cleanroom.  Some processing difficulties arised in forming the sensor membrane.  

Because two-sided processing was employed, a method had to be devised to protect the 

ZnO on the front-side while etching the membrane into the backside with KOH.  A 

PDMS sealing ring was applied to the backside.  The ring self-adhered to the wafer and 

formed a ridge around the periphery of the wafer, allowing a small amount of the etchant 

to be placed on the backside only.   

Because the acoustic sensor consists of a diaphragm, the mechanical theory of thin 

plates was used to provide the background for describing the behavior of the diaphragm 
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when subjected to a mechanical load.  This theory, along with the piezoelectric equations, 

was used to derive the analytical expression for sensor sensitivity.   

Because of the high impedance and low output charge of the piezoelectric sensor, a 

charge amplifier from ThermOptics (DN 620) was used to amplify the sensor’s output.  

This inverting amplifier was used to convert the high impedance sensor output to a low 

impedance voltage signal and served as an interface between the device and the spectrum 

analyzer.  The piezoelectric sensor incorporating the amplifier was modeled using an 

equivalent electrical circuit, and the expression for the output of the circuit was 

determined.  The sensitivity, which is expressed as the output produced for a given input, 

was calculated theoretically and verified experimentally.  Discrepancies between the 

measured and theoretical values were attributed to electrical noise from the equipment 

and cables, acoustical interference in the non-anechoic room, and differences between the 

idealized values used in the derivations and the actual real life values of these parameters. 

The proposed variation of acoustic velocity with molarity was verified experimentally 

using a commercial piezoelectric sensor.  The acoustic sensor was then incorporated into 

a nickel-iron electroplating bath to monitor the deposition process in-situ.  To facilitate 

this, the theory and mechanisms of electrochemical deposition were described.  This 

theory indicated that for certain electroplating baths, ions plated out are not replenished 

during deposition.  Such plating bath changes alter the behavior of a sound wave 

propagating through the fluid.  A loudspeaker was used to launch a sound wave through 

the bath during deposition runs.  The sensor was used to monitor the pressure changes 

and indirectly, the changes in the electroplating bath.  The sensor output and the time of 
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the plating deposition were used to predict the Ni-Fe thickness, which was measured after 

each deposition run.   

Statistical analysis and neural networks were used to map the output of the sensor and 

the plating time to the Ni-Fe thickness.  RS/Explore was used to perform a linear 

regression analysis on this data.  A regression model was generated that provided a good 

fit to the experimental data.  This model derived an equation of metal thickness as a 

function of sensor output and plating time.  The ObOrNNS neural network simulation 

package was also used to generate a model of the experimental data. The trained neural 

network established a model for the predicted thickness based on test input data.  This 

data set (inputs and predicted output) was graphed as a response surface model to observe 

Ni-Fe electroplating process trends.  The predictive models developed can be used to 

provide real-time monitoring of Ni-Fe electroplating. 

 

7.2.  Future Work 

An initial extension of this work would be to improve the models and make them more 

robust.  This would include performing more deposition runs.  This would provide more 

data points for analysis, making the models more accurate. Also, it is known that the 

speed of sound in fluids is dependent on the temperature.  Any substantial variations in 

temperature that were unaccounted for would affect the sensor response for the current 

sensing approach.  Therefore, solution temperature is another potential input parameter 

that could be incorporated into the current models. 

It is also known that control conditions for electroplating not only include solution 

composition, but also temperature, pH, agitation, and current density [16].  If any of these 
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other factors vary during the deposition process, the thickness may be affected as well.  

The more parameters that are measured and used as inputs (predictors) for the model, the 

more accurate the predicted response will be.  To measure these parameters, however, 

would entail adding more equipment and limiting the simplicity of this approach. 

This monitoring method is currently being used for nickel-iron plating, but there may 

be other electroplating bath solutions for which this approach is applicable.  Therefore, it 

would be beneficial to identify single metal or other alloy depositions where the sensing 

method used in this thesis is useful.   

It may be desired that the metal ion concentration be determined during electroplating.  

Such monitoring could be used to detect solution composition deviations from a set 

concentration range.  Current methods of measuring metal ion concentration include 

colorimetry, polarography, and ion selective electrodes [15, 87].  The acoustic sensor 

could be incorporated to predict the concentration of metal ions during electroplating.  

For example, in the experiments performed in this thesis where iron was being plated out 

of the bath, if a separate set of experiments were performed that measured the sensor 

output at various colorimeter readings yielding iron concentration, the iron ion 

concentration as a function of sensor output response could be mapped.  This could be 

used to inform the operator when iron ions have been plated out.  Moreover, during 

electroplating depositions, alloy thickness and iron concentration can be monitored 

simultaneously.  

Another direction for future work would be to improve the sensor used.  One of the 

first modifications to the sensor presented in this thesis would be to incorporate on-board 
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electronics into the sensor chip.  Such integration will increase the sensor sensitivity and 

reduce parasitic capacitance [54].  

Finally, it may be desirable to investigate other sensing mechanisms using acoustic 

sensors.  Flexural plate wave devices may be of interest, as they are capable of operating 

in liquids.  The ability to monitor an electroplating bath using a sensor located inside of 

the bath may provide a very sensitive sensor response.  It may also lead to a sensing 

method that can monitor metals for which the method presented here cannot: baths where 

the ions are being replenished.  
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APPENDIX A 
 

TIME DELAY EXPERIMENTS 

 

Preliminary experiments were performed to demonstrate the behavior of sound waves 

in electrolytic solutions.  This was accomplished by monitoring the time delay td (or 

phase shift, φ = 2πftd) of a sound wave propagating through an electrolyte.  The time 

delay of a signal represents the time it takes for the signal to propagate through a 

medium.  If the distance d that the wave has traveled is also known, the velocity ν of that 

wave can be calculated by ν = d/td.  The change in velocity between two measurements, 

one with an initial velocity νo and time delay to and the other with a velocity ν1 and time 

delay t1, is given by  
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Measurements were initially performed with a commercial Murata piezoelectric 

sensor to verify that the experimental set-up (see Figure 41) would be effective in 

measuring the time delay of a sound wave.  The sensor was first placed in front of the 

loudspeaker at a distance of 2 cm.  The sensor output was amplified using circuitry 

employing a charge amplifier. The loudspeaker was pulsed at 100 Hz with an amplitude 

of 1.080V and a duty cycle of 1%.  The signal from the function generator was connected 
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to channel 1 of a Tektronix oscilloscope and was used as a trigger.  The output from the 

sensor was measured on channel 2 of the oscilloscope.   

 

 

 

 

 

 

 

 

 

 

 

To calculate the time delay of the sensor output, one peak in the output signal was 

used as a reference point and the movement of a second peak in the output was tracked.  

The difference between the two yields the cumulative time delay.  The distance between 

the loudspeaker and sensor was increased at 1 cm increments until a distance of 10 cm 

was reached.  At each location the time delay was recorded.  The (cumulative) time delay 

increased for each increment and the average time delay between each 1 cm increment 

(∆td) was approximately 29.4 µs, which yielded a velocity (through air) of 340 m/s.  This 

value is very close to the value of the speed of sound in air (343 m/s at 20°C). The time 

delay at each distance is given below. 

Piezoelectric 
sensor 

Loudspeaker 

Figure 41.  Sensor/loudspeaker measurements. 
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The ultimate goal of these preliminary experiments was to validate the concept of 

using an acoustic sensor for monitoring electrochemical deposition.  Section 6.4. of this 

thesis presents the relevant theory to describe the behavior of sound in electrolytic 

solutions.  It was noted there that the speed of sound through electrolytes increases due to 

an increase in salt molarity [73, 81].   

 

Distance of sensor from 
speaker (cm) 

Cumulative Time Delay 
(µsec) 

Time differences (∆td) 
(µsec) 

2 0 (used as reference) 

3 30 30 

4 58 28 

5 87 29 

6 117 30 

7 146 29 

8 176 30 

9 206 30 

10 235 29 

 

 

An electroplating bath container was placed between the sensor and the loudspeaker 

of the set-up shown in Figure 41.  The container was approximately 9 cm wide on each 

side. The container was then filled with de-ionized (DI) water.  The loudspeaker was 

driven using a sinusoidal input at 2.3 kHz (1.5 V amplitude, 1 V offset).  It was attached 

Table 4.  Time delay measurements. 
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to one side of the beaker, and the sensor was placed on the opposite end. The delay of the 

sensor output relative to the input sine wave was observed. This was accomplished by 

monitoring the time shift between the peak amplitude of the source and that of the sensor.  

The time delay was found to be 44 µs for DI water. 

Twenty-five grams of sodium chloride (NaCl) were then dissolved in 500 ml DI 

water and its time delay was calculated.  The change in time delay ∆t was determined at 

this salt concentration.  Then fifty grams of salt were dissolved in 500 ml HI water.  The 

time delay through the solution was measured and ∆t was determined.  The results of this 

experiment are shown in Table 5 and plotted in Figure 42. 

 

 

 

 

The experimental results agree with the observations in the literature that changes in 

the ionic strength of a solution change the speed of sound in the solution.  It was shown 

in this experiment that as the salt molarity increases, the change in the time delay for each 

measurement decreases and thus, the velocity of the sound wave propagating through the 

fluid increases.   

Salt concentration (g) Salt molarity 

(mol/L) 

td (µs) ∆t (µs) 

0 0 44 0 

25 .85558 28 -16 

50 1.711 20 -24 

Table 5.  Salt molarity and time delay. 
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Since it was demonstrated that the time delay of a sound wave changes as molarity 

changes, experiments were also performed in an actual electroplating bath.  The set-up of 

this experiment is shown in Figure 43.  The set-up used a Ni-Fe bath and its composition 

is given in Table 3.  A copper coated circuit board with an area of 25 cm2 was used as the 

plating sample for the Ni-Fe electrodeposit.  A platinum anode was used to ensure that 

maximum ion depletion was occurring, allowing for better monitoring of the time delay 

during the process. The goal of this experiment was to see if the changes in an Ni-Fe 

electroplating bath produce enough changes during plating to actually yield a measurable 

change in the velocity of the sound wave. 

Five hundred milliliters of the plating solution were poured into the electroplating 

container, and the loudspeaker and Murata sensor were attached to opposite sides of the 

container. The sample was weighed on a scale and its mass was 8.43g.  It was then placed 

Time Delay (change) vs. Molarity
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Figure 42.  Time delay vs. molarity. 
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at the cathode and was immersed along with the anode into the plating bath. A 

thermometer was used to measure the temperature and the temperature was maintained at 

a constant value (28 °C).  The loudspeaker was driven by a sinusoidal input (1 V 

amplitude, 1 V offset), and the time delay was measured. The delay was obtained by 

measuring the distance between the peak amplitude of the source signal and that of the 

output of the sensor. The distance between these same two peaks were measured 

throughout the plating experiments to ensure that the measurements were not shifted a 

period.  A current of 250 mA was then applied to the electrodes to start electrodeposition.  

The time delay of the signal was measured every ten minutes and recorded. After 60 

minutes, the sample was removed and weighed to determine the mass of Ni-Fe plated. 

Four more electroplating runs were performed for 30 minutes each. During these trials, 

the time delay was calculated at the start and end of each plating run, as well as in 10-

minute intervals during plating. After each thirty minute period, the mass of the Ni-Fe 

plated was determined.  The change in the time delay (∆t) was measured for each plating 

interval, using the time delay obtained from the bath at the onset of plating and the time 

delay measured at the completion of the process for that interval.  The total Ni-Fe plated 

was 0.436 µm thick.  The results of these experiments are shown in Figure 44. This 

deposit was 80% Ni and 20% Fe, and the results are presented in terms of Ni deposited. 
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Figure 43.  Electroplating set-up for measuring time delay. 
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The graph shows an approximate linear relationship between time delay and nickel 

deposited during electroplating.  The time delay measured is a relative measurement and 

while it is proportional to velocity, there is some uncertainty about the reference in which 

these values were obtained. However, these measurements demonstrate that the changes 

in velocity are real and observable.  Based on theory, it is reasonable to assume that the 

velocity changes with molarity. 

Equation 62 can be re-arranged to express the fractional change in velocity due to 

changes in time delay 
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         Figure 44.  Time delay vs. nickel mass. 
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where d is the distance of propagation (for the container d = 0.09cm).  For the first Ni-Fe 

electroplating time interval, ∆t = 152 µs.  Because a value of the speed of sound in Ni-Fe 

plating baths was not available in the literature, the sound velocity (1700 m/s) of 

magnesium sulphate salt at a similar molarity was used for ν0 to determine the feasibility 

of the results obtained.  Substituting these numbers in Equation 63 yields a 70% decrease 

in velocity due to changes in time delay during Ni-Fe electroplating.  While this number 

is more than expected, it is not totally unreasonable.  Moreover, some other factors could 

have affected the velocity including reflections off of the container sidewalls, slight 

shifting of the signal between measurements taken (from turning signal on/off), or 

circuitry phase delay.  

Nonetheless, the goal of these preliminary experiments was to observe that the 

changes in molarity during electroplating yield real, measurable changes in the acoustic 

signal.  This objective was achieved. Based on the findings in this section, an acoustic 

sensor was proposed to be used as a process monitor for electroplating processes. While 

its monitoring technique is different, these results validate the concept of its 

implementation. 

 

 
 



 121

APPENDIX B 
 

STATISTICAL MODEL RESULTS 
 
 

 
Table 6.  ANOVA table for response thickness T. 

 
Source DF Sum Sq. Mean Sq. F-

Ratio 
Significance 

Total 6 8276.17    
Regression 2 8271.83 4135.92 3811.00 0.00000028 
Residual 4 4.34 1.09   

 

 

 

 

 

Table 7.   Least squares coefficients for regression model. 

Predictor Coefficient Standard 
Error 

T-value Significance 

1 10.32 5.75   
V 0.46 0.29 1.58 0.19 
M 0.26 0.00 65.28 0.00 

   R-sq = 0.9995 
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