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SUMMARY

Fractional aircraft ownership programs offer comeanand individuals all the benefits of
owning private jet, such as safety, consistencyg, graranteed availability, at a fraction of thetcos
of owning an aircraftin the fractional ownership model, the partial ovenef an aircraft are
entitled to certain number of hours per year, d@dmanagement company is responsible for all the
operational considerations and making sure anadires available to the owners at the requested
time and location.

This thesis research proposes advance optimizagchniques to help the management
company to optimally operate its available resogireed provides tools for strategic decision
making. The contributions of this thesis are:

(i) The development of optimization methodologies tsigits and schedule aircraft and crews
so that all flight requests are covered at the &iwessible cost. First, a simple model is devalope
to solve the crew pairing and aircraft routing peob with column generation assuming that a crew
stays with one specific aircraft during its dutyipd. Secondly, this assumption is partially relhxe
to improve resource utilization by revising the glenmodel to allow a crew to use another aircraft
when its original aircraft goes under long maintesea Thirdly, a new comprehensive model
utilizing Bender’s decomposition technique andeetistation time line is proposed to completely
relax the assumption that crew stays with one §ipeaircraft. It combines the fleet assignment,
aircraft routing, and crew pairing problems. In greposed methodologies, real world details are
taken into consideration, such as crew transportatand overtime costs, scheduled and
unscheduled maintenance effects, crew rules, aadptBsence of non-crew-compatible fleets.

Scheduling with time windows is also discussed.

Xiii



(i) The analysis of operational strategies to jaewdecision making support. Scenario analyses
are performed to provide insights on improving bass profitability and aircraft availability, such
as impact of aircraft maintenance, crew swappitfiggce of increasing demand by Jet-card and
geographical business expansion, size of compamedwaircraft, and strategies to deal with the

stochastic feature of unscheduled maintenance amduad.
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CHAPTER 1

INTRODUCTION

Fractional ownership is a growing option for busméravel. Through this program,
companies or individuals own a fractional sharamfircraft. The owners are entitled to
a fixed number of flying hours, where they do noipete for time on a particular plane
but are entitled to their time whenever they agskittoThe fact that the operational and
maintenance issues are taken care of by the maragemmpany makes it a convenient

option for the owners.
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Figure 1.1 The concept of fractional ownership
(http://www.fractionaljetownership.com/index.html)

Fractional aircraft ownership is sometimes refeteds Fractional Jet Leasing or Jet

Time Sharing. Figure 1.1 shows different nameshefftactional ownership concept. A



customer purchases an eighth interest in an aiydred plane in the blue center of the
figure, and others purchase the remaining timeigordf the same aircraft. If the

customer's aircraft is not available, the fractlomanership management company will
provide another aircraft, a plane in red circlaha figure, from its common fleet which

is also fractionally owned or leased by others eharter plane at no additional cost to
the share owner.

More and more individuals and businesses prefdoelmome partial owners of an
aircraft because this model offers relatively lowstc (compared to whole aircraft
ownership), flexibility, privacy, and guaranteecadability (with eight hours of advance
notice), without aircraft and crew management hotfide fractional owner can fly
directly anywhere among 5,500 airports (comparedb® airports for commercial
airlines) at any time with out check-in or securikglays, or lost baggage, a significant
benefit relative to commercial airline travel.

Although the fractional ownership program of prevaircraft as a business model has
been around since the 1960's, it has become inogapopular (Levere 1996; Michaels
2000) in the last twenty years. In 1986, there wéree owners of fractionally held
aircraft. By 1993, there were 110. From 2000 to4£08e number of companies and
individuals using fractional ownership grew by ab60 percent. Despite this rapid rate
of expansion, many experts believe that only a lspation of the potential fractional
business has been developed.

Unfortunately, the growth in the demand for fragtb aircraft ownership has not
translated into profitability for most managemewnimpanies. According to Mcmillin

(2006), fractional ownership companies operate atrd000 business jets with a loss of



about $80 million in 2005, compared to a $10 milliprofit in 2004. In fact, recently
only one of the four largest management compasmeigsrted profits.

The primary drivers of the low profitability areigh repositioning cost, where empty
aircraft have to be moved to pick up customersgagye air charter cost, when peaks in
demand can not be covered by available planesercdmpany. Rising fuel prices and
lost time when aircraft are out of service for namance are also contributing factors.
We believe that, by optimally arranging aircrafutes and crew schedules, significant
improvement on the profitability of such businessesm be achieved with reduced
operational costs and increased asset (crew acrafgirutilization.

In this thesis, different models are developed éip hthe fractional management
companies in assigning and scheduling aircraft @eds so that all flight requests are
covered at the lowest possible cost. Schedulingblpnas have been extensively
addressed in commercial airlines. However, the aifmer and planning processes in the
fractional airlines are different from that in comroial airlines. The operation and
planning problems arising in both types of airlies briefly introduced in the following

two sections.



1.1 Operations and Planning in Commercial Airlines

Usually, there are five phases in planning and chaliey processes in airline
industry: flight scheduling, fleet assignment, eaft routing, crew scheduling, and crew
rostering. Yu (1998) contains a collection of detscin the field of commercial airlines. A
variety of research and applications on airlinerapens research are addressed in Yu
and Yang (1998), Barnhart et al. (2004), Ball (20@hd Clarke and Smith (2004). The

first four phases related to this research ardlprikescribed in the following sections.

1.1.1 Flight Schedule

The first phase of the airline planning procestisreate a flight schedule. fight
segment or leg, consists of the departure and arrival informatisnch as time and
station. Astationis an airport that an airline serves. Accordingh® forecasted demand,
the flight-scheduling phase determines all legsbéo flown during a given period.
Typically, the planner generates the basic scheappeoximately 6 months in advance.
In commercial airlines, most legs are flown eveny df the week. The schedule is
changed seasonally and small changes are made ewvemh. Most domestic carriers
have schedules that are the same every day witlke sdmanges for the weekends.
Schedules are balanced (every arrival has a camespy departure from the same

station), and can be flown by the number of planeslable.



Figure 1.2 A hub-and-spoke network.

Most major commercial airlines useib-and-spokenetworks. Hubs are the airports
with large number of daily flights, while the spskare the airports with low activity. In
this concept, spokes are connected through hubsrewtustomers can be combined
together to form bigger passenger flow. Hubs halerge number of connecting flights
to create many passenger itineraries. Hub-and-sp@teorks provide a variety of
departure-arrival pairs and are cheaper to opdate direct city-to-city flights because
fewer aircraft are needed. Figure 1.2 demonstrateample network including twenty

cities and one of them is the hub.

1.1.2 Fleet Assignment

The fleet assignment problem is addressed aftdmpnary flight schedules are
completed. In general, the airline carriers haveentban one type of aircraft. Each type
of aircraft has different seating capacity, fuehgomption, and speed. A set of aircraft of
the same type is defined asflaet Given the flight schedules and a list of avaiabl
aircraft of different fleets, the planner assignspacific fleet to fly each leg in order to

maximize revenue (by matching seat capacity tograpgsy demand) and reduce costs



(such as fuel, maintenance and airport gating)s Thodel is calledleet assignment
Model (FAM)

The FAM is traditionally solved using multi-commogdi flow models. The
commodities are fleets and each leg must be askignexactly one fleet. Aircraft in a
fleet departs from the same station where it lamts. total number of aircraft used in the
FAM solution can not exceed the number of planes fleet. Abara (1989), Hane et al.
(1995), Clarke et al. (1996), Barnhart et al. (9%8xing et al. (2000), Rosenberger et
al. (2004) and Smith and Johnson (2006) describdléet assignment model in detail.

Further discussion of the model is addressed ip@&h&.

1.1.3 Aircraft Routing

Once the schedule and FAM are fixed, the planneragnes the routing for each
aircraft in theaircraft routing phase, omircraft rotation phase. An aircraft route is a
sequence of flights flown by an aircraft, identfiey a unique tail number. In general,
aircraft availability is determined with respectsitheduled and unscheduled maintenance
events. After a certain number of flight hours, readrcraft goes under scheduled
maintenance. All the planes that need to go undbeeduled maintenance during a
scheduling period together with the place and dumabf the maintenance events are
known beforehand. Hence the planner must assuteetich aircraft scheduled to go
under maintenance during the planning period asrige the designated maintenance
station at the designated time and is left on tleugd during its maintenance period.
Desaulniers, et al. (1997) and Clarke et al. (1283¢uss this problem in detail. Several

modeling and solution approaches have been proptseddress the aircraft routing



problem by Daskin and Panayotopoulos (1989) anda@apand Talluri (1998b). The

aircraft routing problem in commercial airlinesaisvays solved weeks in advance.

1.1.4 Crew Scheduling

Following aircraft routing phaserew schedulings considered. It is of particular
importance because the crew costs are the secaoyebiaoperating expense faced by an
airline, after fuel costs.

A duty contains a sequence of flights and related aigsyitsuch as briefing and
debriefing, within a crew work day. The legality aew composition and operations is
defined by the Federal Aviation Administration (FAfegulations. According to these
regulations, only certain pairs of pilots are akamimo fly a certain type of aircraft given
their current expertise and training status. Time that elapses between the beginning of
a duty and the end of the duty is caltkdy time It includesbriefing anddebriefingtime
before and after the trips. Furthermore, minimowernight resis required to take place
between two consecutive duty periods.pairing is sequence of duties, which can be
legally flown by a single crew. Solving a crew-edhling problem, also called a crew
pairing problem, is equivalent to selecting a mmmcost set of crew pairings.

Crew basesare designated stations where crews must start fire¢ duty and end
their last duty. In commercial airlines, the creghedule is made at least one week in
advance. The pairing starts and ends at the saewe lbase, and it follows 8-in-24
planning rules, i.e. a crew must receive a reftdéfcrew flies more than 8 hours within a
24-hour period. Usually, a pairing contains at n®st 4 duties, or is determined by the

upper bound of theme away from bas€r'AFB), which is the duration of a pairing. The



time between two duties is defined@sernight restand the time between two flights is

defined assit timeor turn time The minimum turn time is 25 minutes.

1.2 Operations and Planning in Fractional Airlines

Fractional airlines have their own unique plannimgpcess due to the demand
mechanism. The first four planning phases that raemtioned above in commercial

airlines are different here.

1.2.1 Flight Schedule

Typically, a fractional management company requileg the owners request their
flights at least eight hours before their desireghatture time. Therefore in the flight
scheduling phase, the legs are requested by thialgavners only days or hours ahead of
time, instead of driven by the demand forecastiogedmonths in advance. Owners call
the scheduler in the management company to prdhigie departure location, departure
time, and arrival location. Usually, the managemeatmpany does not change a
customer’s request, except peak daysPeak days are the days expected to have an
unusual high amount of activities (such as thelgsfgre Thanksgiving). Some fractional
management companies keep a contractual rightblmging a customer’s leg by shifting

the departure time by at mast hours during these peak days.
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Figure 1.3 An example of the operation in fractiomanagement company.

Figure 1.3 illustrates an example of the operatibfiactional management company.
An owner can call the management company requestiagdesired flight with his
departure and arrival location eight hours in adearTherefore the flight schedule is
normally neither fixed nor repeatable like the coencral airlines.

Another difference from most commercial airlinesghat the legs are always direct
flights from origination to destination, and herggoint-to-point network is used in

fractional airlines (Figure 1.4).



Figure 1.4 A point-to-point network.

1.2.2 Fleet Assignment

The fractional management company may operate ahaorgenous fleet with
aircraft of different sizes. The objective of th&NF here is not to maximize profit based
on demand for each flight. Usually the assignedrait type is the one that the customer
owns. However, sometimes the planner may assigffexeht fleet type other than the
customer owns. When an owner requests a flightt,eagement company is obliged to
serve this request with an aircraft that is attleasbig as the owner’s aircraft type. That
is, the company may provide a larger aircraft withany additional expenses for the
owner if it believes that the total operational tsoxan be decreased by this
complementary upgradéor instance, with a reduced reposition cost.

On the other hand, an owner can requesiggradeor adowngradeto a larger or a
smaller aircraft, respectively. When such a retjussreceived, the management
company approves this request if the customer’sracnincludes guaranteed upgrade or

downgrade hours. If a requested upgrade or dowegsadpproved, then the flight hours

10



to be deducted from the customer’s account arestjunith respect to the aircraft type.
As a result, the remaining flight hours will bedeshen an upgrade is made or more if a
downgrade is made. Moreover, the customer is requio pay the operating expenses

resulting from this change.

1.2.3 Aircraft Routing

In aircraft routing phase, we refer to a custoneguested flight as a leg. A crew of
two pilots and an aircraft are assigned for flygarh leg. If the assigned aircraft is not
already at the departure station of the leg, tlsggaed crew flies the empty aircraft to
this station. This empty flight is calledreposition In Figure 1.3, an aircraft is flown to
Boston from White Plains without passenger on hoArttip is either a reposition or a
leg. Furthermore, taxi delayis incurred for each take-off and landing andlérgth of
this delay is determined with respect to the amafintaffic at a specific airport. Unlike
commercial airlines, the routes here consist of ooly revenue legs, flights with
passengers on aboard, but also empty repositidres.rdpositions are major additional
operational cost in fractional airlines, which atesired to be reduced as much as
possible. Between any two trips, a minimum turretiof 45 minutes is required. The turn
time is used for brief minor inspections and prapan of the aircraft for its next trip.

The operations of such direct service are simdahe pickup and delivery truckload
problem in the trucking industry, where desiredkppctimes are given. It requires empty
movements to drive the truck to the pickup location

Moving empty resources between locations and mimngithe costs of empty moves

is a primary challenge for the management comp&hgse problems can be described as

11



assignment models on time-space network and thecog is to minimize the total
empty travel cost.

For this problem of minimizing empty repositionimgoves, the routing planning
guality can be measured by theposition ratiq the ratio of total reposition miles to total
trip miles. Note that the total trip miles herelude both reposition and customer leg

miles. A good routing has low reposition ratio.

1.2.4 Crew Scheduling

In fractional airlines, crew generally does notdal the more stringent rules required
by commercial airlines. When selecting a legal cpairing, the planner must meet the
following requirements: a 14-hour maximum duty tjmel0-hour maximum flying time
in a day, and 10-hour minimum overnight rest timetween two duties. Unlike
commercial airline, pilots can not travel as pagseson client flights. Therefore, when a
pilot travels by a commercial airline from or tosherew base, a three-hour minimum
connection time, due to the time needed to go tjivosecurity, check in etc. at
commercial airports, before the departure timenefcommercial flight is assumed to be
incurred. This connection time is also counted apodion of the duty time. The
connection time may include taxi time by automolitea nearby airport that offers
scheduled commercial flights.

In general, the pilots work on a schedule in whithy stay on-duty for a specified
number of days (e.g. one week) followed by an offydperiod (e.g. one week). We
denote crews consisting of a captain and co-pilut are starting their on-duty period as

coming-dutycrews. Coming-duty crews travel from their crewsdm to the available

12



aircraft locationsOff-dutycrews are the crews that go back to their crewedasthe end
of their on-duty period. Sometimes the managementpany may ask a coming-duty
crew to fly to the station where an aircraft isdted the day before the crew’s duty-
period starts to cover an early morning flight thext day. Also an off-duty crew may
arrive to its home base a day after the end afutg period due to flying a late flight the
day before. In both of these cases the pilots ar@ qvertime The exchange of a crew
with another crew to fly an aircraft is called aéw-swap” and the days of the week that
the coming-duty crew starts its shift and the affydcrew ends its shift are called
“designated duty shift days”.

For the management company aircraft availabilityars important issue while
scheduling flights. An aircraft is “idle” when i ready to be assigned to a crew. Aircraft
availability is determined with respect to schedud&d unscheduled maintenance events.
According to FAA regulations, after a certain numbéflight hours, each aircraft goes
into scheduled maintenance. In our approach, wenalo create the schedules for
maintenance but use the maintenance information ithg@rovided by the company.
Therefore, we assume that all the planes that teegb into scheduled maintenance
during a scheduling period together with the placel duration of the maintenance
events are known beforehand. Hence the scheduld assuire that each aircraft
scheduled to go into maintenance during the planperiod arrives at the designated
maintenance station at the designated time andimeman the ground during its
maintenance period. The crew assigned to fly aeptanits maintenance station either
stays until the maintenance is completed or issigasd to an idle aircraft depending on

the duration of the maintenance event. All evelmés tequire a plane to be grounded for a
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period of time due to an unexpected problem aretgenas unscheduled maintenance

events. When an unscheduled maintenance eventsat®iplane stays at the destination

station of its last flight until the problem is &, and the rest of the legs assigned to the
aircraft are reassigned.

Due to the special feature of customer’'s demanidaictional ownership airline, the
aircraft routing and crew scheduling is made onig or two days, or even hours ahead
of departure. For instance, a crew is notified mf assignments (including any changes
to an assigned leg due to owner requests or unslgdtethaintenance) at least two hours
prior to departure. The dynamic scheduling or ojpanal policies to incorporating the
dynamic nature are challenging topics. This thdsisus on crew scheduling that

combines the aircraft routing and fleet assignment.
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1.3 Previous Work on the Airline Planning Problems

For a summary of planning in the airline industse sTeodorovic (1988), Cook
(1989), and Yu (1998). A good overview of the apgtions in the air transport industry
can be found in Barnhart et al. (2003). We firsviee the related research for

commercial airlines.

1.3.1 Previous Work on Commercial Airlines

The crew pairing problem in commercial airline isthy has been addressed in
numerous studies and various solution methods Hmeen developed. Surveys of
scheduling research in the airline industry canfduend in Arabeyre, et al. (1969),
Etschmaier and Mathaisel (198%ichter (1989). Recent survey on the airline crew
scheduling appears isopalan and Talluri (1998a) and Gopalakrishnan aokinson
(2005). The problem is generally formulated as a set-pamiitg problem. The early
work dates back to the 1960s (Steiger 1965; Nieded66). In the early 1970s, to avoid
enumerating millions of potential pairings, AmericAirlines use a column-generation
solution strategy, called TRIP, to heuristicallyese a solution for the daily domestic
crew-scheduling problem (Gershkoff 1989; Anbil,akt 1991a). Crainic and Rousseau
(1987) and Lavoie, et al. (1988) formulate the pgobas a set-covering problem and
select a good set of pairings with a column ger@radlgorithm. Klabjan and Schwan
(1999) generate pairings with a parallel algoritoma parallel machine. Klabjan, el al.
(2001) use random pairing generation, combine wftbng branching and a specialized

branching rule while solving a large-scale airlanew pairing problem.

15



Regarding to the solution time, Lagrangian decontiposis exploited for early
termination of column generation algorithm and siseaip the pricing algorithm
(Wedelin 1995; Andersson, et al. 1998). Barahoné Anbil (1998) also present an
extension to the sub-gradient algorithm, volumeadlgm, to produce primal as well as
dual solutions. This algorithm significantly impess/ computational time for solving
crew pairing problem (Anbil, Ferrest and Pulleytddr998).

A great deal of attention has been given to thealinprogramming (LP) based
branch-and-bound approach to solve crew-schedpliolglems (Nemhauser and Wolsey,
1988). Anbil, Tanga and Johnson (1992) use SPRINTsblving LPs, where selected
columns are added to the LP and the new LP is tieaged. Chu, Gelman and Johnson
(1997) improve the procedure for finding integelutons. Hoffman and Padberg (1993)
propose a brand-and-cut approach to solve a minedjer program (MIP) for airline
crew scheduling. After solving the LP, a violatedid inequality is created if the optimal
solution is fractional.

Levine (1996) provides a hybrid genetic algorithor fairline crew scheduling
problems and tests the algorithm on a set of 4Bwedd problems. He also compares
his algorithm with branch-and-cut and branch-andrabalgorithms. The branch-and-cut
is determined to solve all the test problems tonagdity within less time than the other
two algorithms. The genetic algorithm can find fbeessolutions for two larger problems
when the branch-and-bound approach cannot.

The Branch-and-price approach, which combines colg@aneration with branch-
and-bound method to solve the LP relaxation at esmie, is an exact algorithm. It

dynamically generates columns throughout the bramchbound tree. For a survey of
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branch-and-price approaches see Barnhart et @889 0One of the first branch-and-
price methods to appear in the literature was tleegyesented in Desrochers and Soumis
(1989) for the vehicle routing problem with timendows. Desrosiers et al. (1991)
present the first application of branch-and-pricehte airline crew scheduling problems.
Vance et al. (1997a) provide a detailed descriptiboolumn generation, branching, and
search strategies for a branch-and-price algoritBarnhart et al. (1999) create a duty
period network for crew scheduling problem, andlexghis algorithm with a duty-
based formulation.

Hu and Johnson (1999) develop an algorithm based pomal-dual linear
programming for the set-partitioning problem. Shé&@03) extends this idea with a
hybrid method, with which the column generatiordédayed by enumerating sub-paths
up front. Recently, Klabjan, Johnson, and Nemha(®@00) present a parallel primal-
dual algorithm and solve LP relaxations with tHgoathm (Klabjan, et al., 2001).

Cordeau et al. (2001) apply Benders decompositosirhultaneously solve a single
type of aircraft routing and crew scheduling protbleThey solve the aircraft routing
problem as a master problem and the crew pairinglem as a subproblem. A heuristic
branch-and-bound method is used to obtain integkrtisns. Barnhart et al. (1994)
propose a long-haul crew assignment problem. Tloegtouct a long-haul network and
generated columns by using a specialized shorédstgearch on the network. Part of this

thesis extends their idea for the fractional ag@sin

1.3.2 Previous Work on Fractional Ownership Airlines

For a fractional airline, the pairing problem posasunique situation. Unlike

commercial airlines, the flight legs in a fractibaaline differ from day to day and week
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to week, and some are not known in advance. Repasig requires flying an aircraft
without any passengers on board, and repositiomayg comprise 35% or more of the
total flying. Keskinocak and Tayur (1998) study tfractional aircraft-scheduling
problem for a single type of aircraft. They devebop test a zero-one IP for small- and
medium-size problems (up to 20 planes and 50 tapsl) provide a heuristic for solving
larger instances. In their work, the multiple flégtes and crew duty restrictions are not
considered. Ronen (2000) presents a decision-sumystem for scheduling charter
aircraft. He develops a set-partitioning model tbambines the fleet assignment and
routing problems and incorporates maintenance iaesv and crew availability
constraints. Larger scale problems (up to 48 dirarad 92 trips) in one-day and two-day
planning horizons are solved to minimize total aafsscheduling flights, subcontracting
flights, and idling aircraft. They include subcatfor aircraft as a part of the owned
aircraft but with different cost. Therefore, theynsider selling off a sequence of flights.
Recently, Martin et al. (2002, 2003) extend thelhods developed in Keskinocak and
Tayur (1998) by including multiple types of airdraind crew constraints. Their model
considers multiple-day planning periods with 104houernight rest between each day.
Karaesmen et al. (2005) develop several matherhatiodels and heuristics that take
into account the presence of multiple types ofraftcscheduled maintenance, and crew
constraints. They analyze the efficiency of thesslats through a computational study
by solving daily scheduling problems. Hicks et &005) develop an integrated
optimization system for Bombardier Flexjet (wwwxjet.com), a large fractional aircraft
management company. A column generation approaepped to solve a large-scale

mixed-integer nonlinear programming model, whichbased on an integer multi-
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commodity network flow problem. A branch-and-bouapproach is used to obtain
integer solutions from selected columns, which @spnt the aircraft itineraries and crew
schedules. Yang et al. (2006) extend the work inraEsmen et al. (2003) to multi-day
horizons. They first implement a network flow mag® create crew-feasible schedules.
In their work, a branch and price method is prodosgheir experiments show the

average utilization has increased to over 70% 6@frb.
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1.4 Dissertation Organization

The thesis is organized as follows: Chapter 2 duoes our algorithm for solving the
crew pairing problem combined with the aircraftting problem. The efficiency of our
algorithm is evaluated with those of current methot large-scale random data sets.
Then maintenance issues and crew swap strategiedismussed. Chapter 3 describes a
new model that allows full separation of crew aidraft when simultaneously solving
the fleet assignment, aircraft routing and crewesciing problem. The model can be
solved with Bender's decomposition approach fomgearsize instances. Chapter 4
investigates options for tactical and strategiaplag. Chapter 5 concludes the research

and discusses future works.
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CHAPTER 2

INTEGRATING AIRCRAFT ROUTING AND CREW

SCHEDULING

In this chapter, we assume that during its dutyogea crew stays with one aircraft
unless a long maintenance event occurs. Althoughassumption provides schedules
with low plane utilization, due to the high trang@ation costs and times incurred when
the crews travel by commercial airlines and thedased operational complexity, most
fractional management companies prefer to operate such initial schedules and
modify them in an ad-hoc manner if necessary. Hetiee scheduling process is
simplified to a two-stage assignment, which firgsigns crews to aircraft in the
beginning of a duty, and then assigns crews toqaesee of flight legs. In general this
process is called crew pairing or crew schedulimbe crew pairing problem in
commercial airline industry has been addressedimenous studies and various solution
methods have been developed. The problem is ggnéahulated as a set-partitioning
problem (Marsten and Shepardson, 1981). One metiaids commonly used to solve
set partitioning problems is column generation. uGol generation was initially
introduced in Dantzig and Wolfe (1960) and theristex number of papers where it was
applied to solve airline crew scheduling problesee(for example Crainic and Rousseau
(1987), Lavoie et al. (1988), and Barnhart et H094)).

This chapter is organized as follows. Section Gtoduces our algorithm for solving

the crew pairing problem combined with the aircrafiting problem. In Section 2.2, we
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compare the efficiency of our algorithm with thosecurrent methods on large-scale
random data setdn Section 2.3, we present the results of differgrgnario analysis.

Finally, we summarize the conclusions in Sectigh 2.
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2.1 Scheduling Approach

2.1.1 Basic Assumptions

We first assume that during its duty period a cetays with one aircraft unless a
long maintenance event occurs. Although this astiommprovides schedules with low
plane utilization, due to the high transportati@sts and times incurred when the crews
travel by commercial airlines and the increasedratpmal complexity, most fractional
management companies prefer to operate with sutl ischedules and modify them in
an ad-hoc manner if necessary. In our analysisyieelax this assumption either when
an aircraft goes under a long maintenance that fasre than one day or when an extra
crew is available and measure its effects on ojpaat cost and plane utilization. Our
modified model treats both the crew whose airqgafts under long maintenance and the
extra crew as special coming-duty crews.

The crew-swaps occur only during designated duify days or when an extra crew
picks up an aircraft whose crew has already usetsupaximum duty or fly time for the
day. We also assume that the two pilots who forgreav pair do not split during an
entire duty. These assumptions do not divert froemmode the fractional management
companies operate in most of the time.

In terms of the cost, we assume that no additionat or penalty is incurred if an
aircraft or a crew idles on the ground. The charée is considered to be fixed in the
planning horizon. Finally, we only incorporate cdmmentary upgrades since the

fractional management company only incurs extra icothese cases. The upgrade cost is
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the extra flying and reposition cost per hour wheleg is covered by an aircraft that is
larger than requested.

We formulate the crew and aircraft scheduling peobhs a set partitioning problem.
We use a column generation method to solve a thgescheduling problem where at
each iteration all the known demand is incorporatadour rolling horizon approach,
after a three-day schedule is determined, the sitdddr the first day is fixed and the
problem is resolved using the next three-day dendatd. We assume that this is a
reasonable strategy given that the customer regjoasst arrive only eight hours prior to
the departure time and in the industry on averd36®6 and 60-75% of the demand is
known in advance for the second and third daysetsly and this percentage drops

significantly after the third day.

2.1.2 Formulation

In the three-day planning period, the crew painmgblem is formulated as a set-
partitioning problem combined with aircraft and wreonstraints. GiverK legs, M
planes,T fleet types, andR crews, letL be the set of legs in the three-day planning
period; P be the set of available planes at the beginnint@fplanning periodyV be the
set of possible crew combinations; a@& be the set of all columns representing the
possible pairings. Lex; be a 0-1 variable indicating if colunjn corresponding to a
feasible pairing, is chosen in the solution or ant s¢ be a slack variable indicating
whether legk is covered by a charter or not. leetoe the cost of columpandry be the
charter cost for led. We assume that the set of legsjs ordered with respect to the

departure time of the legs in the planning period.
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We formulate the crew pairing problem as follows:

(Q1) Min D c;x; +D.rs,

joce kOL

st D AX ts =1 Ok 0L 7% (2.1.1)
joce
D> BgX; <0 OkOLEOT  Ag (2.1.2)
jocp
D> E, X <1 [p P & (2.1.3)
jocp
2 Fux; <1 OwOW gy (2.1.4)
joce
% /40,1} Oj OcP
S/40,1} Ok L

where,
Ay is 1if legkis included in columip, and O otherwiseB;j is =1 in column j if a plane is

left at the arrival station of the last leg7L"' covered by an off-duty crew, 1 if a plane is
picked up at the arrival station of leg/L" by a coming-duty crew operating type
planes, and 0 otherwise. These inequality consgraifow a plane left by an off-duty
crew to either stay on ground or be picked up bgraing-duty crewE; is 1 if planep,
an available aircraft in the beginning of the thdag planning period, is used in column
J, and O otherwiseky,; is 1 if creww flies the sequence of legs in columiand O
otherwise.

Constraints (2.1.1) require that each customerbedlown either by a company
aircraft or a charterrg is the dual variable associated with the leg caa@straints.

Constraints (2.1.2) insure that a coming-duty cpeeks up an aircraft it can operate at

25



the destination of the last leg the aircraft hasvfl only if an off-duty crew left it there.
Ak is the dual variable associated with the aircraftrection constraints. Constraints
(2.1.3) ensure that an aircraft is used only by omsv at any given time or is not used
during the planning period}, is the dual variable associated with the aircaatiilability
constraints. Constraints (2.1.4) ensure that a ¢sesssigned to only one pairing, is
the dual variable for the crew constraints.

Consider the sample constraint matrix in Table ZHe first column for Crew 1
represents a feasible duty where Crew 1 coverslled$, and 68 with aircraft 1. The last
leg in the duty, which is also the last leg CreWids before going off duty on day 2, is
leg 68, so a “-1” appears in the row of leg 68ha aircraft connection constraints. The
second column for Crew 2 represents a feasiblengaiwhere the aircraft that is left at
the arrival station of leg 68 is picked up by Cr2wand then is used for flying legs 70 and
111. In this case, a “1” appears in the intersectwb row of leg 68 in the aircraft
connection constraints and the second column fewC2 and no “1’s” appear in the
aircraft constraints corresponding to this colufinis ensures that Crew 2 only flies one
aircraft. The third column for Crew 1, represeatscenario where Crew 1 does not fly
any legs on day 2 and leaves the aircraft at theaastation of the last leg it flies on day
1. Hence a “-1” appears in the row of leg 40 irstbolumn in the aircraft connection
constraints. In the third column for Crew 2, a ‘ib”the row of leg 40 in the aircraft
connection constraints represents the fact thawQ@rpicks up the plane left at the arrival
station of leg 40 by Crew 1. The first column fare@ 40, represents a scenario where
Crew 40, which is neither coming on nor going aifydduring the planning period, flies

to cover legs on the first day and the third dag stays on the ground during the second
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day. We assume that in this example off-duty Creand coming-duty Crew 2 operate
the same type of aircraft, namely Type 2. Therefordy fleet Type 2 connection
constraints are shown in Table 2.1. In general,nwihere ard fleet types, the upper
bound on the number of connection constraint$ tisnes the number of legs in the

planning horizon.

Table 2.1 A sample constraint matrix.

Crew 1 Crew 2 Crew 40 Charter RHS
Go Off Duty At Day2 | Come To Duty At Day3| ... |On Duty For 3 Days
1 1 0 1 1 0
2 0 1 0 0 1
Day1l]| ... 0
40 0 1 1 1 1
Leg 4111 1 o0 .. .|l 0o 1
Constraints 42 0 1 0 ..l 0 1 | =1
Day2| ... 0
68 1 0 0 0 0
69 1 0 0 1 0
70 1 1 1 0 1
Day 3| ... 0
111 0 1 1 1 1
1 0
2 o .. 0
Day 1| ... 0 0 0
Plane 40 -1 1
Connection 41 0 0 0 0 0 0
Constraints 42 0 -1 0 0 0 0
Day2| ... 0 0 0 0 0 0 <0
Fleet Type 2 68 -1 0 0 0 1 0
69
70
Day 3| ... 0 0 0
111
1 1 1 1 1 0 0 0 0
2 0 0 0 0 0 0 0 0
Plane 3 0 0 0 0 0 <1
Constraints
30 0 0 0 0 0 0 1 1
1 1 1 1 0 0 0 0 0
2 0 0 0 1 1 1 0 0
Crew 3 0 0 0 0 0 0 0 0 0 <1
Constraints . 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 1 1
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2.1.3 Algorithm

Using column generation, we first solve the linpamgramming (LP) relaxation of
the set partitioning problem formulated in the ab®ection. Initially, we enumerate all
feasible duties, each of which contains a bundlegs that can be legally flown in a day,
by using a depth first search algorithm. Then weat@ an auxiliary network for each
available crew pair that is used to identify goadtripgs. Shortest paths on these auxiliary
networks are used to create a set of initial cositvat is fed into the initial LP. After
solving the initial LP, we update the arc coststba auxiliary networks using dual
information provided by the LP, and solve a pricprgblem by finding shortest paths on
these networks with the new arc costs. The lenfythese shortest paths determines if the
optimality of the solution found by the previous,L&éhd if not optimal what are the
profitable columns to be added to the model. Wherhave an optimal solution for the
LP relaxation, we feed all the columns present le final LP into an integer
programming solver. After the integer solution I#aned by solving the IP with all the
existing columns in the final LP relaxation, thesfi day pairing for the three-day
planning horizon is fixed and the procedure is adpe for the next three days using the
first day information as initial conditions. Theeps of the algorithm are shown as a flow
chart in Figure 2.1. We give the details of theiary networks and the related initial

solution generation and pricing procedures in @st of this section.
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Find feasible duties
v

Create the auxiliary crew networks
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Generate the initial set of columns
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> Solve LP
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Add those
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Are there any
negative reduced
cost columns?

Solve IP with the present columns

Figure 2.1 Flow chart of the algorithm.

29



2.1.4 Crew Network and the Pricing Out Step

We show that the pricing iteration in the colummeation process is equivalent to
finding a set of shortest paths on appropriate cnetworks. For each crew pair, we
construct a networle=(N, A),where the node sét in each network consists of a source
nodeC representing the initial location of the crew, es®; representing the available
aircraft and their locations, a set of duty nodgzresenting feasible duties the crew can
fly during the planning period, and a sink node.

The arcs emanating from a crew node depend onrévésremaining on duty days.
If the crew is already on duty and stays with daserplane, the crew node has only one
out-going arc that enters the node of this plangufle 2.2(a) and (c)). If the crew is a
coming-duty crew, multiple out-going arcs conndwt trew node to all the possible
plane nodes and duty nodes where a plane is alaftaln a previously flown leg. These
arcs have costs consisting of the cost of the p@mstion between the crew’s home base
and the available plane’s location and cost of wer if it exists. For example, in Figure
2.2(b), Crew C2, coming on duty on day 3, can pigkhe planes P2 or P3 that are idle at
the beginning of the planning period or any othiegraft that is left at the arrival station
of a leg completed before day 3. More specificaity,Figure 2.2(b) the dashed line
between C2 and the duty node 1 and the solid beéseen node 1 and nodes 30 and 30-
39 correspond to the possibility that crew C2 mik pip the plane that flew leg 1 and
then feasibly fly leg 30 or legs 30 and 39 on day 3

In the crew network, an arc between a plane nodetlaa sink node with zero cost
represents the fact that the plane stays idle emgtbund during the planning period. For

example, in Figure 2.2(b) the dashed line betwewmterC2 and P2 together with the arc
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between node P2 and the sink implies that crewd@2es on to duty on the third day and
picks up plane P2 but stays on the ground withiyurtd any duties during the course of
the day. Furthermore, a plane node has an arc guimgvery duty node if the crew can
transport to pick up the plane and then reposaiwth serve that duty legally.

A duty node connects to the duty nodes in the deaxtif the overnight rest legality
constraint is satisfied. Also, a duty node in tistfday can directly connect to any duty
node in the third day implying that the crew wié bn the ground during the second day
between the first and third days’ duties.

Finally, in all but the off-duty crew networks, allity nodes connect to the sink node
directly without cost. This incorporates the posiibthat after flying the last leg of the
duty, the crew may stay on the ground with its pléor the rest of the planning period. In
the off-duty crew networks, the arcs between they dqindes and the sink have costs
consisting of the cost of the transportation betwew arrival station of the last leg and

the crew’s home base and cost of overtime if is&sxi
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‘m

:

Dayl duties Day2 duties Day3 duties

a. Crew on duty during the three-day planning pdrio

Dayl duties Day2 duties Day3 duties

b. Crew comes on to duty on the third day.

Dayl duties Day2 duties

c. Crew goes off duty at the end of the second day.

@5 --- crew node, plane node, @ duty node

Figure 2.2A partial crew network.

Note: Dashed lines represent crew travel.
Solid lines represent feasible connections for coveringslutie
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The crew networks are constructed once in the beginriiagah planning period and
then the arc costs are updated in the beginning of géchg iteration of the column
generation process. To generate our first restrictedveHind a shortest path in each of
the crew networks. These paths correspond to the bistgpfor each crew with respect
to the original costs. The initial restricted LP consists &droos corresponding to these
shortest paths together with columns corresponding tatecharThe initial restricted
problem determines the initial dual variables that are passetd the initial pricing
problem.

At iteration i of the column generation process, first the linear progning
relaxation of the set partitioning problem is solved using dinieset of the columns
corresponding to the profitable pairings identified in thevipres iterations. Next, using
the dual information obtained from this solution we solve phneing problem to
determine if the current solution is optimal, that is we detexnifirthere exists any
columns with negative reduced costs. Given the dual Yasidbr (Q1) at iteratiom the

reduced cost for columns calculated as follows:

ci=c¢c,— Y AL, — D Bgds—> E 0, - > F,0, 0joce. (2.1.5)
Wwow

kOL kOL, fOT pOP
Determining if there exists profitable pairings reducessatving a shortest path

problem in each of the crew networks when the arc argtsupdated using the dual

information. Letc,, and Exyindicate the original and the updated costs of an avecest

nodex and nodgy, respectively. Then at th8 iteration,
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C, - S‘y, if nodex isacrewnodeandy isaplanenode,

i Cy - A‘yf , if nodex isacrewnodeandy isadutynode;

Cxy = (216)

or X isadutynodeandy isasinknode,

c,, = 2.7 , ifxisaplaneordutynodeandy isadutynode.
kOy

For example at iterationin Figure 2.2(b), the cost on the arc between Q@ R2

becomesc,p,-Jp,; the cost on the arc between C2 and duty nodeb&édmes
Ccars - Ais, if C2 operates fleet type 2; and the cost on tisebatween the duty nodes
1-5 in the second day and 31-42 in the third dapbesc, ., ,, = 7, — 71,

Once the shortest paths are found for each crawtpa easily checked if these

correspond to columns with negative reduced cogtsubtracting o), from the cost of

the shortest path for crew. The column generation procedure terminates with a
optimal solution for the LP relaxation of the ser{gioning problem when no columns

with negative reduced costs exist.
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2.2 Computational Efficiency of the Solution Methodlogy

In our column generation procedure described abaeesolve the pricing problem
by finding “the shortest path” in each crew networkerefore, at each iteration at most
one profitable column is identified and added te ttP for each crew. In our initial
computational study, we noticed that adding at nws column per crew at each
iteration resulted in a large number of pricingatens we had to go through before an
optimal solution was reached. To determine if agdirset of good columns per crew at
each iteration increases the speed of our algoritermodified our price-out step so that
instead of identifying the shortest path in eaaacnetwork, up t& shortest paths are
determined. In the modified algorithm, first weetenine the shortest paths to all of the
duty nodes on the last day of the planning peribden the subset of these paths
corresponding to negative reduced cost columnatrisafly sorted and the beStof them
is added to the previous LP. Although adding mbentone column increases the time
for solving the LP’s and requires the sorting oé thaths at each iteration, in our
computational experiments the overall running tinvese reduced.

The results of a computational study where onefataplems of different sizes are
solved are presented in Table 2.2. The instancedifostudy are generated based on the
demand and scheduled maintenance data obtained #&ofractional management
company. The first column gives the size of theéanse as the number of planes and legs
present. Given the data, the second column presiemtsumber of duty nodes created.
The next four columns present the size of the bRdrms of number of columns in the
final iteration) when we add 1, 5, 10, and 20 caisrper crew at each pricing iteration.

The LP run times and the number of pricing iteragidhe column generation process
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went through are listed in the next four columnke Tlast four columns display the
solution times required for solving the MIP. In tlast row of the table, we present the
results for a 3-day planning problem with 100 ptaaed 200 legs. The running times are

given in seconds. The number of pricing iteratigngiven in parenthesis in columns 7-

10.
Table 2.2Computational time comparisons
# Planes, | # Duty LP Size LP Time Sec. (Number of Pricing Iterations) MIP Time sec.
#Legs | Nodes |1 Col |5 Cols L0 Cols 20 Cols 1 Col 5 Cols 10 Cols 0Cols 1] Col |5 Cols JLO Cols %0 Cols

70,210 | 26286 | 3728 | 5696 | 8377 | 12450 | 113.86 (51)| 51.89 (16) | 48.37 (12)| 43.85(9)] 0.24 | 02 | 030 | 1.03
100, 200 | 22514 | 3361 | 10998| 16932 | 23846 | 105.16 (32)] 65.78 (22) | 54.8 (17) |48.57 (13)| 0.11 | 058 | 0.94 | 235
50,150 | 8331 | 1650 | 3096 | 4565 | 6832 | 20.86 (31) | 10.20 (12) | 10.32(9) | 8.48(7) | 0.01 | 0.06 | 0.24 | 0.32
70,140 | 6812 | 3038 | 4953 | 6968 | 7979 | 27.74 (42) | 17.53 (14) | 12.76 (10)| 11.4(6) | 0.02 | 029 | 059 | 0.82
100, 100 | 2435 | 1869 | 4997 | 6893 | 9108 | 11.01(18) | 4.15(10) | 2.96(7) | 2.58(5) | 0.01 | 0.03| 0.05 | 012
50,100 | 2435 | 1532 3547 | 3924 | 4821 | 8.08(29) | 477 (14) | 408(8) | 3.02(5) | 0.01 ] 009 | 018 | 0.25
30,90 | 2027 | 014 | 2418| 3015 | 4177 | 4.61(31) | 1.532 (16) | 1.603 (10)| 1.42(7) | 0.01 | 0.03 | 0.05 | 0.00
50,50 | 136 | 398 | 1264| 1982 | 2895 | 1.05(8) | 0.24(5) | 0.24(4) | 0.34@3) | 001 ] 0.02| 003 | 0.03
3-day | 3932 | 8331]15494] 17500 | 21927 | 275.61 (81)| 137.41 32)| 72.40 (18) [48.36 (12)| 257 | 277 | 27 | 2.97

Analyzing the results presented in this table wectale that adding more than one
column has a significant effect in the total rundiof the algorithm. Although the effect
of adding more columns decreasesSasincreased, the best run times, especiallyrfer t
larger instances, are obtained when up to 20 caduane added per crew. In the rest of
our computational study, we add up to twenty colsiper crew in each iteration.

We perform a set of experiments to determine th@pcaational efficiency and
effectiveness of our solution approach with reatadabtained from a fractional
management company including the demand and satedohintenance. In Table 2.3,
we present the performance of our scheduling tootlifferent planning horizons with
different instance sizes. The sizes of the instaace given as the number of planes and

legs. In the 2-day and 3-day instances, we runatberithm once over 2 and 3 days,
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respectively, with all the demand and schedulechteaance data. In these multi day
instances, the initial conditions for crew and r@ftare assumed to be the same as that of
the 1-day problem. The solution times given in thied column are the total times
required for solving the LP and the IP. We usevdlee obtained from solving the LP as
a lower bound on the optimal value of the IP. Ta&t column in Table 1 presents the
gaps between the value of the integer solution®btained and the LP lower bounds,
and hence provides upper bounds on the optimadipg dor the solutions we obtain. We
observe that as the size of the instances growshengdlanning horizon gets longer, the
solution time increases from less than one minotarbund ten minutes. However, the
run time stays within acceptable limits even foemtional decision making and the

optimality gap never goes above 0.06%.

Table 2.3 Computational time comparisons.

Planning Horizon # Planes, # LegSolution Time (Sec) Optimality Gap (%)

35, 42 0.23 0
1-day 61, 101 0.79 0.02
75, 125 1.11 0
35, 83 0.72 0
2-day 61, 187 10.46 0.02
75, 231 36.74 0
35, 124 4.6 0
3-day 61, 261 70.4 0.04
75, 341 435.2 0.06
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2.3 Maintenance Issues and the Refinement of the el

In this section, we first consider the impact ofhestuled and unscheduled
maintenance events on profitability through scenanalysis. We use data based on the
real operational data provided to us by Citatiom&ha a fractional ownership
management company. The company focuses on lighthad-size aircraft. Then we
propose a refinement of the model to improve thikzation of plane and crew by re-

assigning crew whose original assigned aircrafengal long maintenance.

2.3.1 Incorporating Scheduled and Unscheduled Maishance

To incorporate scheduled maintenance, we treat iat@emance event as a special
mandatory leg that a specific aircraft has to Tlige arrival/departure locatiof, of the
maintenance leg is assigned to be the airport wiherenaintenance is scheduled to take
place and the duration of the leg, from titggto timete, is equal to the duration of the
maintenance visit. For an aircraft with a schedutlegintenance event due during the
current planning horizon we make sure that the@irdies this leg by having it arrive at
Sn beforetsy, That is, if the aircraft is already assigned wew then we modify the crew
network for this crew so that any path in the nekwncludes the maintenance leg, and if
the aircraft is not assigned to a crew we forceab@gnment of the aircraft to the nearest
unassigned crew and make the necessary changeis wdw’'s network. We note that,
our goal with this methodology is not to providenaintenance plan but to make sure to
incorporate the already scheduled maintenanceargtane’s itinerary. Assuming that a
plane mainly goes under unscheduled maintenandbeaplace it breaks down, we

determine the start time and location of an unsaleeldmaintenance leg according to our
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solution and the maintenance record provided byctimapany. If a plane needs to go
under unscheduled maintenancetsatu, according to the maintenance record and the
plane is flying a trip during this time in our stbhn, we set the start time of the
unscheduled maintenance event as the arrival tinteeotrip and change the end time
accordingly. The start and end station of the nesiahce are then set to the arrival station
of the trip. To evaluate the effect of unschedutsintenance, we use the real demand
and the maintenance data for a month, in whichl®83 (1,441.1 hours) are covered with
35 available aircraft. During this month 197 scHedu104 overnight unscheduled, and
49 mid-day unscheduled maintenance events occursaNe the scheduling problem
with two scenarios: incorporating scheduled andmgat unscheduled maintenance; and
incorporating scheduled and all of unscheduled teaance events that occurred during
this month. The designated crew swaps occur twiseek (on Tuesday and Thursday)
and crew stays with plane during its duty period.

In Scenario 1, for each three-day planning peritbe, scheduled and overnight
unscheduled maintenance events are added to theandefegs as special legs. In
Scenario 2, after an integer solution is obtairedte problem in Scenario 1, we check if
any mid-day unscheduled maintenance events exishéocurrent day. If so, we first fix
the pairings for the trips finished before the Unesiuled maintenance event occurs, then
we add the maintenance leg and re-solve the sdhgduioblem. The characteristics of
the schedule and a break down of operational emstpresented in Table 2.4. The results
indicate that the mid-day unscheduled events, 14%otal number of maintenance
requests in the month, increase the overall omeralticost by up to 12.5%. This finding

suggests that implementing a preventive maintengmogram and/or forecasting
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unscheduled maintenance events based on aircraftemance history and incorporating

this data into the scheduling algorithm are wortihevllirections to consider further.

Table 2.4 Schedule and cost characteristics witinter@ance considerations

Reposition| Reposition| Reposition| Upgrade Transportation & Chartery Total
Scenaria  Hours Ratio Cost Cost Overtime Cost | Cost | Cost
1 732.06 0.337 634,708 29,869 104,951 27,283,811
2 786.98 0.353 670,251 36,658 120,538 69,2836,740

The break-down costs of two scenarios are listedlable 2.4. The results indicate
that mid-day unscheduled events increase the dwgatational cost by up to 12.5%.
The steep increase in the cost is due to the iseteeepositioning hours flown and the
fact that charter flights are required to cover esowof the legs. It suggests that
implementing a preventive maintenance program andioorporating unscheduled
maintenance events based on aircraft maintenastenhinto the scheduling algorithm

are worthwhile directions to consider further.

2.3.2 Crew Swap Strategies

In this section, we investigate the effect of adapflexible crew swapping strategies
on the operational costs. First, we analyze ifglesting four days a week for crew swaps
instead of two is profitable. In other words, wengare dividing the crew into two pairs
(four groups) versus four pairs (eight groups)tfer seven-day off/on duty period. Next,
we evaluate the effect of frequent crew swappirmgndua duty period by reassigning free
crew whose aircraft goes under a long maintenanstead of swapping only on the

designated duty shift days.
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2.3.2.1 Increasing the number of designated crew sy days
The results presented in Table 2.3 for Scenariaand 2, assumed crew swaps

occurring twice a week. Using the same demand demd aircraft maintenance

information as in Scenario 2, in Scenario 3, wevalthe crew pairs to swap four times a
week, by letting sets of four crew pairs to swapMonday through Thursday. The total
cost varies from week to week for both scenariaswéier, neither is much better than

the other.

Table 2.5 Schedule and cost characteristics wétv gwap strategies

Reposition| Reposition Repositior] Upgrade| Transportation & Charter| Total
Scenario Hours Ratio Cost Cost Overtime Cost | Cost Cost
2 786.98 0.353 670,251 36,658 120,538 69,293 806,74
3 788.54 0.354 691,065 40,4783 136,600 44,563 912,70

The cumulative results of this computational sttatya month are presented in Table
2.5. We note that the overall cost increases b%1Bence, we conclude that changing
the number of designated crew swaps during a wedktimes from 2 does not improve
the overall operational performance. Furthermanfthe management point of view, it
is more practical to operate if the number of desigd crew swap days during a week is
two. The rest of the computational study assumasttie designated crew swaps occur
twice a week.
2.3.2.2 Separating crew from aircraft

In all scenarios above, we assume that the nunfbmr-duty crew is the same as that
of aircraft and a crew waits at the maintenancgostar is sent to its crew base when its
aircraft goes under maintenance. Hence there medmone correspondence between the

number of on-duty crews and available aircraft,clihiesults in the assumption that an
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available aircraft is assigned to a single crewingdurthe crew’s duty period. This

assumption simulates the actual model of operatfonsnost fractional management
companies. When the crew is not separated fromrpta@e during its duty period the

cost and the long elapsed time incurred when tle& ¢s transported by commercial
airlines is avoided. However under this assumptien utilization of crew and aircraft

decreases. Under some circumstances, transportorgva to fly another aircraft can

improve the utilization of crew and aircraft. Fosiance, FAA regulations require that a
crew cannot fly beyond its fly and duty time; iisceaft, however, is idle to be flown by

another crew. Therefore, most fractional managentembpanies create their initial

schedules with this assumption and modify the sdlesdater on in an ad hoc manner if
assigning a new crew to an aircraft seems to bigtqdote.

To increase plane utilization by separating cremmfithe airplane in the middle of a
crew’s duty period, we analyze two possibilitieshem a plane goes under long
maintenance its crew becomes free to pick up anplhee or the management company
maintains extra crew. First, we consider crew-gwagp opportunities created when an
aircraft needs a long maintenance that lasts ni@e one day hence freeing its crew to
be reassigned to another aircraft. Under suchcaroistance, a swap may occur between
the free crew and a crew who has used up its alievly and/or duty hours for the
current day. In Figure 2.3a, the free crew fitst covers leg 1 and takes P1 to the
maintenance station. Then it is reassigned torfyttzer available plane P5 at the arrival
station of leg 5 after the crew C5 finish the dotygle 3-5 (Figure 2.3b), or an unassigned

plane P3 to cover a duty node 8. As a result, wdrem or more aircraft go under long
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maintenance the number of on-duty crew becomesayrdean that of available aircraft

and different crews are assigned to operate the saneraft within a day.

Dayl duties Day2 duties  Day3 duties

Figure 2.3 Reassignment of the free crew.

In this setting, the free crew is treated as aigbeoming-duty crew, whose available
days are the number of days remaining in its daop instead of seven days. This
special crew can pick up an idle aircraft and caane of the legs on the same day the
swap occurs. Here, we identify an idle aircraftaasaircraft that has just finished its
maintenance or an aircraft whose original crewfirashed its duty for the current day.

In either case, the free crew transportation time @st are taken into account. After the
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swap, the free crew becomes an on-duty crew whecetthar fly uncovered legs during
the current day or the next day’s early legs tlznot be legally flown by the original
on-duty crew. In the meanwhile, the original onydatew becomes a new free crew that
waits for reassignment.

We demonstrate the effects of this crew swappiradesty with a computational study
based on the same monthly data used in Scenafibe2operational characteristics and
costs of the monthly schedule obtained with thislehd@Scenario 4) are presented in the
second row of Table 2.6. We conclude that the wtat was reduced by 11.7% with the
new crew swapping strategy. We particularly notd,tthis strategy decreases the charter
cost by 77% and the transportation and overtimésdmg 30%. Furthermore, the number
of leg hours flown over the month by a companyraitowvas increased by 0.6% and the
sum over the month of the number of aircraft trataly flew at least one leg during a
day was decreased by 3%. When we analyze the plaite utilization rates (that is the
ratio of leg hours flown by company aircraft to thember of aircraft that covered at least

one leg during the day) we observe improvementgpdb 15%.

Table 2.6 Schedule and operational cost charattsrisith crew and aircraft separation

Transportatior
RepositiolRepositiolRepositiolUpgrad¢ & Overtime | Charter| Total
Hours Ratio Cost Cost Cost Cost Cost
Scenario 2 786.98 0.353 | 670,251 36,658 120,538 69,293 896,74D
Scenario 4 766.79 0.347 | 652,42p 38,872 84,704 15,893 791,891
Scenario 5 761.84 0.346 | 645,38p 39,014 83,427 15,893 783,719
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We next evaluate if even further operational ediities can be obtained when the
management company keeps extra crew during a pigrperiod. This way more than
one crew can be assigned to one aircraft durinmyseden when long maintenance events
do not take place. The extra crew is treated insdr@e way as the free crew and the
model is modified similarly. Row 3 of Table 2.6 éario 5) presents the results of a
computational study on the previous monthly datamwbnly one extra crew is kept and
swapping of crew whose aircraft goes under longnteaance is allowed. In this
scenario, we assume that the home base for thee @etwv is HPN, the most active station
for CitationShares. The results indicate that idclg the extra crew provides a 1% cost
improvement over Scenario 4. Hence, we concludeittéll only be profitable to keep
an extra crew, if on average the monthly cost fiadn@ a crew (a pair of pilots) is no
more than 1% of the monthly operational cost. Irihfer computational testing, we saw

that if more than one extra crew is kept they renndie.
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CHAPTER 3

A NEW MODEL AND BENDERS’ DECOMPOSITION

In the previous section, we discussed approachemci@ase crew and aircraft
utilization by reassigning a free crew to an avddaaircraft. In this section, a more
flexible model that allows feasible crew swap at ame, instead of only the case when a
plane goes into long maintenance, is developeditively, a plane can fly all day long,
but a crew has to follow FAA regulations. Besideassigning a free crew, two crews can
swap when they locate at the same station. For geama crew, called early crew,
finishes its duty earlier than another crew atdame station, but the first plane needs to
be kept on the ground for overnight maintenancattoer reasons; then the early crew can
start to fly another plane on the ground immedyadder its overnight rest to increase the
utilization.

To consider the crew swap at the same station, reatec a duty-based fleet-station
time line, which is a unique extension from thegoral fleet-station time line applied in
commercial airlines for solving FAM, to record thlne activities. With such a fleet-
station time line structure, all crew swap posgibg are considered so crew can swap
when it is feasible. A new model that integratesfteet assignment, aircraft routing, and
crew scheduling is proposed in this chapter.

Instead of sequentially solving the fleet assignimexircraft routing, and crew
scheduling, integrating them into one model isaattve because the three phases are
correlated. Some recent research has integratedcowsecutive phases of the above

three. Some interesting contributions regardinth&integration of the fleet assignment
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and aircraft routing problem are presented by Desgas et al. (1997) and Barnhart et al.
(1998b). Desaulniers et al. (1997) address dailgraft routing and scheduling for a
heterogeneous aircraft fleet to maximize the guditeid profits. They introduce two
approaches: a set-partitioning model and a timestcaimed multi-commodity network
flow model. Barnhart et al. (1998b) propose a tligtring model to solve fleeting and
routing problems.

Cordeau et al.(2001), Klabjan et al. (2002) andrCariid Barnhart (2003) have shown
that integrating the aircraft routing and crew stlimg problems can obtain significant
better solutions than solving the problems seqabytiKlabjan et al. (2002) propose a
solution approach to integrate aircraft and crewimg by considering time window and
plant count constraints in the crew pairing probl€urdeau et al. (2001) and Mercier et
al. (2003) introduce a model to integrate aircrafiting and crew scheduling with
Bender's decomposition approach. Cohn and Barnf2003) incorporate aircraft
maintenance routine to solve crew-scheduling prable

However, there are only few papers on integratihgh® three phases. Research
related to the introduction of maintenance and aemsiderations in the fleet assignment
problem is discussed in Clarke et al. (1997), Ruesamand Kontogiorgis (1997) and
Barnhart et al. (1998c). An integrated approxinmatmodel from fleet assignment and
crew pairing model in Barnhart, et al. (1998c) &séd on a former formulation on crew
pairing problem, which is called duty-based pairimgpblem (DPP) by Vance et al.
(1997). The model combines the basic fleet assighmedel and DPP, and an advanced
sequential solution approach is developed, wherat@grated approximation model is

solved to provide fleeting decision, then one creawing problem for each fleet is
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solved. Recently, Sandhu and Klabjan (2004) devéhap solution methodologies to
solve an integrated model, combining the three gh&sgether, for a major commercial
airline. One approach is a combination of Lagramgelaxation with column generation
and another is the Bender’'s decomposition approbichvever, there is no literature
available on the investigation of the integrategirapch to apply on non-commercial
airline operations planning, whose operational atigristics are very different than
commercial airline.

We put the fleet assignment, aircraft routing arewcpairing together in one model
to support the planning in fractional ownershigdirr operations. Considering the three
phases in a holistic manner can better refleciriteedependency between them. In this
model, the crew constraints in crew pairing aresadered in the modified FAM, aircraft
routing and aircraft maintenance are combined @wgpairing. The model increases the
flexibility of the planning by separating crews rincthe aircraft. The advantage of the
proposed model is that the crew and the aircrafnarlonger required to stay together all
the time, so that an aircraft can be used by aayabte crew.

This chapter is organized as follows. Section &diews the basic FAM model.
Section 3.2 introduces the integrated model baseth® unique attributes in fractional

airline. Section 3.3 presents some computatiorsallte
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3.1 Basic FAM

Sherali et al. (2005) provides an overview for flleet assignment problem in airline.
The paper discussed the basic FAM under the corcadigd the same-every-day fleet
assignment, which means the same fleeting decisioised again and again for all the
days. Two principal network structures are statdférmulating the fleet assignment
problem: connection network, addressed in Abara8¢l9and Rushmerier and
Kontogiorgis (1997), and time-space network, adbpteBerge and Hopperstad (1993)
and Hane et al. (1995). The idea of time-space orétfor the basic FAM is adopted in
this thesis.

In the basic FAM, the solution should satisfy tlreraft balance constraints, which
are controlling the activities at each station vatkime line for each fleet. The activities
can be described in a fleet-station time lineettards the departures and arrivals at the
station for each fleet (Figure 3.1) to preserverait flow conservation. Hane et al.
(1995) originally creates it for commercial airlipdanning. In the time-line network,
each node represents a departure time from arst@atjonore precisely, Beady timeat a
station. The ready time is the time when an aitasafeady to takeoff after it arrives at
the station. The balance is maintained by the ftmmservation on a time-expanded
multi-commodity network. Hence, the circle in thene line ensures the circulation
through the network so that an aircraft arrivingheg station must depart from the same
station. There are two types of arfiight arcsandground arcs A flight arc represents a
flight in the schedule starting from its departacgle, or ending at its arrival node in the

network. In Figure 3.1, arcs from 1 to 6 are fligirts. A ground arc connects two
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successive nodes at one station in the netwodauts the number of planes in the fleet

on the ground between the two nodes.

ﬁ 3 ej
/ 8:30 / 13:30 Aszoo
8:00 /‘ 12:30 /‘ 15:37
2 4 5

Figure 3.1 Station-fleet time line in commercialiaes

Barnhart, et al. (1998c) gives the following basfaVl model. LetL be the set of legs
andT be the set of fleet type as in ChapteINf2is the set of nodes in fleks fleet station-
time network, and' is the set of ground arcs in fléat network. The objective of FAM
is to minimize the total cost of assigning flegiay to legk. The binary decision variable
yki equals 1 if fleet typéis assigned to lelg and O otherwise. Another decision variable
z4 denotes the number of aircraft on the groundyarcfleet typef. V(f) is the number of
aircraft in fleetf. ¢y is the cost of assigning légo fleetf.

Basic FAM model

Min chkf Yie

fOT kOL

st.  Dlye =1 OkOL (3.1.1)
far
D bl yie + D b2,z =0 OnON",OfOT (3.1.2)
kOL goGf
Zelkf Y + Zezgf zy <V(f) ofoT (3.1.3)
kOL goG*
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Y 010, 1} OkOL,OfOT (3.1.4)

z, 20 OgOG",0fOT (3.1.5)
where,
-1, if flight arc(leg) k leavesnodenin fleet f 's network;
b1, - { 1, if flight arck entersnodenin fleet f's network;
0, otherwise.
-1, if groundarcg entersnodenin fleet f 's network;
b2, {1, if groundarc g leavesnodenin fleet f'snetwork;
0, otherwise.

o 1, if flight arck crosstheendingtime in fleet f 's network;
¥ "lo, otherwise.

2 1, if groundarc g crossthecount timein fleet f 's network;
0, otherwise.

Constraints (3.1.1) ensure each leg will be assigime exactly one fleet typé
Constraints (3.1.2) force the balance of aircrigitvfin the network. Constraints (3.1.3)
make sure that the total number of aircraft ongteind and in use does not exceed the
available number of aircraft in the fleet at thercbtime.

The operations of fractional airlines are diffdréom that of commercial airlines
because of the reposition and changing demand. TheisFAM corresponding to
commercial airlines is not applicable. We proposeirgegrated model for fractional
airlines operations in the following sections atartswith an amended fleet-station time

line.
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3.2 The Fleet-Station Time Line in Fractional Airlines

Flights in commercial airlines operate mostly taens every day, while the flights in
fractional airlines differ from day to day. Therefpthe fleet-station time line does not
contain a repeating cycle as modeled in commeaaithes. The value of the ground arcs
is constrained to be greater than or equal to rerepresent the number of planes on the
ground. A departure can only be feasible when tieeet least an aircraft on the ground
and ready to takeoff.

Moreover, in the time line network for fractionatlimes, the repositions must also be
included as the flight arcs besides the custonspragted flights to record the departures
and arrivals at the station. However, if all poksitepositions were indicated in the time
line, the number of rows for constraint (3.1.2) wbie overwhelming. Therefore,
instead of using flight arcs and ground arcs, wes@nt a duty-based fleet-station time
line, created based on the crew duty network, @rttund arcs and crew’s duty arcs. A
ground arc connects two consecutive nodes at @terstin the time line. A duty arc
indicates a crew’s duty, containing a sequencdigfité. In the duty-based fleet-station
time line, a node represents the departure tima adity or the ready time for the next

take off.

Table 3.1 Flight schedules

Leg ID | Departure Time| Arrival Time| Departure StatiQ Arrival Station
1 8:00 11:00 S1 S4
2 6:00 8:30 S2 S1
3 12:30 15:00 S1 S3
4 10:00 13:30 S3 S1
5 13:00 16:00 S4 S1
6 15:30 18:00 S1 S2
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In previous section, Figure 3.1 shows the actisitigcurred at station S1. Assume
Table 3.1 gives the schedules for the flights @wn in Figure 3.1. Let two crews
available at stations S2 and S3 respectively. Asstirat the feasible duties arcs for the
crew at S2 are: d(2), d(2-3), d(3), and d(6). Nurnlde these duties represent the leg ID.
Another crew can cover one of the two duties d(®) d(4-6). Therefore, four duty arcs
leave S2 and two duty arcs leave S3. The takdro# of a duty is the departure time of
the first leg in the duty, if the crew is availaladethe first departure station. Otherwise,
the crew has to reposition to the first departuiaian in a duty. We assume the
reposition occurs at its latest possible time. Théans the departure time of a reposition
is the latest time that the crew has to takeoffhst the crew can fly the demand leg on
time. The minimum turn time, assumed to be 45 neisubetween two trips should be
taken into account. For instance (Figure 3.2)ctiev who locates at S2 has to reposition
to S1 to cover duty d(3). The latest take off tiofiehe duty is 9:15. The ready time of a
duty is the arrival time of the last leg in a dptys the minimum turn time. So the ready

time for duty d(3) is 15:45, the same as duty df(2-3

Reposition Rest Leg 3
S2 S1 S1 S3

9:15 11:45 12:30 15:00 15:45

Figure 3.2 An example of how to decide when a dtayts and when it ends.
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With the configuration descried above, a duty-badleét-station time line in
fractional airline for this example can be presdnteFigure 3.3. All duty arcs start from
station S2 or S3 where the two crews located. Berawo duty starts from or ends at
station S4, there is no time line records the dadtivity for S4 in this fleet for this
example. Leg 1 and leg 5 are not covered by thesetews but they can be covered by

other crew who fly a plane in the same fleet aargér plane.

s1 9:15 14:15
) d(a)
d%d(Z-B) 7‘(3) /d(6) e
52 600 9:15 15:30 4
d(4-6) 'd(6)
d(4)
L’d(‘l'e) 15:45
s3 10:00
d(2-3) d(3)

Figure 3.3 Duty-based fleet-station time line foedleet

The discussion can be taken a step further abeutraw’s duty arcs in the duty-
based fleet-station time line when maintenanceoissiclered. As stated in Chapter 2,
when an aircraft needs to go under maintenanca fong time, the crew is then called
free crew and is free to be reassigned to another availaibtzaft. The reassignment
allows the crew to reach two duty nodes in one @ne is before the reassignment and

the other one is after the reassignment. The wthat for this crew should be indicated
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into two segments: an early duty whose last lepesmaintenance, and a later duty that
the crew flies other flights with another aircraife give a simple example for one-day

operations in a fleet in a time-space duty netwbigure 3.4).

0 0 1
F
do
1 0
S1
A doe H
d
dze
1 d3 dee d d3 1
S2 S a— >
\
Y d1
sS3 1 Y 1
E G D

Figure 3.4 An example of time-space duty networkoioe fleet.

Assume crews C1 and C2 are available at stationan81S2 respectively and three
aircraft are available at stations S1, S2, and Bfe aircraft at S1 needs go under
maintenance at S2. It is possible that C1 takesatteaft to S2 for its maintenance
service that starts after time B (early duty AB-MBere, MT represents maintenance
leg. Note that MT only means the crew has to fly #ircraft to its maintenance station
before the maintenance starts, not fly MT itselieft C1 travels to S3 and finishes the
later duty EF or GH with the idle aircraft. The Hed line indicates that the crew travels

from S2 to S3 via commercial airline. In this case,have to divide both dutiel (AB-
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MT-EF) andd2 (AB-MT-GH) into two segments to keep informatiohoat changing
aircraft. If it is an AF duty or an AH duty diregtlthe solution will be infeasible since the
segment EF or GH will have to be covered with amraft which is actually under
maintenance. Another feasible duty for this CH3s(AB-MT) and then stays with the
aircraft at the maintenance station S2. Crew CZ2dutydl (CD). However, leg EF
and GH will not be covered, and need charter.

The fleet-station time line for this example is wioin Figure 3.5. Again, the nodes
are the first take off time of each duty and thedsetime for the next take off. Therefore,
the dutiesd0®, d2*, andd3 leave at point A and are ready at point BB when MJ
finishes its maintenance service. Dutis d2 andd1 leave at point E, G, and C and are
ready at point F’, H and D’ respectively. points R’, and D’ are shifted from F, H, and

D by the minimum turn time. Arc&, to Z;; are the ground arcs.

SO Z, Z

dze A
X X d3 do
S1 Z ;%3/ % %
d2
S2 Z X1 zy z,

S3 Z

Figure 3.5 Duty-based fleet-station time linesdoe fleet with a maintenance event
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If the initial number of aircraft on the groundegich station is expressed with{ 2>,
Zs, Zg} and their value equal to {0, 1, 1, 1}, then thersnation of them should match the
summation of the final number of aircraft on thewgrd at each station, which ig:{ Z,

Z7, Z11 Y would be {1, 0, 1, 1} in the solution (see exdmm Section 3.3).

57



3.3 The Formulation for the New Model

A new model is presented to include the duty-bdksst-station time line with the
objective to minimize the total cost, which consisf reposition costs, upgrade costs,
travel costs and charter costs. We define theviatig parameters:

L set of customer flights of fleétn the planning period,

W set of crews,

N' set of nodes in the fleet-station time line netnaf fleetf,

T set of fleet types,

G' set of ground arcs in the network of fl&et

G, ., setof ground arcs before the first node in egatiom time line in fleef,

CP'  set of all columns representing the possibleimgs;

V(f) number of aircraft on the ground in fldein the beginning of a planning period
(constant),

¢; cost of column, which includes reposition cost, upgrade cost aagelr cost.A
column is a feasible pairing for a fleet, since thew for this pairing can only fly one
specific fleet type.

rx chartering cost for flighk

Aq 1if flight kis included in columf, and O otherwise.

Fw; 1 if creww flies the sequence of flights in coluprand O otherwise.

Cnj  1if pairingj has duty and itenters node, —1 if pairingj has duty and it leaves
noden in the network of fleet, and O otherwise.

Dngt 1 if ground ar@ leaves nod@, —1 if ground ar@ enters node in the network of

fleetf, and O otherwise.
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The decision variables are:
X 1 if the solution picks a pairing at colupnand 0 otherwise.
s (slack variable} if flight k is covered by a charter, and 0 otherwise.

Zy the number of aircraft in fleén the ground arg.

Given the initial value ofz,, for eachg G, in fleetf with V(f) in the beginning of

the planning period, The new model (Q2) that ullest-station time line then is

formulated as follows:

Q2 Min > Ycx +>rS

fOT jocp' kOL

st. Y Y AX+s =1 OkOL (3.3.1)
fOT jocP!
> D RyX <1 OwOwW (3.3.2)
fOr jocp!
> CyX *+ > Dz, =0  OnON",OfOT (3.3.3)
i:jOcPf e
zy =V(f) 090G, OfOT  (3.3.4)
x; [{0,1} OjocP ,0fOT
s {01} OkOL
zy 20 OgOG',O0fOT

Constraints (3.3.1) are the leg covering constsaiwvhich require that every légn L
to be covered either by a company’s aircraft oharter aircraft. Constraints (3.3.2) are
the crew constraints, which ensure that a crewssgaed to only one pairing. The
aircraft balancing constraints (3.3.3) make sueedincraft flow conservation. Constraints
(3.3.4) initialize the number of planes availali¢he very beginning of each fleet-station

time line.
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In the simple example that given in Figure 3.4 &8, let variablesq to X3
represent pairings for the one-day perigg;to s, represent slack variables that
customer’s legs AB, EF, CD, GH, and the maintendegeMT have to be chartered.

Then the problem will be formulated as follows wétfsumed costs.

Minimize
obj: 3000 % + 1000 x + 2900 % + 1000 % + 4000 3 + 6000 5 + 4000 s + 5600 §+100000 g

Subject To

Xt Xt Xzt 5p=1

Xts =1

X ts,=1 Leg coverage
X+53=1

X+ Xp+ Xg+§ =1

X+ Xo+ X<=1

Crew constraint
X <=1

-X-Zt2,=0

Xt Xyt Xg-2,+23=0

-Xp-23+2,=0

-z + X +2=0

- Z5- %o~ Xo - Xg+ 2, =0 Plane flow conversation
X-Zg+29=0

X -2yt 219=0

"X -2+ 7, =0

Initial plane location

N N Y
I mn n
PR

The solution for this problem gives={1, 1, 0}, s={0, O, O, 1},z={0, 1, 1, 0, O, 1, O,
1, 1, 0, 0, 1}. The objective value is 9600 and &g is a charter. In the solution, the
ground arez;=1 gives the aircraft that go under maintenancgeasly to be flown at point
BB.

We use the same methodology, i.e., column genergtiesented in Chapter 2, to

solve the model (Q2). However, even creating thetfktation time line with duty arcs
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instead of flight arcs, the large number of noded arcs on the time lines for different
fleets and hundreds stations prohibits efficierg asthe solution approach proposed in
Chapter 2. The situation gets worse for a largestftype, where all the possibilities of
the upgrades from smaller fleet types are includéerefore, before applying the pricing
out procedure in column generation, a preprocessingpnstructing the fleet-station time
line to reduce the network size is critical.

The preprocessing procedure we used is calbete aggregationwhich is described
in Berge and Hopperstad (1993), Hane et al. (199%),Sherali et al. (2005). The nodes
on the duty-based fleet-station time line in thisdis represent the take off time (i.e., start
time) of a duty and ready time for the next take @hen recording the flow on each
station, as long as the time line represents theecibconnections that departure after
arrival, the exact time (either start time or reailye) pertaining to each node’s event
does not matter since the primary use of the #estion time line is to preserve aircraft
conservation. Therefore, consecutive readies aadfdllowing consecutive departures
can share one node so that each ready at the atgplegpde can be feasibly connected to
any departure at this node. The node aggregatiampgbe is presented at station S5 in
Figure 3.6. The first time line lists all activisi@t station S5 with 7 nodes, and the second
one shows its node aggregation with one 3 nodeer Afreprocessing, the number of

rows (nodes) and columns (ground arcs) decreasdisantly.
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Node aggregation

. K /| J/ y/NO/P/
/ 7 //J
a4

Figure 3.6 Node aggregation.

S5

However, even after preprocessing, when the instaiwe increases, the solution
approach described in Chapter 2 is not efficiensdlvye the new model (3.3.1)-(3.3.7).
The number of nodes on the duty-based fleet-stdiina line becomes prohibitive for
large size problems. For an instance that incl@diésets, 61 planes and 100 legs per day,
the number of nodes are 745,766. The time for iorgathe networks grows
exponentially. For a larger size, such as 5 flegts 150 planes, we experienced out of
memory computational difficulty. Hence, a new altfon is needed to effectively reduce

the number of nodes in each network.
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3.4 Benders’ Approach

In order to avoid the overwhelming number of nodeghe time line, we propose the
use of Bender's decomposition approach. It is ditgaring method, introduced by
Benders (1962), enables a divide-and-conquer girateor solving large-scale
mathematical programming problems. Benders’ decaitipa method has been applied
to solve transportation problems (Cordeau et 8002 2001; Sandhu and Klabjan 2004).
In airline planning, Richardson (1976) applied Bersd algorithm in optimizing aircraft
routing problem. Mercier and Soumis (2007) extemdslel in Cordeau et al. (2001) by
including time windows and using simple Benders ¢atsolve an integrated model.

In this Section, we first decide the fleet assignmi®r each leg and solve crew
scheduling problem based on the assignment solufiba approach iteratively solves
FAM as a master problem and crew scheduling amdadirouting as a subproblem. The
fleet assignment constraints along with the Benderts together form the restricted
master problem (RMP). In each iteration, the ddidhe subproblem provides cuts to the
RMP. For a given assignment solution, we only sdive resulting subproblems and
iteratively adjust the assignment variables ungifimality is reached or a good solution
with a given small gap is found. To apply the Basddecomposition, we will represent

the model in the next section.

3.4.1 Benders Formulation
To be convenient, the integrated model (Q2) in iBec3.3 is re-stated as below for

easy comparison.
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(Q2) Min > > cx +> 1S

fOT jocp! kOL

st. D ) AX+s. =1 OkOL (3.4.1)
fOr jocp’
> Y R <1 OwOwW (3.4.2)
fOr jocp’
D CyX+ > Doy = OnON',OfOT (3.4.3)
i-jocpf gGf
z; =V(f) Og Dc;lrfﬂtiali OfoT  (3.4.4)
x, [{0,1} OjocpP,O0fOT
s 0{0,1} OkOL
Zy 20 OgOG',0fOT

Instead of including all the possible fleet assignis (i.e. upgrades) as in one model
(Q2), we explicitly introduce the fleet assignmeatiables in the new model. Let be
the cost of assigning ldgto fleetf, which represents the upgrade cost if the custaher

legk requests a different fleet. Thus the new mod&l) (@ reformulated as follows:

(Q3) Min > Y ¢ X, +D nS +> > CyuVy

fO7 jOcPf kOL fOT kOL

st. Y ys =1 OkOL (3.4.5)
fOT
DA TS T Yy OkOL, OfOT (3.4.6)
jocpf
D FyXx <1 OwOw,0f0OT (3.4.7)
jocpf
> CuyX + > Diyzy =0  OnON',OfOT (3.4.8)
i:jocp’ giG '
zy =V(f) 090G W, O0f0OT (3.4.9)
x; 0{0,1} OojocP',0fOT
s, 0{0,1} OkOL", ODfOT
Zy 20 OgOG',0f0OT
vy 0{0,1} OkOL",OfOT
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The objective is to minimize the operational caghich consist of the pairing cost
(i.e. the reposition cost, the crew transportatem] its overtime cost if any incurs), the
charter cost, and the total upgrade cost. Fleegrasgent constraints (3.4.5) make sure
each legk is only assigned to one fleetConstraints (3.4.6-3.4.9) is similar to the model
in Q2, but decomposed by fleet without upgrade.

In the Benders approach, the fleet assignment itglip fixed to the customer

requested fleet type. Hence, for some fixed flastgmmenty (0{0, 1}, the linear relaxed

subproblem (SP) reads:

viy) =Min > > cx; + D 1S,

fOT jocp' kOL

st ) AGX + S T Yy OkOL,OfOT (3.4.10)
jocp!
> FuX <1 OwOw,OfOT (3.4.11)
jocpf
> CuyX + > Dyyzy =0 OnON",0fOT (3.4.12)
i:jocp’ gG '
zy =V(f) O0gOG,.,,.O0fOT (3.4.13)
X; 20 OjoceP’,O0fOT
s, 0{0,1} OkOL",O0fOT
zy 20 OgOG",0f0OT

Let 7= (mkel), p=(pulweW), 6=(6neN', feT), and ¢=(¢glgeG'niar, fT) be the
dual variables associated with constraints (3.4.18)4.11), (3.4.12), and (3.4.13),
respectively. Constraints (3.4.13) are initial glaczount. The dual of above SP is the

following dual subproblem (SPD):
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Min - > > 74 Y + 2 P
wiw

fOT kOL

st. Y Agm o+ Fup,+ > Cid,sc, OjOCP ,O0fOT (3.4.14)
wiw

kOL iop

mosT, OkOL (3.4.15)
> D0, +¢ o <0 OnON",OfOT (3.4.16)
gDGf g initial

w20 OwOW

The linear relaxation SP is solved with the colugemeration process that described
in Chapter 2. Since the SP always gives a feasttligion, the MP only consists of the

Benders optimality cuts, the fleet assignment caigts (3.4.5). Lep be a free variable,

the RMP then reads:

Min g+ zzckf Y

fOT kOL

st. Dy =1 OkOL (3.4.17)
fOT
B - z Z Y 2 Z Pu (3.4.18)
fOT kOL wiow
vy 0{0, 1} OkOL,OfOT (3.4.19)

3.4.2 Basic Algorithm

Let 7 be the iteration counter. L&t be the set of extreme points defined by SPD

(3.4.14)-(3.4.16). The basic Benders algorithmuimmarized as follows.

1. Initialization: se3'= -c0, 7=1, U'=(). Also chosey '=customer requested fleet.

2. Solving the master problem RMP, Igf be an optimal solution of the RMP and

gives a lower bound.
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3. Solving the subproblem SP: taking’ as an input. Because the SP is always

feasible and finite, let” be an optimal solution of the SP amd 4, 6) " be a dual

optimal solution of SPD given as an optimal extrgramt.

a. Ifv(y")=g", X',y ) is optimal for the linear relaxed SP and the R&tBp
the Benders procedure.

b. Otherwise, sett™*=U" U (x, p, 8) ” to generate an optimality cut.

c. Setr=tr+1, and go to step 2.

At each iteration, the subproblem is solved withuom generation with the input of

fleet assignment”, meanwhile, exactly one constraint, an optimatity, is added to the
RMP. The Benders process terminates at step 3aanithptimal solutionx’,y"). With

the optimal fleet assignment solutigrf yielded at step 3a, the integrality constraints ar
added back to the crew pairing subproblem. Thenselee this integer programming
sublproblem. This subproblem is solved only oncd #me integer solutions for the

original model Q2 are obtained.

3.4.3 Refinements of Benders Approach

With the decomposition, the problem size is redudadthe meanwhile, we have
observed that the solution time is increased framutas to hours because the algorithm
converges very slowly. Now we need techniquesmprove the process. Magnanti and
Wong (1981) introduce methodologies to acceleradad®rs decomposition. For our

application, we improve the Benders convergench thié following refinements.
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3.4.3.1 Solving Individual Subproblems for Each Flet

It is possible that all extreme points in §ehave to be reached to find the optimal
solution, which results in the slow convergencer. thts worst case, we can decompose
the subproblem to reduce the number of extremetpdimat defined by the dual of the
subproblem. The crew pairing problem is separatmesfch fleet due to the presence of
non-crew-compatible fleets. Therefore, the sub@wb(SP) can be decomposed irjo |
(the number of fleets) subproblems, one for eaeétfl 7T. We consider the SP (3.4.10) -
(3.4.13) for an individual fleet type and add cepending cuts according to the
individual dual information of thet||subproblems. Let be the free variable for the

subproblem (SIp, then each dual solution of S#hould provides an optimality cut:

Bi — Zﬂkykf 2 pr
V\A:'\Nf

-
Thus, at each iteration of the algoriththpptential optimality cuts are generated after

solving the subproblems. If the cut has been obthpreviously, it is already satisfied

and therefore should not be added to the RMP. Tiuslification is very efficient

because the subproblems are solved individuallgéch fleet.
3.4.3.2 Relaxing the Integrality Constraints in theRMP

Another major computational bottleneck is the mapteblem, which is an integer
program needs to be solved repeatedly. McDaniellendne (1977) suggested relax the
integrality constraints on the variables of the t@aproblem. The application in Cordeau
et al. (2000, 2001) for solving locomotive and easignment problems has enormous
reduced the solution time by solving linear releoabof master problem. Hence, we first

relax the integrality of the fleet assignment vialesy,; /{0,1} in the RMP.
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With the relaxation, the algorithm thus may notsbepped at the criterie(y )=5".

However, the linear relaxation programming of tHdMRprovides a valid lower bound

(LB) on valueg, . The subproblem provides an upper bound (UB) duewgy ™). The

algorithm then can be stopped when the differerstevden UB and LB less than a

chosen gag>0, i.e.\(y")- B <e.

Hence, the approach in 3.2 is now modified into phases. In Phase | all integrality
constraints are relaxed and the linear relaxatioth® BIM is solved to optimality with
the basic Benders algorithm. Retaining all optitgatuts generated in Phase |, Phase I
adds the integrality constraints back to the RM& ase the basic algorithm to solve the

integer program problem with the new optimalityscut
3.4.3.3 Adding Initial Cuts

Some valid initial cuts may help accelerating then@ers convergence. First we

consider limiting the number of upgrades. For examgthe number of fleet-1 legs

k O L"upgrades to fleet-2 legs cannot be more than aechmsmbemy, such that

Z Y, STy

kOL"
We also limit the number of fleet-1 legsdL" and fleet-2 legk O L" upgrades to

fleet-3 legs to a chosen numbmey, such that

Z Yig, S M.

koL, Lf2
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3.4.3.4 Adjusting the RMP Solution with Line Search

In order to control the objective value of the sudfgbem updated in an improving

direction, the input of the SP™ needs to be adjusted at some iterations. At g¢acdtion

of the basic algorithm, we keep tracking the vadfiehe subproblem. Let the previous

and current RMP solution bg™ and y ™, respectively. The line search is davith the

following logic:
1. If v(y™) < v(y"), the value of the SP is improving, then the neput for the

next iteration isy ™, yielded by solving the RMP that contains all ayesierated
beforer-th iteration.

2. Otherwise, keeping the value of the SP from movfag away from the

improving direction, we chose a solution betweghand y ™! by comparing the

fleet assignment for each l&as follows:

a. Iflegkis upgraded, i.e.y (K™*>y (K", but its dual pricex is less than a

chosen value, then do not upgrade and keep thgnassnt as in the

previous solutiony”. We only upgrade a leg when its dual prigeis

higher than the chosen value and use the assignasemt the current

solutiony ™.

b. Otherwise, keep all other assignments as in solufic™.
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With this adjustment, the value of the subproblenfi wot move far from an
improving direction. As a result, this refinemerdcelerates the convergence of the

Benders algorithm.

71



3.5 Computational Efficiency

Three approaches have been proposed: The coluneragem for a simple model
(Q1) and a modified model that allows crew reassignt (Q1’) in Chapter 2; the column
generation for a new model with the duty-based-{fiation time line (Q2); and Bender’s
decomposition for the new model (Q3) in this Chap@&ving different data sets over
one week, a comparison on the total cost is showrable 3.2. It shows that the longer
the planning horizon is the more cost savings sl@del Q2 generates better solutions
than model Q1. The improvement is because thesenare crew swap opportunities
exist in the model Q2, where a crew is separatenh fits original assigned plane. The
difference between Q3 and Q2 is less than 0.5%gwisi within the range of the chosen

gape>0.

Table 3.2: The cost effectiveness comparison othitee models

Total Cos Improvemer
Time Line
Planning| Column | & Column
Instance Size | Horizon | Generatioh Generatiorf Benders| Q2 vs. | Q3 vs.

(Fleet, Plane, Leq) (day) (Q1) (Q2) (Q3) Qr Q2

1 392,563 390,375 391,483 0.60% -0.30Pb6
3, 35, 25 2 386,45: 384,94( | 383,15: | 0.40% | 0.50%

3 381,216 377,242] 375,659 1.00% 0.40%

1 813,24t 809,05 | 807,74! | 0.50% 0.20%
3,61,55 2 805,18« 801,36¢ | 801,64: | 0.50% 0.00%

3 789,962 782,651 783,579 0.90% | -0.10%

1 1,988,44. | 1,970,47' |1,969,78:] 0.90% 0.00%

5,75, 888 2 1,974,568 1,958,314 1,954,568.80% 0.20%
3 1,942,374 1,921,65¢ 1,919,3841.10% 0.10%
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However, the solution time increases at large me&asize and long planning horizon.
Solving model Q3 with Benders decomposition is mugbwer than other two
approaches, especially when the data set includes fieet types. One reason could be
too much iterations on adding cuts due to the largeunt of possible fleet assignments.
For one of the runs during the week in an instahaecontains 5 fleets and 75 planes and
a 2-day planning horizon, solving the subproblery takes 6.2 seconds on average, but

it takes 79 iterations to solve the linear relaotnodel of the RMP.

Table 3.3: The computational efficiency comparisarthe three models

Avg. Solution Time Per Run (s)
Time Line
Planning| Column | & Column
Instance Size | Horizon | Generation Generation Bender's
(fleet, Plane, Leg)| (day) (Q1) (Q2) (Q3)
1 0.31 0.88 7.22
3, 35, 257 2 1.06 3.12 27.74
3 5.02 38.76 155.87
1 0.85 3.65 26.47
3, 61, 557 2 12.54 74.36 155.8
3 68.35 120.11 374.6§
1 1.59 12.06 99.45
5, 75, 888 2 40.54 106.02 622.7
3 464.02 697.34 1563.8

In summary, a new model Q2 is proposed in this &hap integrate duty-based fleet-
station time line with the aircraft routing probleand the crew scheduling problem. The
duty-based fleet-station time line records thevétes on each station in the fleet as time

goes during the planning horizon. The model casddeed with the column generation
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technique that in described in Chapter 2. Howefegrlarge scale problems, the column
generation posts a computational barrier sincedates too many nodes in the crew
network. The memory required in the model prohikifective calculation with current
computation capacity. Solving an instance (5 fles® planes, and 645 legs) with model
(Q2) gives an out of memory error. Benders decoitipasapproach reduces the
problem size and provides a solution in almostehneurs. Although it is very slow,
Benders decomposition combined with column geranadpproach shows a way to ease

the burden on resource requirement.
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CHAPTER 4

STRATEGIC PLANNING

The methodologies proposed in previous chapterggeaneans to quickly evaluate
business ideas, and offer valuable insights toouarioptions. In this chapter, scenario
analyses are performed to support decision makingaveral tactical and operational
issues in fractional management companies, anéftbet of these analyses on the total
operational cost are discussed. First, the questidmat is the right demand size for a
given fleet?” is examined. Next, different markgtstrategies for expanding demand are
investigated, and their impacts on profitabilitg @ompared. Furthermore, the options on
company-owned core planes are studied. Finallyatesiies are discussed to take

stochastic events into account when evaluatingatioeyal strategies during the planning

period.
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4.1 Effect of Demand Size

The effects of increased demand on profitability fust analyzed. In Scenarios 1, 2
and 3, the same monthly data set as in the scebafachapter 2 is used, and new legs
are then added to this base demand data amouatam§%, 10% and 15% increase in leg
hours for the month. The new legs are selectedorahdwith replacement from the
demand data provided by CitationShares for a diffemonth. Note that, in this analysis
we assume that the fleet size stays constant.

The details of the monthly operational cost, reegnand profit under increased
demand are presented in Table 4.1. In this analysitake into account the extra revenue
(the hourly flight rate the management company g generated by the new demand.
The extra profit earned is calculated by subtractive extra cost from the extra revenue
generated. Note that the reposition ratio doeschahge significantlyHowever, charter
costs as well as operational costs, including répos upgrade, transportation and

overtime costs, start increasing immediately wittréased demand density.

Table 4.1 Schedule and operational cost charatitsrisith increased demand.

# of Leg Rep Rep Extra Extra Extra
Scenario Legs | Hours | Hours | Ratio Cost Revenue Profit
Base| 937 | 1441 | 787 | 0.353
1 5% 970 | 1514 |1 835.9] 0.356 | 99,734 | 104,993 | 5,259
2 10% | 1043 | 1585 | 873.3 | 0.355 | 198,320] 193,093 | -5,227
3 15% | 1071 | 1657 | 904.8 | 0.353 | 298,966 | 289,255 | -9,711

The revenue increases as demand increases, howesérmay not follow the same

trend. To analyze the profitability of demand exgan we calculate the revenue
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according to the hourly flight rates the custompay to the fractional management
company. Different fleet types have different hgudtes and the revenue generated is
the product of the total flight hours for each flégpe with the corresponding hourly
flight rate. For example, the hourly rate assunwdafCJ1 is $1,200 and the new demand

contains 17.8 CJ1 flight hours, hence the additioeenue generated by the CJ1 fleet is

$21,360.
300000
2
— — Extra Cost z
-~
250000 - Extra Revenue P £
=——g— Extra Profit
200000
$ 150000
100000 H
50000 -
0 * ¢
o 5% 10% 156
-50000
Demand increase

Figure 4.1 Change in profitability under increaslethand with fixed capacity

When the demand is increased by 5%, the curreractgpseems barely able to
handle it, and the revenue increasing ratio is fotlvan the cost increasing ratio. Once
the revenue increase is not enough to compensatenooease, the profitability starts to
drop. As demonstrated in Figure 4.1, adding new atehmhigher than 5% is not as
profitable as one might think. It is noted thag tiet change in profitability under any of

the three scenarios is less than 1%.
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4.2 Strategies to Increase Profitability

In the following three subsections we analyze tlsteategies to increase profitability.
From the previous analysis one concludes thatiogeatore demand might potentially
increase profit. In the first subsection, we coesiohcreasing demand by introducing a
new product, “jet-card”. Jet-cards are pre-paidnffycards, which give customers the
opportunity to take business aviation advantagecalels give the fractional management
company more flexibility in satisfying customer demd. Hence, while generating
revenue, the costs incurred per flight hour byrtfamagement company are kept lower.

Next, we study the effect of increasing demand byaeding the operations
geographically. The data we use so far comes frdnacional management company
that has its customer base in the east coast eédlStates. Hence, one possible strategy
for increasing demand is to acquire new customenrssa the continental United States.
We analyze this possibility, and demonstrate hodiraginew flight hours as legs which

include a west coast origin and/or destination majfange profitability.

4.2.1 Jet-card
A new product that has been recently introducedrost fractional management

companies is a prepaid “jet-card.” Similar to apaie phone card, a jet-card allows
customers use the business jet service in the efuithout purchasing the aircraft.
Although it requires customer to pay up front, ike3 the card owner freedom at the
price lower than using charter aircraft. This cqicencreases the business aviation
affordability and combines the safety, consistenapd guaranteed availability of

fractional ownership with the simplicity and fleXity of charter (Kemp 2006).
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Jet-cards target the customers who are not reathake the contractual or monetary
commitment for partially owning a jet. Many of tleesustomers require less than 25
hours of flight time annually, however, some buyltiple cards. These programs enable
individuals and companies to pre-pay for 25 hodingrivate flight time on the company-
operated aircraft for each card purchased. In Wy, the fractional management
companies expand their private jet ownership bgsirie include private jet “usership.”
Jet-card holders receive almost the same bensfitaetional owners, including the safe,
reliable, flexible and customer-focused servics. dssumed that the jet-card holders act
as 1/32-share owners and request two-hour trigs/erage.

Better flight arrangement can be achieved by angat limited flexibility in
satisfying demand, which means the ability to stné departure time by a narrow time
interval. When all the feasible duties are generatdially, the allowed flexibility in the
departure times gives planner more room to routerait, which results in a larger
number of possible duties. The duty generator igseel to accommodate the shift
mechanism with a basic rule. The shift on the departime is considered only if it
enables a crew to fly an extra leg immediately et after a leg.

Figure 4.2 explains how the shifting procedure soik Figure 4.2, the solid lines
represent the time interval of the customer legg, dashed lines are the required
reposition and turn times, and the bold arrowsldisgphe shifting departure times. The
letters represent departure and arrival statiamsake (1), the duty generator does not
shift the departure times because the time betwreetegs A-B and C-D is greater than
the required reposition and turn times. On therotilaad, in case (2), to operate both legs

E-F and G-H with the same crew, the departure wih&-F or G-H or both must be
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shifted. Assuming the shift on E-F does not creatallegality for the crew, two duties
are created to allow the departure time shift,egitmoves E-F earlier or G-H later, in a
minimal way to limit the effect to the customer Idg case (3), the departure time of the
second leg K-L is earlier than the arrival timetloé first leg I-J. In this case, if leg K-L
can not be covered when either leg I-J or when K-moved given the allowable time
window width, both of the departure time of I-J add. have to be shifted within the
range of the customer agreements. Thus I-J startg #han requested, and K-L starts

later than requested.

(1) Requested 'f‘_li ............. C._P
(2) Requested E_'.:. ........ G'._l_"

S S S —

E F
G Shifted Oy ¢ ¢ ettt -Q_.H
I K J L
(3) Requested .—..‘..........'.....
| & K Shifted  em——— g eeeeeecerenen. kK L
<= -

Figure 4.2 An example showing how shifting of legpdrture times are executed

In scenarios, the same base data set is used arsdutie legs are added to increase
the demand size by 5%, 10%, 15%, and 20%. The doiainn in Table 4.2 presents the
extra profit obtained with no time window. The obh&gion is that increasing demand

only by 5% is profitable. Next, it is assumed tthase card legs allow for one-hour time-
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window flexibility. Although allowing for leg depaure time-windows is not popular
across the industry yet, the analysis shows thiat ddded flexibility has significant
impact on increasing profitability. Table 4.2 shatat adding up to 15% demand as jet-
card legs becomes profitable with departure timedaw flexibility. However, for the
same data set, only up to 5% new demand can bdddaaftficiently without departure
time-windows. Furthermore, the average plane atiin in Scenario 4, 5, and 6

increases by 4.8%, 9.2%, and 13.6% with time-wingaolicy.

Table 4.2 Extra profits made when card demand aszé

Extra profit | Extra profit
Scenario Without TW with TW
Base 0 0
4 5% 5,499 10,263
5 10% -5,227 13,258
6 15% -9,935 8,974
7 20% -15,857 -6,453
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Figure 4.3 Changes in profitability on increasiregrénd with time windows

To examine the result sensitivity on the size omded, four other data sets are
selected: a real data in July 2005, two similaadginerated from demand in April 2006,
and a large data set that is doubled on the sizataf in April 2006. Requests from jet-
card holders are mixed with those from regulartioama@al owners. The analyses show at
least 5% cost improvement with the flexibility diet departure time on the jet-card
demand in Table 4.3. The owner hours are the flghirs that requested by owners and
jet-card hours are the flight hours that requestgget-card holders. The leg ratio in the
fifth column is the ratio of the number of jet-cded)s to the total legs, and the hour ratio

in the sixth column is the ratio of the flight hewf jet-card to the total flight hours.
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Table 4.3 Cost savings on the jet-card with one lflexible departure time

Data Size Num of | Owner | Jet-card| Leg Hour Save
Fleet, Plane, Leg Card legs| Hours | Hours | Ratio | Ratio (%) Save %
3,61, 2164 162 3101.05261.42 | 7.53%| 7.63% 273,7085.39%
5, 75, 2847 132 4685.45 260.68 | 4.64%| 5.27% 534,6636.39%
5, 75, 2790 306 4340.05573.75 | 10.97% 11.68%| 559,762 6.80%
5, 150, 5639 636 8684.451177.42| 11.28% 11.94%| 787,521 6.30%

4.2.2 Expanding Operations Geographically
In this subsection, the analysis is focused ondtffiects of increasing demand by

expanding the customer base geographically. Tha daed in the previous sections
reflects the operations of a fractional managenoempany with customer and crew
bases in the East Coast of the US. One growthtaireéor the company is to acquire
new customers and crew based in the West. Thecplantiinterest is to study the impact
of geographical expanding strategy, which impliegeasing demand by including some
longer flights.

Three new scenarios are created by adding 5%, &08615% total fight hours from
the same base demand data set as before, in addigw flights are required to depart
and/or arrive in the West Coast or Rocky Mountaihs.create a new flight, a leg is
randomly selected from another demand data seindaporate stations in the western
region into the leg for the analyses, the followagproach is used. First, the departure
time for the selected leg is retained. Then, a depaand/or arrival station in the western
region is randomly drawn from the 51 western regamports given by the company.
Once the departure and arrival locations of the legnare determined, the arrival time is
calculated based on the distance and departure Nlewve legs are created repeatedly until

a total of 5%, 10%, or 15% flight hours of new dehare added to the base demand.
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Note that although the new leg hours are the sarimfore, the number of new legs is
less due to the longer flight time of these legs.

The computational results for this analysis areegivn Table 4.4 and Figure 4.4.
Comparing the results in Table 4.4 to those in @ahll, the observation is that the
revenue and profitability will improve when demaisdincreased by up to around 10%
with the expansion. However, a 15% increase in aehtauses a significant jump in the
operational costs. These results are probably ddeose longer but fewer flights for the
same total flight time. Furthermore, the geograpbipansion results in increased

reposition ratios and operational costs due todonigstance between stations

Table 4.4 Schedule and operational cost charattsrigith operations expansion

#of | Leg | Rep | Rep Extra Extra Extra | % cost | % Rev. | % Profit

Scenario Legs | Hour | Hour | Ratio Cost Revenue | Profit incr incr incr
Base | 937 | 1441 | 787 | 0.353 0 0 0
8 5% | 966 | 1514 ]856.8| 0.361 | 95,610 | 104,025 | 8,415 | 10.66%| 4.89%| 0.68%
9 10% | 1,005 ] 1585 [ 895.9| 0.361 | 203,423 | 203,985 562 22.68%| 9.59%| 0.05%

10 15% | 1,043 ] 1657 [ 982.1| 0.372 | 337,335 | 303,533 | -33,802 | 37.62%| 14.27%]| -2.75%
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Figure 4.4 Change in profitability when operati@ans expanded geographically
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4.3 The Right Size of Core Plane Fleet

One important factor in determining the profitayiliof a fractional management
company is the ratio of the number of fractionalnevs to the number of aircraft in its
fleet. In general, the management company has wtegories of aircraft, customer-
owned aircraft and company-owned core aircraft.eQadanes supplement the customer
planes to provide extra capacity when demand is.yvning a core fleet drives down
charter costs and increases customer satisfactinog the customers prefer traveling
with a company plane and crew. Frequent use otetsais not only expensive but also
costs the company in terms of customers’ good v@h the other hand, owning and
maintaining a large core fleet with a low utilizatirate hurts profitability. Hence, as the
size of its business grows a fractional managernentpany is faced with the crucial
guestions: how many and what type of planes shioelklept in its core fleet?

To analyze how the size of the core fleet affectdifability, we use the same base
demand data set from the previous computationshilivihe month, the company used a
fleet of 35 planes, 9 of which were in the coreflé'he remaining 26 fractionally owned
planes are made up of 7 CJ1s, 9 Bravos and 10 £xEebt, the 9 core planes are
removed from the available fleet. The followingpstere used to add the core plane back
to core fleet. One plane is added from one of theva plane types and a schedule is
created for the whole month with the base demartal &nce there are three plane types,
three options are created. Comparing among the tipBons, the plane giving the lowest
operating cost to the core fleet is kept, and a emation starts until all of the 9 planes

are added back to the fleet.
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The fixed cost associated with owning and maintajrdore aircraft is defined as the
“core cost.” It captures pilot salaries, core leagpense, insurance, and so on. Figure 4.5
presents how core cost changes versus charterpandtion costs, as the core fleet size is
increased. In general, the operation cost is stabevever, the charter cost decreases
more rapidly than the increase in the core cosi dnplanes are added to the core. It

concludes for the month that having 4 Bravos incihve provides the least cost schedule.

=— = = Operation Cost
1,800,000
== = == Charter Cost
1,600,000 =— =— (Core Cost
—— TOtal Expense
1,400,000 .
1,200,000
1,000,000 -
$ ————————-——————————————-——__
800,000
600,000 -
— —
- S /,
400,000 - ~ — -
=~ ~ s -
200,000 —_—=
- - — e —
0 — . Y —
0 1 2 3 4 5 6 7 8 9
Number of core aircraft

Figure 4.5 Effect of number of core planes on padbiiity

The same analyses are repeated when demand iasadrby 5%, 10% and 15%, as
in Scenarios 4, 5, and 6. Figure 4.6 presentsdbelts of these analyses. Note that the
optimal number of core planes increases as the ngnmareases. When the demand is
increased by 5% keeping 4 or 5 Bravos gives th& [east schedule. When the demand is
increased by 10% and 15% keeping 4 Bravos and &lFxed 4 Bravos and 2 Excels are

more profitable, respectively.
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Figure 4.6 Number of core aircraft for four cases

Furthermore, different data sets are examined taimla picture on how many core
planes should be kept when the company grows. Hte skts are real data from the
fractional management company, with the exceptibrdaia in large set, which are
generated by folding a two-month demand data in@month and double the number of
aircraft to mimic the business growth. The result¥able 4.5 show that around 10% to
15% of planes can be reserved as core planes.thidténe highest core ratio at the third
column with 42 planes is corresponding to the hsgtaerage customer leg hours per
leg. But it does not show an exact correlation bseahe lowest average leg hours per

leg do not match the lowest core ratio.

Table 4.5 Number of Core Planes for Different D&itee

June, 2003 Jan, 2004 July, 2005 April, 2006 L&ge
Data Size (Fleet, Plane,
Leg) 3, 35, 937 3,42, 1057 3,61, 2164 5, 75, 2847 5, 150, 5639
Num of Core 4 6 8 10 19
Core Ratio 11.43% 14.29% 13.11% 13.33% 12.67Y
Avg Leg Hours per Leg 1.61 1.95 15 1.74 1.75
Avg Leg Hours per Plang 41.73 48.92 53.19 65.95 7465.
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4.4 Selecting Special Routes for Unreliable Aircraf

The analysis in Chapter 2 indicates the unschedaladthtenance is one of the
primary causes of the operation expenses, the fooubtie unscheduled events to limit
the time lose due to aircraft out of service angrione the utilization. Some research has
been reported on flight status monitoring and uginggnostic maintenance to actively
prevent unscheduled event from happening (Skor®@22nd Ong 2004).

This problem can also be treated from the operatipoint of view, which tries to
isolate the unscheduled maintenance, and mininigeptopagation of the disruption.
First data analysis is performed to identify uralele aircraft, which are prone to
unscheduled maintenance, and then treat them #gegiacheduling so that the possible
impact of unscheduled maintenance is reduced.

Two criteria, frequency and duration, are useddentify the unreliable aircraft.
First, check the total number of requests for uadaked maintenance of each individual
aircraft identified by the tail number (Figure 4).7Buring the one-month testing period,
there are 42 aircraft available for dispatch. 90%aocraft went to unscheduled
maintenance occasionally. Some aircraft requesta@ than 8 times, average once every
4 days. Figure 4.7b shows the total duration o$e¢hésits. There are four aircraft under
unscheduled maintenance for more than 180 hourgshwheans that they are out of
service in % of the total time. Meanwhile, theserfaircraft requested unscheduled
maintenance for more than 9 times. We thereforatiyethem as unreliable aircraft
during that month. Note that, to get an accurateémese, one could apply more
sophisticated analysis on longer period of histdridata. We are providing a simple

example to illustrate the methodology.
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Figure 4.7 Unscheduled maintenance characterfsticsach aircraft. (a) The requested
times of each aircraft; (b) The total maintenangeaton of each aircraft.

For the four unreliable aircraft selected above,operation strategy is proposed:
force them to fly close to a maintenance stationthis way, the problem can be fixed
quickly and the aircraft can go back to servicdiearThere is also a safety benefit
through this strategy since the unstable aircrdftfhy shorter distance to get repaired. If
the fly time is less than one hour, a station isstered as close to a maintenance station.
If it is not a major problem, the aircraft can makapty movement to the maintenance

station. However, the trade off is that other aificthave to fly longer trips. The
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computational result can indicate if it is worthy restrict the flying distance of those
unreliable aircratft.

The results of making special route for the unlddiaircraft are compared to those
without special strategy in Table 4.6. Notice thatn the special treatment for unreliable
aircraft only save unscheduled maintenance durdiyob0%, the total cost is reduced by
8.6%, which brings significant savings. It couldreg$111,672 in that month if some

unreliable aircraft are flying near the maintenastzagions.

Table 4.6 Results comparison for special routéesgsaon unreliable aircraft

Reposition | Upgrade | Charter | Num of Total

Cost Cost Cost | Charters Cost
Without Special Routes| 889,405 34,196| 376,552 24 1,300,153
With Special Routes 725,850 36,751| 425,880 25 1,188,481

Furthermore, it is worthy to analyze the probapibf a fleet may fail in each time
period since the end of the last unscheduled maantee (in Figure 4.8). Although the
probability of failure is not as high as we thoydhit it indicates an interesting trend that
all fleet types are more likely to go back to urestlied maintenance again in the first
few hours after it is released from maintenancee&lexamined fleet types, A, B, and C,

are displayed in the similar trend.
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Figure 4.8 Probability of failure after the lastseheduled maintenance

Hence, we can make a further strategy for the iatnlel aircraft that the special
routing is only made for the day that it finishesintenance. After the time period in
which the aircraft has respectively higher riskusfscheduled maintenance, it can be
dispatched to any station. Especially when the @maces the shortage on its own

planes to meet high customer demands during the day
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4.5 Stochastic Demand

The scenario analyses in previous chapters assuahedmplete demand information
is available. In reality, as mentioned before ifractional airline, some of the legs are
requested just eight hours before the departurecéjenot all flights are known when the
schedules are made, and effectively dealing with dynamic nature is critical to the
success of the planning. In this section, differgnategies are evaluated to capture this
dynamic nature and increase profitability: (i) repioning crew(s) to the nearest hub
with legality constraint; (i) putting spare planas hubs; (iii) incorporating demand
forecast; (iv) allowing the decision to reject néamand in the peak days.

To relax the assumption of complete demand infaomabnly a portion of the legs
in the planning horizon is used in initial plannirigrst, it is assumed that all demand in
the first day are known, and partial demand instbeond and the third days are unknown,
and the demand uncertainty in the third day is éighan that in the second day. This
assumption is used for evaluating the strategegélly repositioning crew to the nearest
hub after it finishes its duty. In this situatiarertain percentage of demand in the second
and the third day is randomly removed from the degthand information, assuming those
removed legs have not been requested when the dehsdmade for the three-day
planning period. A simple example illustrates hdw demand data is created. For the
planning period of days 1-2-3, 10% of the legsay & and 20% of the legs in day 3 are
removed from the real data based on historicatitr&hen for the next planning period of
days 2-3-4, all the legs in day 2 are known. Theeefall the day 2 legs, which were
removed back in the previous planning period, ddaed. Half of the removed legs in day

3 are also added back. Similarly, 20% of the demamthy 4 are removed.
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The next step is to simulate the stochastic denshoging in the first day of the
three-day planning horizon. The process is sintibathe one described above. Some
demand in the first day is first hidden, and theld ®#ack as new demand. With this

approach, the strategy of reserving spare planestst is evaluated.

4.5.1 Repositioning Crew to the Nearest Hub

It is reasonable to assume that the total cosh@fctew pairing solution is higher
when the information is incomplete. One idea toeptally reduce cost is to let crew
move the aircraft to a nearest hub, which is acstahat has high flight activities. Thus
the crew will have a higher chance to take a leth Wess reposition in the next day. The
cost savings in this strategy is from the poterd@lerage increase of the moved aircraft
at a hub, having the benefit created is more tharréposition cost to a hub in the first
day. Therefore, after the first day duty, a crevl % suggested to fly to a hub with a
short empty reposition at a low reposition costisldefined as the nearest hub if the
closest hub is within one hour flight distance.

The data set includes 42 crews and 276 legs imeed. In the scenario analyses, the
stochastic demand is simulated in the same wayitesgcbefore. Assume 85% and 70%
demands are known in the second and third day casply. Three scenarios are
compared: the first one uses model Q1 with no @eap; the second scenario uses Q1’
allowing crew swap when the crew’s assigned aitcgafes into long unscheduled
maintenance, but no reposition in advance; thel thire applies Q1’ and also moves crew
to its nearest hub in advance after its curreny daffinished. The results are listed in
Table 4.7. A 5.3% saving on the total cost of tteosid scenario, comparing to the first

scenario, again indicates reassigning crew wheplése goes under maintenance can

94



improve the operation. From the costs listed in 48t row, even with addition cost
($470) to fly plane to a closed hub, the total desteduced by 7.3% comparing to the
first scenario. Note that the total cost is higivéh stochastic demand than that of all the

demands are known in advance which is $620,607.

Table 4.7 Cost comparison on repositioning crethénearest hub

Reposition| Upgrade | Transport & Num of Charter | Num of | Swap | Move Total

Cost Cost Overtime Cost| Overtime Cost Charters| Cost Cost Cost
Q1 237,125 8,203 47,750 46 333,667 17 626,745
Q1 233,828 8,678 40,332 38 309,453 15 1,197 593,488
Ql'+Hub| 227,523 7,815 36,266 36 307,427 15 1,197 470 580,698

Investigations are performed on how the strategpaicts the cost at different
uncertainty level on the demand information. TahR presents the comparison on the
cost between the option that crews do not movehoba(NoHubCost) versus move to a
hub (HubCost) with different percentages of knovemdnd in the second day and third
day. HubCost includes the reposition cost thateavamoves its plane to the hub. The
comparison is run on a smaller data set which @ed35 planes. The result indicates that
higher uncertainty makes the repositioning creatstly more cost efficient.

Table 4.8 Comparison of moving aircraft to hub ot when demand is uncertain

June NoHubCost  HubCost Cost Saving

Complete 174,899

90%, 80% 194,473 193,546 0.5%
80%, 75% 235,121 233,376 0.7%
70%, 55% 270,032 265,132 1.8%
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4.5.2 Putting Spare Planes at Hubs

The management company notices that requestingecharmostly the result of the
unexpected events, such as new demands and unkhethintenance. Moreover, some
new demands coming in the current day makes icdlffto adjust from the original plan.
Besides the strategies discussed, one alternatiteedonsider reserving spare plane(s) at
hub to respond to the new events which may occthrdrfirst day of planning.

When evaluating this strategy, one needs to stHedlype of spare plane and the hub
to cover a new event. To answer these questionassignment model is suggested. The
objective of the model is not to calculate and mige the real reposition cost, but find
the best hub to recover the unexpected event. diing, recover, means the demand can
not be covered originally, and has to use the veskespare plane.

Let g’/7G' be a ground arc, representing a hub where a gtsre in the fleet could
be repositioned to in advance.

The decision variables are:

Zys  the number of spare planes in fleet the ground arg'.

ugs 1 iflegkis recovered by a spare plane in the ffedtground arg’, and 0
otherwise.

Vk a slack variable, it is 1 if lelgis not recovered by any spare plane, and 0
otherwise. In other words, it is 1 if leg k is coee by a regular plane, O if
recovered by a spare plane.

The following parameters are also defined for thalel:
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Exgr assignment cost: proportional to the cost obséning the spare plane in the fleet
f at groundy’ to recover ledk. The distance from grourgl to the departure station
of legk is used in this model with an adjustment factor.

b« upper bound of reposition, which is the repositiost from the departure location
to the furthest selected hub

The objective of the model is to minimize the taakignment cost so that each leg
can be recovered either by a spare plane at a hidy oepositioning a plane to the

departure station of the leg. The formulation foe tassignment problem is given as

follows:
Min® > > > EgiUgr D DY,
kOL gOG' fOT kOL
St. Uy S Zyq O kOL (4.3.1)
D DUy Y, =1 O kOL (4.3.2)
goG' fOr
D Uy <Mz 0fOT,090G! (4.3.3)

kOL

Constraints (4.3.1) ensure that legan be recovered only if there is a spare plane in
the fleetf on ground arg’. Constraints (4.3.2) require that each leg mustdwered by
either one spare plane or a regular plane. Contdréd.3.3) restrict that a spare plane in
the fleetf on the ground arg’ can only recover at mobt legs.

Based on the history customer demand, 31 speaifis lare selected nation wide to
find out which set of legs will be recovered byleet type at a hub. Hence, there are 31
ground arcgy’, and the number ofyz variables isg™f. The scenario (A) without spare
plane is compared with the scenario (B) using spea@es. The procedures for the

simulation are listed below:
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1. Randomly hide some demands, where the departues tme later than 8am. The
hidden demands will be added as new legs. In p&cthe optimizer is run
whenever new demand comes. In this thesis, thneg ave performed at 8am,
12pm, and 3pm. Therefore, hidden demands are sdlédesed on assumption
that they are requested in the time intervals (iglin 8:30am], (8:30am,
12:30pm], and (12:30pm, 3:30pm].

2. Run the optimizer at midnight with the current kmodemand information for
both scenarios. For scenario B, additionally rusigienent model with partial
demand. Among the idle planes obtained from théroper, spare planes are
selected and moved to hubs based on the outpusajrement model. They are
freed as other regular planes when rerun optinazére next day morning.

3. The optimizer then runs three times with new dersamnd know so far. At the
time of rerunning optimizer, flight schedules aneefl for next 3 hours, since
there may be planes repositioning or ready to dist@mer legs.

4. Rerun the optimizer whenever an unscheduled mantenoccurs.

The difference for the two scenarios is that spdaeiaes are moved to hubs in advance
for Scenario (B) in midnight. Then procedures 3 dndre the same in both scenarios.
Several tests are performed based on differentepgage of unknown demand. The
instances have 3 fleets, 61 planes, and 872 legs tien-day experiment. Table 4.9
indicates that the spare plane strategy would beflgal to the business. The numbers

in the first column are the percentage of unknoemands in the three days. In addition,
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we notice that the improvement by putting spareg(g) at hubs diminishes when there

is less uncertainty on the demand information.

Table 4.9 Spare plane comparison with differen¢ll@f uncertainty

% known Without Spare | With Spare Improvement
90/80/60 1,253,803 1,182,746 5.67%
92/85/70 1,199,267 1,157,531 3.48%
95/90/80 1,139,906 1,116,648 2.04%

The results demonstrate that having planes readygoate stations based on
information provided by the assignment model toodbshe unexpected events could
result about 2 to 6% cost reduction. The difficukyto predict where and when the
unexpected events occur and decide where to ppare lane. Because of the possible
benefit of the option, it is worthwhile to considgmbining forecast information with the

reserving plane strategy to absorb the impact af@&ent or new demand.

4.5.3 Incorporating Demand Forecasting

Forecasted information can be used to reduce tpadtrof new demand. Since it is
not practical to directly predict a specific custnflight with the departure/arrival
location and time, forecasting on the number ddltotquired planes in a fleet at a time
period would be helpful to determine how many ptatebe reserved. For example, the
forecast may predict that planes in fleet CJ1 are needed at ttirend there ara planes
scheduled for the known demand, them-n planes should be reserved to cover the

difference between forecasted demand and known b @tatimet.
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Based on the departure and arrival time of the kndemand, it is easy to estimate
the number planes scheduled (called in-serviceeglam each time period. For the
estimation, a three-hour reposition including ttime is assumed. At time if there are
two legs with departure time earlier thizi8 hours and arrival time later thgrthen two
planes are required in service at tim# only one of them is requested by a CJ1 owner,
the number of in-service planes at titvie fleet CJ1 is ona) =1.

If r=m-r>0, it means new demands come and require addit@aaes at timd.
While r represents the difference between forecasted dismamd known demands at
time t, R is the number of planes in a fleet to be reseimed day. ThusR is max(r)
rounded to the nearest integer. For instance, ¥(nw2.1, two planes will be reserved

(R=2) when r reaches 0.5 and 1.5, respectively,gure 4.9.
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Figure 4.9 Example for reserving planes based mtésting information

Once the number of reserved planB¥ i6 determined, the next step is to select the
reserve locations. To reduce the risk of reser@miane at a hub without using it, only
busiest airports (hubs) are pre-selected as lotatandidates. Th&® hubs with the
highest count of the nearby known demands (thertiepalocation of the demands is
located within certain radius of the hub) are deléc

To incorporate this strategy into planning, resegviplanes at hub(s) can be
represented by dummy legs with the same departdeagival location. In Figure 4.9,
the start time and end time of the dummy legs &e0D, end of the day] (r=0.5) and
[13:30, 20:00] (r=1.5). As time moves along, theemed planes are activated to cover
the rest of the legs and new demands. In anothed,wlte dummy legs will be replaced
by real new demand.

A computational experiment is made to investigaie lthis strategy would perform
relative to the benchmark that solves the schedudroblem, whenever new demand
comes in, without anticipating the additional decharWith twelve-day forecast
information, Table 4.10 shows an average 2.4% ingareent when reserving planes at

some hub according to the demand forecast.

Table 4.10 Reserving planes with demand forecasingne day planning horizon

Day No Forecast Forecast/Reserving Improvement
1 140,845 133,486 5.2%
2 237,858 236,722 0.5%
3 183,368 170,826 6.8%
4 252,805 246,407 2.5%
5 176,211 177,317 -0.6%
6 300,458 280,305 6.7%
7 103,106 105,393 -2.2%
8 128,587 131,058 -1.9%
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9 271,964 267,694 1.6%
10 313,772 334,445 -6.6%
11 282,418 268,473 4.9%
12 137,798 122,097 11.4%
Avg | 210,766 (c11) 206,185 (c12) 2.4%

Note that some numbers in the last column are ivegdue to inaccuracy of the
forecast. Low accuracy could result in moving afcito hub but not covering legs.
Another reason could be the effect of unschedulatht@nance. The simulation in the
10th day shows the largest negative improvementnwieserving planes in advance
based on forecast information. It is mostly becanfsa charter due to an unscheduled

maintenance, even though a plane is reservedwt.a h

Table 4.11 Reserving planes with demand forecasbinthpree day planning horizon

Day No Forecast| Forecast/Reserv|rigiprovement
1 143,762 135,025 6.08%
2 228,643 225,642 1.31%
3 180,375 172,361 4.44%
4 250,574 240,745 3.92%
5 175,528 176,964 -0.82%
6 303,857 289,462 4.74%
7 101,746 100,473 1.25%
8 124,587 116,653 6.37%
9 266,477 269,496 -1.13%

10 306,722 301,565 1.68%

11 273,674 265,346 3.04%

12 129,662 120,421 7.13%
Avg 207,134 (c21) 201,179 (c22) 3.2%

In addition, investigation is deployed to find auhether the forecast information in
the second and third day along with the strategyeserving planes would further
improve operations. The results display a posiawswer in Table 4.11. The overall

average improvement is increased to 3.2%. Therefonger demand information and
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forecast saves on the cost. Compared the costahbte .10 and Table 4.11, having
three-day demand information saves 1.7% more, wischi{c21-c11)/c11, for “no
forecast” scenario; and 2.4% more, which is (c22}c12, for “forecast/reserving’

scenario over having only one-day demand informatio

4.5.3 Rejecting or Different Pricing for the ‘LastMinute’ Demand in Peak Day

There are peak days each year that demand is gy such as around Christmas
and Thanksgiving. The company always has to faceernsharters in peak days, and
charters are always to be avoided. First, requicimgyter aircraft at the ‘last minute’ from
the third parties is much more expensive than askiradvance. Also there may not be
charter aircraft available for the new demand satisired departure time. For this case,
some options are proposed the customer, who reghestlight at “last minute” during
the peak day, to change his flight to the followday or later; otherwise he has to pay a
higher price for the trip. It may not be suitabte the fractional ownership program,
since the owners are protected by their ownersiap they can request flights any time
they like with eight hours advance notice. Howevecould be a valuable cost saving
alternative in other on-demand air transportatiade) for instance jet-card holders. The
analysis of this option is demonstrated on cardésl.

Considering that most customers are based on Bast,dt is reasonable to assume
that most resources are located around East cnadtmay be able to absorb the “last
minute” demand in east region. Therefore, to itatst the effect of late request, 8% new
legs as the ‘last minute’ card demand are randayeherated in a peak day mainly in

west and central region.
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The desired departure time of those demands art#ymmoghe late afternoon varying
from 19:00 to 23:15. Before 23:15 in that peak dbig observed that there is no enough
aircraft to cover the new demands (Figure 4.10).dxample, the demand that desired to
depart at 19:00, it request fleet B, while fleebBy has 17 aircraft. At time 19:00, the
company already over capacity that it has 20 plamervice for other demands. Note
that although it has 3 more planes in use thamtineber of planes in the fleet, it does not

always mean need 3 charters. There could be soges lalanes used for upgraded flight.

25

o # of planes in this fleet
m # of plane in use

20 A

15 +—

Number of planes

19:00 19:50 20:00 22:00 23:15

Optional trip's depture time

Figure 4.10 The number of planes in use.

When accepting a demand, there are two consequenogsaring to reject it. First
operational cost is higher with more demands. Sdcthre revenue is also higher. To

decide whether accepting the new card demand, éhgain is examined, which is the
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difference between the revenue increase and catase in Table 4.12. Whenever a new
card demand appears, the incremental cost is cechpéth the extra revenue generated
if the new demand is honored. If the net gain bgepting the demand is positive, the
demand should be accepted. The last column ineT&ldl2 displays the decision if a

demand should be accepted or not.

Table 4.12 Decision on accepting a new card demand

Card
Demand DeptTime |FlyTime | Cost [Revenue Netgain Accept
ASE-SPW 19 105 3,904 2,319 -1,585 No
AMA-MEV 19:50 201 827 4,439 3,612 Yes
UVA-GTU-FTW | 20, 21:15| 38,37 | 2,108 2,650 542 Yes
TWF-FSD 22 129 6,330 3,710 -2,620 No
LAS-HHR 23:15 56 1,892 1,200 -692 No

Keeping a customer service level is important &oicompany, so the above
analysis may not necessarily means rejecting a geémaut as a reference to support
decision making. For instance, the company carcask holders not to request the “last
minute” flight in the peak days, or they have tg fize possible premium, such as $1,585

for the flight request in the first row of Tablel2.
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4.6 Conclusions

In this Chapter, several tactical and operatiorssueés faced by the fractional
management company are analyzed, and the impathesé issues on profitability are
demonstrated.

First, the question “What is the right demand dmea given fleet?” is examined.
Starting with a base set of monthly data, demanel isiincreased by 5%, 10%, and 15%.
It is concluded that if the new demand is simitatite current demand base, an increased
demand up to 5% is profitable.

Different strategies to generate new demand atedeand the right configurations
are suggested based on profitability. We first abersincreasing demand by introducing
a new product, 25-hour prepaid jet-card. We asstimaethese new demand legs allow
for one-hour time window flexibility on departureSur analysis shows that this added
flexibility has a significant effect in profitabiyi.

We considered increasing demand by expanding opesaggeographically. The
customer and the crew bases for the base data evarasconcentrated in the eastern
United States. Hence, we increase demand by adaeiwdegs with a West Coast origin
and/or destination. The computational experimehtswsthat a geographic expansion
results in an increased reposition ratio and opmerak costs but lower charter costs on
average. We conclude that this may be due to hawainger but fewer flights for the
same total flight time and having more flights resjied by larger fleet type owners. We
demonstrate that under this scenario, profitabititincreased when demand is increased

by up to 10%.
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Furthermore, we study the effect of number and typeore planes owned by the
management company on profitability. We determihe breakeven points for the
number of core planes for the base demand and Wieedemand is increased by 5%,
10%, and 15%. We remark that although the profitai@s relatively flat in the indicated
ranges, the mixture of costs is quite differentimseased cost of the core planes
eventually outweighs decreases in charter costrafipeal costs tend to drift downward
but not dramatically, perhaps because there aree rfegs being flown as charters
decrease. The investigation on different size ¢d gat, which indicates the growth of the
company, demonstrates that around 10% to 15% oéplaan be kept as core planes.

This chapter also addressed strategies on stoctea@nts, unscheduled maintenance
and new demand. Those stochastic events couldptligre prior plan that made based on
statistic information. Unscheduled maintenancegeisfly the one(s) occur during the
middle of the day, could result in charter coste Heenario analyses show that making
special routes for most unreliable planes will @uhe operational cost, under the
assumption that they can quickly go back to servidbey fly close to maintenance
stations.

Another dynamic situation is that new demands calmeng the first day of the
planning horizon, when the initial routes and assignt have been made. Considering
the potential benefit that the crew will have ahgg chance to fly a leg with less
reposition in the next day, crew(s) can repositmthe nearest hub after they finish their
first day duty. The computational results show théh about 0.1% addition reposition

cost that move plane to a nearest hub could prabdet 2% reduction on the total cost.
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Putting spare planes at hub is discussed to retiacenpact of mid-day unscheduled
maintenance.

In addition, allowing the decision to reject sonfélast minute’ card demands in the
peak days would be beneficial compare to presethadeof operation in the fractional
company. Alternatively, a customer can pay the iptsspremium when his flight causes

a negative net gain.
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CHAPTER 5

CONCLUSIONS AND FUTURE RESEARCH

Optimization methodologies are developed to heptional management companies
in efficiently managing their aircraft and crewtbat all flight requests are covered at the
lowest possible cost. The proposed models take antmunt: crew transportation cost
and overtime cost, scheduled and unscheduled maimte effects, crew constraints, and
the presence of a non-homogeneous fleet. Usingithposed scheduling approaches,
various scenario analyses on real operational @l&acarried out to assist the fractional
management company in making strategic and tagilaahing decisions.

The contributions of this thesis research aredisie follows:

1. Developed multiple methodologies to optimize theragions for the fractional

ownership airline.

a. A simple model is proposed and implemented to sakewv pairing
problems with a combination of crew scheduling atraft routing
problems. The crew is assumed to stay with anadtrar its duty period,
which is common initial scheduling rule in practioé most fractional
management companies. The simple model is solvetth wolumn
generation technique.

b. A reformation of the simple model is implementecisT reformation

allows crew be reassigned after its aircraft go#se long maintenance.
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This approach improves the utilization of crew gh@he. Maintaining an
extra crew also could provide more opportunity refic swap.

c. To further improve the utilization, we proposediategrated model which
simultaneously solves the fleet assignment, aircrafiting and crew
scheduling problem. A duty-based fleet-station time is introduced to
record the plane activities at each station. Thisleh fully separate crew
and plane which increase the utilization. Bendet&composition is
employed to overcome the hurdle of enormous memequirement on
big instance sizes. Some techniques are discussednprove the
computational efficiency on Bender’'s decomposition.

2. Provided valuable strategic decision-making supbased on scenario analysis
with complete demand information. Te following issware investigated:

a. The effect of scheduled and unscheduled maintenanceperational
costs. The mid-day unscheduled maintenance resuligynificant extra
cost. Special rules to keep unreliable planes dlyfose to maintenance
stations are proposed to reduce the impact.

b. The effect of different crew-swap strategesoperational costs. The total
cost of using two or four designed shifting days week does not make
significant difference on cost. However, crew swaping the duty period
improves the resource utilization and also redegesational cost.

c. The effects of increased demand. Without increadiegt size, the
company has capacity to effectively handle extraalels to some degree.

Net profit may drop if demand keeps growing withadding extra
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resources. Moreover, two scenarios to expandingaddnare evaluated.
() Introduction of a new product, “jet-card”, wieecustomers buy flight
hours without becoming fractional owners. The wgsialindicates that if
the company allows an up to one-hour time windowleparture time for
jet-card flights, current capacity can be used @nage more demand
increase from jet-card with profit. (ii) Operatidrexpansion to different
geographic areas. The investigation concludes ahpgrto west coast
would be profitable.

d. The effect of number of core planes, which ownedlwesively by the
management company. Different scenario analysesetsof data show
that around one eighth of planes could be savedrasplanes.

e. Strategies to tackle the stochastic nature of ddmame investigated,
which include moving a crew to the nearest hubr afténishes its current
day duty, putting spare plane at hub in advancserveng plane at hub
based on forecast, and rejecting new card demapeak days based on
profitability.

The investigated strategies are valuable for theag@ament company. The impact of
these analyses may be very significant given thatfop 4 management companies share
about 90% of the market and collectively operatgraving fleet currently numbering
over 1000 aircraft strong. It's estimated that ewern% reduction in operating costs
across this fleet would result in annual savingewar $20 million, at least $10 million of

it in fuel costs. Currently, the fractional owndpsimanagement company we worked
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with is the only one sells its jet-card with onaihdlexible departure time window,
which is the only product making profit.

This thesis focused on methodologies design aradegic investigations based on
scenario analyses for the fractional airlines, Whias unique and dynamic feature.
Mixed integer programming is used to solve detersti;n models and simulate the
stochastic character in special way. The analyseside several encouraging and
operational suggestions.

There are several interesting topics along withdinection of this research could be
beneficial:

To capture the dynamic nature more closely, furthesearch for solving the
scheduling problems with stochastic approaches) ascstochastic programming will be
valuable.

The convergence of Benders decomposition could ihedr improved for

computational efficiency.
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