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SUMMARY 
 
 
 
The speed of microelectronic devices is controlled largely by the size of the smallest 

feature in the device, which is the transistor gate.  In order to create faster devices, the 

size of this transistor gate must shrink. Microlithography is the method used to define 

patterns in semiconductor devices, and it is optimized periodically to create smaller 

feature sizes. It is a subtractive process that relies on the selective removal of material 

from a photosensitive polymeric film called photoresist.  This photoresist is exposed to 

patterned ultraviolet radiation that changes the local solubility of the film which allows 

for the creation of relief patterns in the resist using an appropriate developing solvent.  

Decreasing the wavelength of the ultraviolet light used to expose the patterns is the 

primary method for increasing the resolution of (i.e. decreasing the minimum feature size 

that can be printed by) the process and advancing microlithography .  There are a number 

of challenges associated with decreasing the exposure wavelength for conventional 

lithographic processes. First of all, the polymeric films must be relatively transparent at 

the exposure wavelength in order to allow light to propagate through the entire thickness 

of the film. Secondly, there is a limit in the thickness of the photoresist films that can be 

used which in turn limits the etch resistance of the film.  In fact, the issues concerning 

etch resistance and transparency are generally in opposition. This makes the design of 

photoresist platforms for future lithographic applications very difficult.  Therefore, to 

overcome these limitations, we are developing an unconventional approach to 

microlithography. In our approach, entitled Surface Monolayer Initiated Polymerization 

(SMIP), polymer structures are formed on a surface by polymerizing a monomer in a 

patterned fashion using a self-assembled monolayer that can be locally activated to 



 xvii

initiate the reaction. This process has been demonstrated by creating patterned 

polystyrene films on native silicon dioxide surfaces. In these initial studies, it took more 

than one day to create these features. This is unacceptable for a lithographic application. 

The kinetics of all the processes involved in making these patterned layers is described. 

Along with these rate constants, means of optimizing these rates are also presented.  

Additionally, the patterns grown in these initial studies exhibited poor uniformity at small 

feature sizes. Methods of optimizing the patterns formed are also presented. 
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CHAPTER 1  
 

A BRIEF INTRODUCTION TO MICROLITHOGRAPHY  
 

 

1.1 Introduction 

Jack Kilby invented the integrated circuit (IC) in 1959.  When commenting on the 

widespread use and impact of his Nobel Prize winning invention, he said that “the reality 

of what people have done with integrated circuits has gone far beyond what anyone, 

including myself, imagined possible at the time.”[1] No one thought there would be such 

an explosion in the use of the integrated circuit (IC) over the past 45 years. ICs are an 

integral part of modern society. Automobiles emit fewer pollutants because of IC 

systems. Millions of people are connected via the internet, and wireless communication 

gives people easy access to each other and to vital information all over on the planet. The 

pace of growth of ICs has been phenomenal over the past 40 years. The early ICs that 

were invented in late 1950s were comprised of about one dozen electrical components. 

By 1970, ICs had around 10,000 components, and more than 100 million components are 

on a chip today. This pace of growth has been strictly following Moore’s Law. Moore’s 

Law was stated in 1965 when Gordon Moore, future chairman and chief executive of 

Intel Corporation at the time, stated that the number of devices on a chip would double 

every year.[2] This law was later revised to predict that the number of devices per chip 

would double every 18 to 24 months. Today the size of integrated circuits have continued 

to shrink according to Moore’s Law; however, fundamental physical limits are being 

reached in which conventional means of creating small devices can no longer support this 

progression.   For example, about 1000 electrons are needed to switch a single transistor 
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today. It is projected that in 2010, only 100 electrons will be needed to accomplish this 

task. The 2010 projection assumes higher dielectric constant materials will be used in the 

production of transistors. If this does not happen, then geometric scaling of devices 

would reduce the count to 10 electrons in 2010 and 1 electron will be needed to switch a 

transistor by 2020.[1] This 1 electron device obviously represents a fundamental physical 

limit for classical transistors.  To reach this point, routes to overcoming other physical 

limits imposed by the materials and processes used to fabricate such a transistor must be 

developed.   

It is easy to see how quickly this industry is approaching fundamental physical 

limits by charting the progression of one type of chip. Since memory chips have 

essentially had the same functionality for many years, the simplest means of analyzing 

the progression of ICs is to chart the progression of memory devices. The progression of 

dynamic random access memory (DRAM) devices is shown on the next page.[3] This 

progression begins with the 4 kilobit DRAM devices built since the mid 1970s and 

projects to the 16 gigabit DRAM that will be manufactured within the next few years. 

Each navy blue box represents a DRAM device. There are two numbers in the box that 

describe the device. The first is the size of the device. The second is the minimum feature 

size that was used to print each device. For example, the upper left corner shows the 

details of the 4 kilobit DRAM. To make this device, printing a 7000 nanometer (nm) 

transistor gate was required. This second number highlights the impact microlithography 

has had on this progression. Microlithography is the process of producing patterns on 

semiconductors for use as integrated circuits.[4] The process involves creating physical 

relief patterns in a photochemically active film called a photoresist using ultraviolet (UV) 
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light, and subsequently using this photoresist relief pattern as a protective stencil for 

creating patterns in the underlying substrate using various etch methods. 
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Figure 1.1: DRAM technology progression 

 
 
The bracketed sections of the graph show the exposure technologies that were used to 

create a particular DRAM device. For example, contact exposure of mask with 436 

nanometer (nm) radiation was used to create a 4 kilobit DRAM. Historically, the 

chemistry of the resist was specifically designed for the exposure technology used. The 

colored panels display the types of resist that were coupled with the exposure technology 

to create minimum features in particular DRAM devices. This graph also shows that the 

minimum features (also called critical dimensions) are rapidly approaching molecular 

length scales. These length scales present a fundamental limit in producing minimum 

features via conventional microlithography. In fact, 2004 targets for control of the critical 

dimension (CD) lie within molecular length scales. It is highly uncertain whether 
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conventional means of creating these features will be amenable to making ICs in the near 

future.  

 

1.2 Microlithography 

The details of creating patterns in substrates via microlithography are pictured 

below. The process involves first spinning a photoresist onto a substrate.  While single 

component resist materials are possible (e.g. poly(methyl methacrylate) as an electron 

beam resist), current commercial photoresists are typically a multi-component mixture of 

a polymer, a photoactive compound, and perhaps small amounts of other additives.  The 

polymer, which makes up the vast majority of the resist (typically 65-98 wt% of dry film 

is polymer), serves to provide the photoresist with good film forming ability and etch 

resistance.  The polymer however is not generally sensitive to radiation.  The photoactive 

compound alternatively reacts upon exposure to radiation and creates a chemical change 

in the resist that permits formation of relief images.   

The resist is then soft baked to remove casting solvent. Next, the resist is exposed 

to patterned UV light. Depending on the photochemistry of the resist, the exposed areas 

either become more soluble (positive tone) or less soluble (negative tone) in the 

developer - the solution used in the next step of the process to wash off the undesired 

areas of the resist film. Depending on the type of chemical change that occurred, either 

the exposed or unexposed areas of the photoresist wash away. The resulting patterned 

polymer is used as a protective stencil for subsequent etch. After etch, the resist is 

thoroughly removed from the surface, or stripped.  
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Figure 1.2: Schematic of conventional lithographic process 

 
 

Improvements are made in microlithography primarily by shrinking the 

wavelength of light that is used to pattern the photoresist. By shrinking the wavelength of 

light used, the resolution of the process is improved.  The resolution is the minimum 

feature size that can be printed in a photoresist with a given exposure technology.  After a 

new exposure technology has been created, a resist is formulated to give the best 

resolution for the particular wavelength of light used. Currently, many exposure 

technologies are being evaluated to create features that are smaller than 100 nm.[5-10] 

These Next Generation Lithography (NGL) approaches involve using extreme ultraviolet 

radiation (wavelengths from 157 down to 13 nm)[6-8], x-ray radiation[7, 9], and electron 

beam radiation stemming from both high energy[5, 7] and low energy[7, 10] sources. These 

NGL technologies comprise the orange question mark region in the center of figure 1.1. 

Since it has not been decided which exposure technology will be used to produce the 



 6

critical features sizes for 16 gigabit DRAM devices, it is difficult to design the high 

resolution resists that are needed to make future devices. In addition to being amenable to 

producing high resolution features, resist materials must also demonstrate radiation 

sensitivity, excellent film forming properties, and significant resistance to chemicals that 

are used to etch the underlying substrate. In conventional resists, these imaging 

characteristics (resolution and radiation sensitivity) and mechanical properties (film 

forming characteristics and etch resistance) generally lie in opposition to one another. 

Resist formulations are traditionally optimized to accommodate all of these requirements. 

As devices dimensions continue to decrease, it is becoming increasingly difficult to 

optimize conventional resists to meet these demanding requirements.  

 

1.3 Resist History 

Negative tone resists were initially the primary resists used in the 

microelectronics industry. They were bis(arylazide)-rubber resists. These resists were two 

component systems that were comprised of a photoactive compound {bis(arylazide)} and 

a resin made of synthetic rubber. The photoactive compound provided the resist with its 

imaging and sensitivity requirements while the rubber provided the film forming 

properties and resistance to etch.  A picture of the two components is shown in figure 1.3. 

Upon exposure to radiation, nitrogen is liberated from the azide to form a reactive 

intermediate that crosslinks with the rubber resin as shown in the bottom of figure 1.3.  
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Figure 1.3: Bis(arylazide)-rubber systems. (a) bis(arylazide) sensitizer. (b) cyclized rubber resin. (c) 
method by which the azide reacts with the rubber. 

 
 

These negative tone bis(arylazide) resists were replaced with positive tone 

diazonaphthoquinone-novolac (DNQ-novolac) resists systems. DNQ-novolac systems 

were able to provide higher resolution processes and better thermal stability than the 

previous systems. They also exhibited greater resistance to chemical etch than 

bis(arylazide) systems. Chemically, the resist contains a photoactive compound 

commonly called DNQ and a polymeric resin of novolac. The photosensitive DNQ 

exhibits sensitivity to ultraviolet radiation and can be used to produce high resolution 

patterns upon exposure to 436 nm and 365 nm radiation. This compound reacts upon 

exposure to light (and ambient water) to allow for an increase in solubility of the resist in 

developer. This developer is usually an aqueous base. The novolac resin provides the 
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photoresist with its excellent film forming properties and resistance to chemical etch. The 

structures of DNQ and novolac are given below in figure 1.4.  

b)

novolac resin

n
CH3

CH2

OH

a)

carboxylic acid 
photoproduct

O

C OH

R

hν
H2O

diazonaphthoquinone 
inhibitor

N2

R

O

b)

novolac resin

n
CH3

CH2

OH

b)

novolac resin

n
CH3

CH2

OH

novolac resin

n
CH3

CH2

OH

n
CH3

CH2

OH

a)

carboxylic acid 
photoproduct

O

C OH

R

hν
H2O

diazonaphthoquinone 
inhibitor

N2

R

O

a)

carboxylic acid 
photoproduct

O

C OH

R

hν
H2O

diazonaphthoquinone 
inhibitor

N2

R

O

carboxylic acid 
photoproduct

O

C OH

R
carboxylic acid 
photoproduct

O

C OH

R

O

C OH

R

hν
H2O
hν

H2O

diazonaphthoquinone 
inhibitor

N2

R

O

diazonaphthoquinone 
inhibitor

N2

R

O
N2

R

O

 

Figure 1.4: The two components of DNQ-novolac resist. This resist is comprised of (a) DNQ (its 
photoreaction shown) and (b) novolac (a mixture of meta and para cresol). 

 
 
The ultimate resolution of DNQ-novolac systems exposed using 365 nm optical 

lithography tools was approximately 300 nm.  In the mid-90s, it was desired to produce 

250 nm critical features; therefore, processing wavelengths decreased into the deep UV 

(DUV: 248 nm) and it became difficult to tailor DNQ-novolac resists for this exposure 

technology. These difficulties were due largely to the strong absorbance of novolac resins 

in this spectral region. When the resin exhibits strong absorbance, light cannot penetrate 

through the entire thickness of the resist; therefore, a relief image cannot be created in it.  

 The shift was then made to using chemically amplified resists. Depending on the 

type of developing solvent used, chemically amplified resists can be either negative or 

positive resists.  They are patterned in the following manner.  The resist is exposed to 

radiation.  The photoactive compound reacts to this radiation and produces a chemical 

catalyst. The catalyst promotes reactions in the surrounding polymer resin during a 

baking step.  These reactions create a change in the solubility of the resin which is 

exploited to produce a relief image upon development. Because of the mechanism by 

which these resists react, chemically amplified resists exhibit sensitivities that can be up 
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to two orders of magnitude[11] greater than that of conventional DNQ-novolac resists. An 

example of a chemically amplified resist system used for creating positive toned images 

is shown below in figure 1.5.[12] Fluoroantimonic acid is created upon exposure to 

ultraviolet light. This acid catalyzes the hydrolysis of the tertiary-butoxycarbonyl 

protected poly(vinylphenol) resin. The tert-butyl cation, which is a product of this 

hydrolysis, rearranges to regenerate acid in the matrix. This regenerated acid catalyzes 

another chemical event. Because of this regeneration, one photochemical event can 

catalyze up to 1 million hydrolysis reactions in the resist.  
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Figure 1.5: Process of creating positive toned features in chemically amplified resists. 

 

It is expected that chemically amplified resists will not be amenable to NGL technology 

due to the fact that resins for these resist systems exhibit strong absorbance at 

wavelengths lower than 200 nm.  Developing transparent polymer resins with sufficient 

etch resistance at wavelengths below 200 nm has proven very difficult.  As mentioned in 
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the paragraph describing DNQ-novolac resists, strong absorbance in the resin results in 

difficulty creating a relief image in the resist. Additional issues for creating features in 

conventional resists for NGL technologies are described below. 

 

1.4 Issues for Conventional Resists 

As mentioned in the second section of this chapter, resist materials must exhibit 

high resolution. The resolution (R) is the minimum feature that can be printed with an 

exposure technology. Its equation is shown below. The most common means to achieving 

this high resolution is to decrease the wavelength of light used to expose the resist.  

R k
NA
λ

=          Equation 1.1  

 
In the equation above, λ is the wavelength of light used to pattern the feature, NA is the 

numerical aperture of the optical system, and k is a process constant. For a given optical 

system (constant NA), as the resolution is improved by decreasing the exposure 

wavelength, the depth of focus is sacrificed. The equation for depth of focus is shown 

below.    

2fD
NA
λ

=          Equation 1.2 

 
The depth of focus is the depth through which an image can be focused to produce a 

pattern within a certain tolerance. This loss of depth of focus implies the use of thinner 

resist materials. As one might imagine, this creates problems since the use of thinner 

resists is not particularly robust toward chemical etch.  
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In addition to resolution and depth of focus issues, traditional organic resist 

materials exhibit high absorption at low wavelengths. As mentioned in the previous 

section, this strong absorption creates problems for conventional processing. Radiation 

cannot penetrate the full thickness of the resist; therefore, a relief image cannot be created 

in the film. This absorption problem can be solved by using thinner resists or more 

transparent polymers. Thin resists, as mentioned previously, present etch stability 

problems. Finding acceptable transparent polymers is a difficult task; however, research 

is underway to develop them.[13-16] 

These NGL technologies also exhibit shallow penetration depths; the radiation 

travels very short distances before its energy decays. This poses a problem for using 

conventional resists for NGL technology because photochemical events that occur in a 

small surface layer of a resist have to be exploited to pattern the entire film. No wonder 

there is a big question mark in the panel of the DRAM technology roadmap that 

represents resists used to build future devices. 

 

1.5 Solutions 

 There are three means to solving these problems. The first is to use thinner 

conventional resists. As mentioned previously, this approach poses potential etch 

problems. Additionally, this approach might also exhibit potential processing problems 

because fundamental properties of the resist change as the material is made thinner.[17, 18] 

The second solution is to use more transparent materials. This approach is being actively 

pursued by researchers across the country.[13-16] So far, this has proven to be a formidable 

task. The third solution is to image at the resist surface only, and then to amplify this 
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surface image to create a patterned polymer film that fulfills the requirements mentioned 

in section two of this chapter. This is the solution that will be explored in this 

dissertation.    

This document will discuss research performed to evaluate a novel means of 

creating resists for Next Generation Lithography. The next chapter will serve as a review 

of the ways in which various researchers have attempted to overcome the issues stated in 

the previous section. This chapter will also serve to introduce the novel process that will 

be explored in later chapters. Chapter 3 will introduce the experimental methods by 

which this process was evaluated as a viable means for Next Generation Lithography. 

The following four chapters will discuss the results obtained in evaluating this novel 

process for NGL. The eighth chapter will summarize the conclusions drawn and make 

recommendations for further study. 
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CHAPTER 2  

METHODS OF PATTERNING POLYMERS ON SURFACES 

 

 
2.1  Thin Layer Imaging 

One means of mitigating the issues stated in the above chapter is to use thin layer 

imaging (TLI) techniques to create pattered resists. TLI contrasts to conventional resist 

processing in that it involves imaging through a thin layer as opposed to a thick film. This 

imaging layer can either be a surface layer of a single layer resist or a thin film on top of 

a multi-layer stack. The image created in the layer is then developed through the rest of 

the film using a plasma reactive ion etch (RIE) system. By using TLI, depth of focus, 

absorption, and penetration depth issues are resolved. One can pattern at very high 

resolution in a system with a small depth of focus since the image is only created in a thin 

layer of the resist. Since only a top portion of the resist is used for imaging, materials that 

are highly absorbing at the operating wavelengths can be used. Also, NGL systems that 

exhibit low penetration depth can also be used. An overview of some TLI schemes is 

presented below. 

2.1.1 Bi-layer Processes 

The earliest TLI process was proposed by Havas et al at IBM in 1976 using tri-

layer structures to generate images.[19] Lin later developed a TLI process entitled 

portable, conformal mask (PCM).[20] These were the first two systems that employed TLI. 

Though these processes were complex, they laid the foundation for more simple 
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processes. The next TLI development was the implementation of bi-layer resists. A 

general schematic of these systems is shown in figure 2.1. 
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Figure 2.1: Bi-layer resist process 

 
 

An imaging layer containing silicon is coated on top of a crosslinked polymeric 

layer, usually called the planarizing layer. The planarizing layer serves two purposes: (1) 

to smooth any underlying topography so that the thin imaging layer can stay within the 

depth of focus of the imaging tool, and (2) to provide significant etch resistance for 

subsequent patterning of the underlying substrate.  The imaging layer is exposed and 

developed via a conventional means to create a thin patterned layer. The surface is then 

subjected to an oxygen RIE process.  The patterned silicon resist is oxidized in the RIE to 

form a silicon dioxide layer.  The bare portions of the planarizing layer are burned in the 

plasma, and the pattern in the imaging layer is transferred throughout the stack. 
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The imaging layer must exhibit high sensitivity to the process wavelength. It must 

also contain a sufficient amount of silicon in order to exhibit the etch resistance required 

for image transfer. Polysiloxane materials were initially used to satisfy these 

requirements; since then, however, silicon has been incorporated into materials like poly 

(methyl methacrylate)[21] and novolac.[22] The planarizing layer must exhibit superb etch 

resistance, and it is chosen for its compatibility with the imaging layer.  Crosslinked 

novolac is most often used for this purpose. Currently, Shipley Company provides bi-

layer resists for 193 nm lithography[23]; however, bi-layer processes for 193 nm 

lithography have not been implemented in a manufacturing environment. 

2.1.2 Si-CARL Processes 

Another TLI scheme that has been researched is the “Silicon Chemical 

Amplification of Resist Lines” or Si-CARL process. A schematic of this process is shown 

in figure 2.2. 
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Figure 2.2: Si-CARL process 

 
 

In this process, an imaging layer which does not contain silicon is coated onto a 

planarizing layer. It is patterned and developed via conventional lithography. Next, the 

resist stack is submerged into a solution of oligomeric, bifunctional aminosiloxane.[24] 

This aminosiloxane, or CARL reagent, reacts with anhydride groups in the imaging layer 

to create a cross linked, silicon rich patterned polymer. This image is then transferred to 

the planarizing layer via oxygen RIE.  

There are a few of advantages to this seemingly complex process. The silylating 

agent reacts in great yield to produce a polymer with high silicon content, which 

improves the overall etch resistance of the resist. The depth of focus for this process is 

extremely large. Additionally, this technology has proven to be amenable to a variety of 

wavelengths, and this process has been optimized and used in the manufacture of 

memory chips at Siemens Corporation. 
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2.1.3 Top Surface Imaging via Vapor Phase Silylation 

Top Surface Imaging (TSI), unlike the processes described before, uses a single 

resist layer. Many imaging systems have been proposed that use this technology. They 

are reviewed in a book by B. J. Lin.[25] These TSI processes are described by the 

acronyms PRIME[26], SUPER, SAHR[27], and DESIRE.[28, 29] It is this last process that we 

will discuss at length. A schematic of the DESIRE (Diffusion Enhanced SIlylated 

REsist) process is shown in figure 2.3. 
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Figure 2.3: DESIRE process 

 
 
A conventional DNQ-novolac resist is coated onto a wafer. This resist is exposed to 

patterned light in an ambient environment. The exposed DNQ decomposes and reacts 

with ambient water to form an indene carboxylic acid. The resist is then baked under 

vacuum; no water is present in the system. At this condition, the unexposed DNQ 

undergoes thermal decomposition to form an unstable ketene. This ketene reacts with the 
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novolac resin, and the unexposed portions of the film become crosslinked. This cross 

linking decreases the permeability of the unexposed regions to gas. The resist is then 

exposed to a silylating agent, which is usually an aminosilane vapor. The aminosilane 

permeates into the exposed regions of the resist and reacts with the phenol sites of the 

novolac resin as shown in figure 2.4 
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Figure 2.4: Reaction of aminosilane with novolac resin 

 

The cross linking reaction provides a switch in permeability of silylating agent within the 

polymer film. This switch in solubility is exploited to produce patterned silicon regions in 

the film.  The substrate is then placed in an oxygen RIE system. The silylated regions are 

converted to silicon dioxide. The unprotected crosslinked novolac burns in the plasma 

and the pattern is transferred through the entire resist.  

 Since only one film is required to be patterned, the DESIRE and other TSI 

processes are much simpler than other TLI processes. Since the reagent used to create the 

patterns is a vapor, less material is required to create patterns than in the CARL process. 

This TSI process, however, does have some disadvantages. Silylating agent deposits onto 

the surface of the entire film. During the plasma development step, silicon dioxide is 

created across the entire resist surface. This phenomenon is called micro masking. The 

plasma chemistry usually has to be altered to remove this scum from the surface of the 

resist, which adds complexity to the system. Another disadvantage of these diffusion 
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based systems is that the resist swells during the silylation step. The silylating agent adds 

additional mass to the polymer; to accommodate this additional mass, the polymer swells. 

This swelling is both vertical and lateral. During the RIE process, silicon dioxide is 

created in these swelled regions and pattern profiles begin to obtain the notorious “bird’s 

beak” shape; lateral resolution is lost. 

2.1.4 Digital Top Surface Imaging via Vapor Phase Silylation 

To mitigate the problems associated with creating contrast via permeability as 

described in the previous section, a technique was developed in which reactivity dictated 

the location of the silylating agent. This process was first developed at IBM in 1985 and 

is shown in figure 2.5 below.  
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Figure 2.5: Digital TSI of a chemically amplified resist 
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In this system, a chemically amplified resist is exposed to a pattern. As described in the 

previous chapter, acid is generated in the exposed regions of the film. This acid then 

works to de-protect the resin at elevated temperatures. In the exposed regions of the film, 

tertiary-butoxycarbonyl protected styrene groups are converted to phenols. These phenols 

have the ability to react the silylating agent. As in the DESIRE process, the wafer is then 

exposed to aminosilane vapor. This vapor reacts with only the exposed regions of the 

film.  

 This is truly a digital process. Silylating reagent is able to react with only the de-

protected portions of the film; therefore, silicon is only incorporated into exposed regions 

of the film. This process also does not exhibit swelling that processes like DESIRE 

demonstrate. In digital TSI, the polymer loses mass during the de-protection step. As long 

as the mass of the silylating agent is less than or equal to the mass of the protecting 

group, the material will not swell when it is silylated.  This process is also a single layer 

process which makes it much simpler than the bi-layer processes described in the 

previous sections. Currently, this process is being evaluated for 193 nm lithography.[30, 31] 

   

2.2 Absorption of Polymers on Surfaces 

Another means to mitigate depth of focus, absorption, and low penetration depth 

issues is to absorb polymers onto surfaces. One method of doing this is by reacting 

polymers directly to selected regions of the surface.  Polymers with difluoro 

hydroxyethyl and trifluoromethyl end groups have been reacted to carbon surfaces to be 

used as promising protectants for hard drive applications.[32] Films generated by this 

technique are usually range from 1 to 5 nm in length. When the surface is significantly 
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covered with polymer chains, the polymer concentration at the surface-solution interface 

becomes larger than that in the bulk. Additional chains trying to reach the surface have to 

diffuse against this increasing concentration gradient. Immobilization at the surface 

energetically becomes more unfavorable as the reaction proceeds. This is depicted in 

figure 2.6. Another disadvantage of using this technique is that it doesn’t provide a means 

to directly pattern the films. 
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Figure 2.6: Absorption of reactive polymers on surfaces 

 
 

Rühe et al also developed a means to photochemically absorb polymers on 

surfaces which can be used to patterned polymers absorbed onto surfaces.[33] A schematic 

of this process is shown in figure 2.7. A self-assembled monolayer of a benzophenone 

derivative is reacted to a silicon oxide surface. Polystyrene is spun coated onto the 

modified surface. This stack is then exposed to ultraviolet radiation. This exposure 

induces a reaction between the benzophenone and the polystyrene which grafts the 

polymer to the surface. If the exposure was a patterned one, regions of the film that were 

unexposed could be washed away. This process can prove to be amenable to NGL 

processing. The only disadvantage of this process is that it requires high exposure doses 

{on the order of Joules per square centimeter (J/cm2)} to graft the polymer to the surface. 



 22

This process is currently being evaluated as a means to pattern surfaces at nanoscale 

resolution. 
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Figure 2.7: Photochemical absorption of polymers onto surfaces 

 
 
2.3 Surface Initiated Polymerization 

Researchers have recently investigated means of polymerizing polymers from 

surfaces as a means to mitigate depth of focus, absorption, and low penetration depth 

issues associated with NGL technologies. Researchers in Grant Willson’s group at the 

University of Texas at Austin have been developing resists for NGL in which they expose 

patterns in a thin surface layer of chemically amplified resists to liberate acid in the 

exposed regions. They then perform gas phase cationic polymerization of silicon-

containing monomers in the exposed regions. The films are then developed in oxygen 

plasma to create silicon dioxide in the exposed regions.[34, 35] The process is shown in 
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figure 2.8. The process creates robust patterned silicon dioxide masks; however, the 

patterned regions exhibit swelling due to the high solubility of the monomer in the resist 

layer. Studies are underway to design monomers with low solubility in these resist 

films.[36]  
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Figure 2.8: Graft polymerization lithography 

 
Others have been developing a means to create patterned polymers from self- 

assembled monolayers.  One means to creating polymer patterns is via free radical 

polymerization.[37-45] In these studies, self-assembled monolayers containing azo or 

peroxide free radical generators were imaged and/or heated in the presence of styrene or 

methyl methacrylate to produce patterned polymer films. Other researchers explored 

atom transfer radical polymerization of bromine or chlorine terminated monolayers the 

presence of either copper bromide or copper chloride produce poly(styrene), 

poly(methylmethacrylate), or poly(acrylamide) films up to 100 nm thick.[46-50] 
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Researchers at IBM have used nitroxy mediated radical polymerization to create polymer 

brushes of the same thickness.[51, 52]  This method of patterning polymers on surfaces has 

often been called “grafting from” polymerization since the polymer is grafted from the 

self-assembled initiator bound to the surface. These methods are very promising as a 

means for developing new resist patterning processes. Imaging characteristics are 

controlled by the chemistry of the self-assembled monolayer, which is on the order of 

angstroms thick; therefore, no depth of focus, absorption, or penetration depth issues are 

associated with patterning this material. The etch properties of the final pattern are 

governed by the polymer grown. The chemistry of the monomer can be tailored for etch 

resistance. The thickness and morphology of the resist is controlled by the process 

conditions. Since the imaging and etch characteristics are decoupled, this process could 

prove to be amenable for many generations of exposure technologies.   This process can 

be positive or negative tone as shown in figure 2.9 
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Figure 2.9: “Grafting from” polymerization to produce positive and negative toned features 

 
 

In the positive tone version of this process, initiator molecules are exposed to 

patterned radiation in ambient to create dead sites in the film. The substrate is then heated 

in the presence of monomer. This process initiates polymerization of the protected sites 

with the monomer. The negative toned process involves exposing the initiator layer to a 

pattern while introducing the system to monomer.  

 
 
2.4 Process Studied (SMIP) 

 The chemistry that we have initially investigated, entitled Surface Monolayer 

Initiated Polymerization (SMIP) was developed by Rühe et al and is shown in figure 

2.10.  It is the positive toned process of the “grafting from” polymerization shown above. 

(The negative tone process is not seen as amenable for NGL; it is impractical to 

contaminate million dollar exposure tools with vinyl monomer.) A self-assembled 
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initiator layer is deposited onto a silicon oxide surface which terminates in silanol groups. 

This initiator is exposed to patterned light in ambient. The radicals generated during 

exposure are quenched by atmospheric oxygen and water, and dead sites are created in 

the exposed regions of the film. The wafer is then placed in a hot bath with degassed 

styrene or methyl methacrylate. Free radicals generated during this heating step initiate 

polymerization of the monomer, and patterned polymeric features are grown on the 

surface of the wafer. 
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Figure 2.10: SMIP process chemistry 

 
 

The initiator structure has four main sections as shown in figure 2.11 below. The 

circle enclosing the far left section of the compound (red circle) encloses the site for 

surface attachment. All initiators described covalently bind to the silanol groups that 

terminate silicon dioxide (SiO2) covering a silicon wafer. The second section is the spacer 

(blue circle). This region can be used to modify interactions with the surface and with 
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adjacent molecules. It can also be used to enhance the optical properties of the initiator. 

The (yellow) symbol in the spacer region represents a cleavable group. After polymer is 

formed on the surface, it can be cleaved from the surface at this point and analyzed via 

conventional methods. The third section (green) is the reactive azo initiator. This 

compound decomposes upon exposure to both light and heat. If this compound 

decomposes in the presence of vinyl monomer, the monomer will polymerize via a free 

radical mechanism. The final section on the far right (purple) encloses the end group. 

This group can be free or bound to the surface. Monomers used in this study are styrene 

and methyl methacrylate. These compounds are known to polymerize via a free radical 

mechanism.[53] 

Y A N N EY A N N E

 

Figure 2.11: General initiator structure used for SMIP process 

 
 

This process has been demonstrated by creating patterned polystyrene films on 

silicon native oxide surfaces.[54] In our initial studies, the total processing time was a day. 

It is our goal to investigate the kinetics of the process steps with the hope of optimizing 

each step. The kinetics of the first two process steps and methods to improve the process 

kinetics are presented in the next four chapters.  These patterns also exhibited a 

significant amount of roughness. Methods of optimizing this process to obtain smooth 

features are presented in the subsequent chapter. An analysis of the ultimate resolution of 
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the process of the positive toned process and a means to optimize the resolution of this 

process are also given in this chapter. The final chapter of this document is a summary of 

the work and suggestions for further research. 
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CHAPTER 3  

EXPERIMENTAL METHODS 

 
 
 
3.1  Introduction 

The purpose of this chapter is to introduce the experimental techniques used in 

this study.  Three major techniques were used to analyze the chemical and physical 

properties of the materials used in this SMIP process and to evaluate the feasibility of this 

SMIP process. To analyze the rates of deposition of initiator molecules on SiO2 surfaces, 

a quartz crystal microbalance with dissipation monitoring (QCM-D) was used. X-ray 

photoelectron spectroscopy (XPS) was used to analyze the rates of decomposition of 

these monolayers on flat surfaces. Atomic Force Microscopy (AFM) has been used to 

analyze the roughness of the surfaces used for this SMIP process, to view patterns grown 

in the monolayer, and to analyze the roughness of the blanket films and patterned 

polymers grown via SMIP. An overview of the basic physics of these techniques is given 

in the subsequent sections.  

 

3.2 Sample Preparation 

Polymerization experiments were performed on 330 – 432 micrometer (µm) thick 

silicon wafers that were p-type doped to achieve a sheet resistance ranging from 1 to 20 

Ohm-centimeter. Sample preparation for this process was very involved. The sample 

preparation and process conditions for each of the steps are given below. 
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3.2.1 Surface Preparation for Monolayer Deposition 

Various methods for cleaning substrates for deposition experiments were used. 

After cleaning samples via these various methods, the chemical composition and surface 

roughness of the substrates were evaluated to determine the best method for preparing the 

surface for monolayer deposition. 

3.2.1.1 Plasma Cleaning 

The plasma clean consists of placing surfaces in a Harrick Scientific plasma 

chamber. Air is ionized in the plasma chamber. The purpose of this process is to 

physically remove any contaminants from the surface of the substrate. This plasma is 

predominantly nitrogen; therefore,  it might have passivate the silicon dioxide surface and 

prevented molecules from reacting to it.[55] 

3.2.1.2 RCA Cleaning 

The RCA clean is an extensive cleaning technique in which a substrate is 

subjected to three liquid baths that remove specific contaminants from it.[56] The first bath 

is called the SC-1 bath and consists of water, hydrogen peroxide, and ammonia mixed in 

a volume ratio of 5: 1: 1 (water: peroxide: ammonia). It is heated to 60˚C, and the 

substrate sat in this solution for 10 minutes.  The purpose of this bath is to remove 

organic contaminants and trace metals from the surface. The second bath was the 

hydrofluoric acid (HF) bath. This bath is a 50:1 volume mixture of water and HF. (There 

are 50 parts water) The wafer sits in this bath for 15 seconds at room temperature. The 

purpose of this bath is to remove the native oxide from the silicon surface. The third bath 

is the called the SC-2 bath. It consists of water, hydrogen peroxide, and hydrochloric acid 

(HCl) mixed in a 5: 1: 1 volume ratio and heated to 60˚C. The substrate sits in this bath 
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for 10 minutes. The purpose of this bath is to remove alkali ions and residual metals from 

the silicon surface. After each of these process steps, the wafer is rinsed with de-ionized 

(DI) water for 10 minutes. This process not only thoroughly cleans the silicon wafer 

surface; it creates a fresh oxide on which material can be deposited.  

3.2.1.3 Acid Treatment 

This procedure was adopted from an XPS study on silicon.[57] The purpose of this 

step is to increase the concentration of hydroxyl groups available on the surface of the 

native oxide of the wafer. The wafer is placed in a 1 molar nitric acid (1M HNO3) 

solution for 2 hours, removed from the solution, and dried in a nitrogen stream.  

Various combinations of these procedures have been used to analyze the effect of 

the surface treatment on the rate of deposition and the overall concentration of 

monolayers deposited onto silicon oxide surfaces.  

3.2.2 Material Processing for Polymerization Experiments 

In order to create patterned polymer surfaces, materials have to be processed in a 

specific manner. Below is an outline of the procedures used to create polymers grafted to 

silicon surfaces via the SMIP process.  

3.2.2.1 Monomer Preparation 

Styrene and methyl methacrylate monomers have been polymerized in these 

experiments. Styrene monomer was chromatographically purified over aluminum oxide, 

distilled in vacuum from copper (II) chloride, and stored under argon at 0 degrees Celsius 

(ºC).  Methyl methacrylate monomer was purified over a copolymer of styrene and 

divinylbenzene. It was purified at the point of use. 
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3.2.2.2 Degassing the System 

Purified monomer was placed in a test tube with the substrates. The test tube was 

then connected to a shlenk line. Three freeze-pump-thaw cycles were performed on the 

monomer/substrate mixture. The ultimate pressure of the pump cycle was 10-2 torr {10 

millitorr (mTorr)}.  The substrate was then placed in either a hot water bath or an oil bath 

and allowed to polymerize for the desired time. 

3.2.2.3 Cleaning of Substrates after Polymerization 

After polymerization, the substrates were placed in a sohxlet apparatus for at least 

6 hours. Poly(styrene) films were extracted in toluene in the sohxlet apparatus. After the 

sohxlet extraction, the films were washed in toluene, acetone, methanol, isopropanol, and 

water. Poly(methyl methacrylate) (PMMA) films were extracted in methanol. After the 

sohxlet procedure, the PMMA films were rinsed in methanol, isopropanol, and water. 

 

3.3 Chemical Characterization via XPS 

X-ray photoelectron spectroscopy (XPS), also known as electron spectroscopy for 

chemical analysis (ESCA), is a semi-quantitative, surface-sensitive technique for 

analyzing the chemical composition of surfaces.  In XPS, monochromatic x-rays impinge 

upon a surface and photoelectrons are emitted from the sample. By analyzing the energy 

distribution of the photoelectrons, the chemical composition and bonding characteristics 

of the sample can be determined.  The information depth for XPS is limited to about the 

top 50 Angstroms (Å) of the sample.[58] This depth is set by the distance the 

photoelectrons can travel in a solid material without undergoing inelastic collisions; 

therefore, XPS is a very surface-sensitive technique.   
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XPS is based on the “photoelectric effect”.  When an x-ray of known energy impinges on 

a sample, photoelectrons from the inner shell electrons of the sample are emitted. The 

kinetic energy of these photoelectrons is dependent on the binding energy (BE) of the 

electron and the x-ray photon energy.[59]  A schematic illustrating this relationship is 

shown in Figure 3.1.   

 

 

Figure 3.1: Schematic of the photoelectron effect in XPS 

 
 
In figure 3.1, EV and EF are the vacuum and the Fermi energy levels respectively.  The 

symbol φ represents the work function of the spectrometer ( VF EE − ) and is constant for 

a given spectrometer.  Each element has a unique set of core energy levels, which 

correspond to specific binding energies.  These binding energies will shift depending on 

the chemical environment (bonding structure) in which they reside.  As a result, the 

kinetic energy distribution of the ejected photoelectrons can be used to identify the 

composition and bonding states of the sample.  The binding energy may be calculated 

from the measured kinetic energy of the photoelectron by the following relationship. 
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BE h KEυ φ= − −                Equation 3.1 

 
 

In equation 3.1, BE is the binding energy of the electron in its core state, hν is the kinetic 

energy of the incident x-ray (1486.6 eV), KE is the kinetic energy of the photoelectron, 

and φ is the work function of the spectrometer.  

The surface hydroxyl density of silicon wafers and the rates of decomposition of 

initiator layers were determined using a Physical Electronics (PHI) 1600 XPS system. 

Monochromatic Aluminum Kα x-rays were generated using a water-cooled anode 

operating at 350 Watts.  Data was collected at a chamber pressure below 5 x 10-9 Torr.  

Sample alignment, prior to data acquisition was performed by maximizing the 

photoelectron intensity corresponding to the primary carbon 1s peak located at a binding 

energy of 285eV.  Sample charging did not occur during sample analysis; therefore, data 

was analyzed as received. Sometimes data were collected at different take off angles on 

the same sample in order to maximize the intensity of the elements of the surface species.  

Relative compositions of the various species in the deposited films were determined by 

curve fitting each spectral region, assuming all peaks to be perfectly Gaussian, with a 

constant full width half maximum (FWHM). 
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3.4 Physical Characterization 

3.4.1 QCM-D 

Quartz crystal microbalance with dissipation monitoring (QCM-D) has been used 

to measure the rates of deposition of initiator molecules onto surfaces and to monitor the 

method by which the initiator deposits onto the surface. Quartz crystal microbalance 

(QCM) techniques exploit the piezoelectric properties of quartz. Piezoelectric (meaning 

“pressure electric”) materials oscillate in an applied electric field. The frequency of 

oscillation of the crystal changes when mass is added or removed from the surface of the 

crystal. This technique is sensitive to mass changes on the order of nanograms per square 

centimeter (ng/cm2).[60] In this QCM-D technique, frequency shifts are monitored not 

only at the fundamental frequency of five megahertz (5 MHz); shifts are monitored at the 

3rd, 5th, and 7th overtones of this fundamental frequency (15 MHz, 25 MHz, and 35 MHz, 

respectively).  In addition to monitoring the resonant frequency of the crystal, QCM-D 

measures the dissipation factor exhibited by the quartz crystal. This is done by 

monitoring the decay in the frequency of the crystal after the oscillator circuit is turned 

off. Depending on the viscoelastic properties of the material on the crystal surface, the 

frequency will decay slowly or rapidly. Rigid, solid-like materials will exhibit slow 

frequency decay. Soft, viscoelastic materials will exhibit fast frequency decay.[61] These 

phenomena are represented in figure 3.2.  
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Figure 3.2: Schematic of QCM-D technique 

 
 
Dissipation factors of the fundamental frequency along with the 3rd, 5th, and 7th harmonics 

are measured using this QCM-D technique.   

Quartz crystals are usually coated with metal electrodes and placed in a cell 

holder to be connected to an oscillatory circuit. An AC voltage is applied across its 

electrodes and the crystal oscillates in thickness shear mode. In this mode, a shear wave 

is created through the thickness of the film. At the resonant frequency, the node of this 

wave is located in the center of the crystal. When a rigid mass is added or removed from 

the surface of the crystal, it is treated as an equivalent amount of quartz. The node of the 

shear wave created in the crystal accommodates this change in mass. A schematic of this 

phenomenon for mass being added to the quartz surface is shown in figure 3.3.   
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Figure 3.3: Schematic of the process of monitoring mass addition to QCM surfaces. 

 
 

The mass density (in units of ng/cm2) of the rigid film being added to the surface 

can be calculated via the Sauerbrey equation which is shown below. 

f
f

C f
m

n
− ∆

∆ =
i

               Equation 3.2 

In this equation, f∆  is the frequency shift of the crystal, n is the overtone number, and 

fC  is the crystal constant. For the crystals used in this study, the constant was 17.7 ng 

Hz-1 cm-2. In the case of some of these small initiator layers absorbing onto SiO2 surfaces, 

the absorbed film is not rigid and the Sauerbrey relation does not hold. The material is 

viscoelastic and the mass added will not directly couple into changes in frequency of the 

crystal. The dissipation of the crystal, therefore, needs to be measured to account for the 

change in mass as well as the viscoelastic properties of the material added. The 
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dissipation (D) is defined as the energy lost during one oscillation cycle with respect to 

the total energy stored in the oscillator. It is written as follows. 

2
lost

stored

ED
Eπ

=                 Equation 3.3 

This dissipation is measured by recording the reaction of a freely oscillating crystal after 

the oscillator circuit has been turned off. By monitoring both the resonant frequency and 

dissipation at multiple frequencies, properties of the absorbing films can be characterized 

in detail. 

AT-cut quartz crystals with gold electrodes and a thin film of SiO2 deposited onto 

the top face were purchased from Q-sense Corporation. The fundamental frequency of 

these crystals was 5MHz. These crystals were used in a QAFC 302 axial flow cell and 

connected to an oscillator circuit.[62] Both of these components were also purchased from 

Q-sense Corporation. Resonant frequency and dissipation values were monitored at the 

fundamental frequency of 5 MHz and 3rd, 5th, and 7th overtones of 15 MHz, 25MHz, and 

35 MHz. This tool was not only used to monitor the rate at which initiator deposited onto 

SiO2 surfaces; it aided in gaining insight into the process by which initiator deposited 

onto SiO2 covered surfaces.  

3.4.2 Atomic Force Microscopy 

Atomic Force Microscopy (AFM) was used to observe the formation of patterns 

in initiator monolayers and polymer layers. It was also used to probe the formation of 

blanket films onto silicon oxide surfaces. AFM is a technique that has been used for the 

past 20 years to obtain information about the microstructure of surfaces. The mode of 

operation is very simple. An atomically sharp tip is scanned across the surface to be 

analyzed. This tip is attached to the backside of a reflective cantilever, and it is controlled 
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by feedback mechanisms that enable the scanner to maintain constant force above the 

sample surface. A laser is focused on the cantilever and deflected into a position sensitive 

detector. Sensitivity of less than an Angstrom is achieved via this method.[63] A schematic 

of the general set up is shown in figure 3.4. 
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Figure 3.4: Schematic of the components of an AFM 

 
 

3.4.2.1 Contact Mode 

Contact mode is the most common mode used in AFM. In this mode, silicon 

nitride probes and cantilevers are used. A Si3N4 tip scans the sample in close contact with 

the surface. The force on the tip is repulsive, and it is set by pushing the cantilever 

against the sample surface with a piezoelectric positioning element. The deflection of the 

cantilever is sensed and compared in a DC feedback amplifier to some desired value of 

deflection. If the measured deflection is different from the desired value, the feedback 

amplifier applies a voltage to the positioning element to raise or lower the cantilever to 
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restore the desired deflection. The voltage applied to the positioning element is a measure 

of the height of the features on the sample surface, and it is displayed as a function of the 

lateral position of the sample. In this study, the AFM was operated in contact mode to 

collect images of patterns in the initiator layers.   

3.4.2.2 Lateral Force Mode 

The AFM was operated in later force mode (LFM) in conjunction with contact 

mode imaging to obtain pictures of patterns grown in initiator monolayers. The theory 

behind this feature is very simple; cantilevers scanning laterally (perpendicular to their 

length) torque as they encounter high friction sites. Low friction sites torque the 

cantilever less.[64] After obtaining a good topographical scan of the initiator layer on the 

surface in contact mode, the scan angle of the system was set to 90˚ and the friction on 

the cantilever tip was monitored. This friction measurement amplified patterns that were 

created in the monolayer with ultraviolet and electron beam radiation.  

3.4.2.3 Tapping Mode 

The tapping mode technique allows high resolution topographic imaging of 

sample surfaces that are easily damaged, loosely hold to their substrate, or are difficult to 

image by other AFM techniques. In this mode, silicon cantilever probes are used. They 

are alternately placed in contact with the surface to provide high resolution imaging and 

then lifted off the surface such as not to scrape it. The cantilever oscillates at its resonant 

frequency using a piezoelectric crystal. This crystal causes the cantilever to oscillate with 

a high amplitude (on the order of 10 nm) when the tip is not in contact with the surface. 

The oscillating tip is then moved toward the surface until it begins to lightly touch the 

surface. During scanning, the vertically oscillating tip alternately contacts the surface and 
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lifts off at frequencies ranging from 50 to 500 kilohertz (kHz). As the oscillating 

cantilever begins to intermittently contact the surface, the amplitude of cantilever 

oscillation is reduced due to energy loss caused by the tip contacting the surface. The 

reduction in oscillation amplitude is used to identify and measure surface features. In 

addition to the amplitude of oscillation diminishing upon contact with the surface, the 

phase of oscillation also diminishes. This feature can be exploited to distinguish the 

hardness or softness of material deposited on the surface. Tapping mode AFM was used 

to analyze the morphology of blanket and patterned polymer films grown on silicon 

surfaces.  
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CHAPTER 4  
 

DETERMINATION OF SURFACE REACTIVITY 

 
 
 
4.1  Introduction 
 

The first step in this SMIP process is to deposit the initiator molecules onto the 

substrate. In order to maximize the number of initiator molecules that assemble onto the 

oxide, it is desired to create a surface in which the number of hydroxyl groups 

terminating the SiO2 surface is maximized. This chapter discusses means to quantify the 

number of hydroxyl groups terminating the SiO2 surface. Two means of quantifying the 

number of hydroxyl groups on the surface are presented. One of these methods proved 

amenable for giving semi-quantitative information as to the number of hydroxyl groups 

on the surface, and the relative number of hydroxyl groups terminating the SiO2 surface 

using this method is presented as a function of the surface treatment. The roughness of 

the surface as a function of surface treatment is also presented. The numbers from the 

previous analyses were used to determine the surface treatment most appropriate for this 

SMIP process.  

 

4.2 Background  

One goal of this section of the dissertation is to determine the number of hydroxyl 

sites emanating from a planar oxide surface. Most of the reports that discuss quantifying 

the number of hydroxyl sites terminating silicon dioxide surfaces are found in the 

heterogeneous catalysis literature. These studies report a means to quantify hydroxyl 
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content on high surface area silica. It is hoped that the procedures used in these reports 

can be modified to account for the hydroxyl content on planar oxide surfaces.  

There is one general procedure used to determine the number of hydroxyl groups 

terminating from high surface area silica. It involves using a capping agent to react with 

the silica. This capping agent is usually comprised of a compound that can be easily 

identified via either elemental analysis or Nuclear Magnetic Resonance Spectroscopy 

(NMR); therefore, one of these simple procedures can be used to determine the amount of 

capping agent that has reacted to the surface. The elemental analysis or NMR data can 

then be used to calculate the number of hydroxyl groups emanating from the silica. One 

of the most common capping agents used in these procedures is hexamethyldisilazane 

(HMDS).[65-68] In this reaction, the HMDS reacts with the silanol and terminates the 

surface with trimethylsilyl groups as shown the figure 4.1. Subsequent NMR then can be 

used to determine the amount of organic loading on the surface which can then be 

correlated to the number of hydroxyl groups emanating from the surface. In modifying 

this procedure to account for a flat surface, one can use an alternate technique to NMR to 

determine the amount of capping agent on the surface. The simplest technique to analyze 

chemical surface content is XPS. Unfortunately this technique cannot be used in this 

experiment.  The capping agent contains silicon and carbon. Silicon is already in the 

sample, and carbon is a common surface contaminant. It would therefore not be easy to 

distinguish between capping agent, the silicon oxide surface, and surface contaminants. 
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Figure 4.1: Reaction of HMDS with hydroxyl groups terminating a silicon oxide surface 

 

Another method described by Susannah Scott and co-workers utilizes vanadium 

compounds to determine the number of hydroxyl groups terminating silica surfaces. In 

this report, they use vanadium oxytrichloride to react with the surface.[69] The reaction 

proceeds in a manner shown in figure 4.2. The authors argue that this vanadium 

compound only reacts with one hydroxyl site. They then use NMR to determine the 

number vanadium compounds attached to the surface. XPS can be used to determine the 

loading of vanadium on a planar silicon oxide surface. The vanadium 2p3/2 photoelectron 

emission line for VOCl2 (the product of the reaction between VOCl3 and the surface) 

occurs between 515.5 and 517.5 eV. These lines are close to the oxygen 1s photoelectron 

emission line which occurs at 540 eV; however, because of the strong sensitivity the XPS 

has to the vanadium emission (The sensitivity factor for vanadium 2p3/2 emission is 

1.456. The sensitivity factor for oxygen 1s emission is 0.733), it is very easy to detect 

vanadium on the oxide surface via XPS. 
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Figure 4.2: Reaction of VOCl3 with hydroxyl groups terminating a silicon oxide surface 

 

Another experiment was conducted to determine the number of hydroxyl groups 

emanating from the surface, and it was similar to the experiment described above. Instead 

of using a capping agent in a surface reaction, a self-assembled monolayer (SAM) that 

contains a tag which is sensitive to surface analysis was reacted to the surface. The oxide 

surface was reacted with a 5mM (in toluene) solution of a per-fluorinated derivative of 

octadecyldimethylchlorosilane called (heptadecafluoro-1,1,2,2-

tetrahydrodecyl)dimethylchlorosilane.  The fluorine content was measured in the XPS.  

The second goal of this experiment is to determine the effect the surface treatment 

has on the roughness of the surface. The roughness of the surface plays a role in the 

amount of material that can deposit onto the surface. As the roughness of the surface 

increases, the specific area of the surface increases. This increase in surface area affects 

the amount of initiator that deposits onto the surface. AFM was used to determine the 

roughness of silicon chips after being exposed to specific surface treatments. The 

experimental procedure and results of these experiments are given below. 
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4.3 Materials and Experimental Procedure 

4.3.1 Materials  

VOCl3 was stored in a sealed glass bulb and degassed by performing three freeze-

pump-thaw cycles before use. Toluene (HPLC grade), was used as received. 

(Heptadecafluoro-1,1,2,2-tetrahydrodecyl)dimethylchlorosilane was purchased from 

Gelest Corporation without further purification. 5mM solutions of this material in toluene 

were mixed and used within 12 hours of performing experiments. All of the studies were 

performed on 1” x 1” p-type doped silicon wafers. The wafers were cleaned via one of 

the five following methods: RCA clean, plasma treatment, acid treatment, plasma 

treatment followed by an acid treatment, and no treatment. After each wafer was exposed 

to the appropriate surface treatment, one of the following reactions was performed. 

4.3.2 Experimental Procedure: Vanadium Reaction 

The substrates were placed in a clean glass reaction chamber shown in figure 4.3. 

This is basically a distillation apparatus. Vanadium oxytrichloride (VOCl3), which was a 

clear yellow color, was connected to the apparatus where to the distillation flask is shown 

in figure 4.3. The flask that contained the VOCl3 was separated from the rest of the 

distillation apparatus by a high vacuum Teflon valve; the VOCl3 was never exposed to 

the atmosphere after it was purified. After connecting the flask to the distillation 

apparatus, the VOCl3 was placed in a sand bath which was heated to 40˚C. The wafer 

chips were placed in the collection flask. Vacuum was pulled on the entire system 

through a port near the collection flask, and the VOCl3 was allowed to travel to the other 

side of the column due to the temperature and pressure gradients established.  After one 

hour of reaction time, the VOCl3 was removed from the sand bath. The valve that 
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separated the VOCl3 from the rest of the apparatus was closed. The vacuum remained on 

for another 1.5 hours. This procedure was performed to remove any physisorbed material 

from the chamber. After this period, the vacuum was turned off, the substrates were 

removed from the collection flask, and they were placed in the XPS chamber for analysis.  
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(actual distillation flask had 

teflon seal between joint 

and material)
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(wafer chips sat here)

Vacuum port
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Figure 4.3: Apparatus used for VOCl3 reaction 

 

4.3.3 Experimental Procedure: Fluorinated SAM Reaction 

Wafer chips were exposed to a 5mM (in toluene) solution of (heptadecafluoro-

1,1,2,2-tetrahydrodecyl)dimethylchlorosilane for 14 hours to ensure maximum surface 

coverage. They were then removed from solution, rinsed with toluene, acetone, methanol, 

isopropanol, and finally water. Finally, they were dried in a nitrogen stream and placed in 

an XPS chamber for analysis of surface chemical composition. All XPS analysis was 

performed at a take off angle of 45˚. The area of the fluorine 1s photoelectron emission 

spectrum for each measurement was normalized to its respective oxygen spectrum. 

(Oxygen in the sample came from the oxide layer and any oxygen that adsorbed onto the 
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surface from the ambient. Since the entire set of wafer chips were exposed to ambient 

conditions for a short and equal amount of time, the airborne contaminants did not 

adversely affect the analysis.)  

 

4.4 Results and Discussion 

4.4.1 Vanadium Experiments 

After performing the vanadium reaction, the vessel was completely covered with 

a yellow/red vanadium oxychloride film as shown in figure 4.4 below. (It is unknown as 

to how many chlorine atoms emanated from the vanadium after the reaction.) The silicon 

wafers were also covered with a film that produced a color ranging from blue to red on 

the surface. Since the film is visible, it must have an optical thickness of at least 100 nm. 

This optical thickness is the product of the true film thickness and its refractive index. If 

this film is truly a monolayer, then its refractive index must be significantly high. From 

visible inspection, it is easy to assume that a monolayer did not form on the surface.  
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Figure 4.4: VOCl3 apparatus after completion of surface reaction 

 
 

To quantify this assumption, one can analyze the XPS data. A survey spectrum 

collected at a take off angle of 45˚of a sample removed from the vanadium reaction flask 

is shown in figure 4.5 below. This spectrum shows XPS photoemission lines emanating 

from oxygen (540 eV), carbon (283 eV), and vanadium (627 eV, 515 eV, 66 eV, and 37 

eV). No chlorine or silicon emission lines are shown. Since no chlorine is present in the 

system, it is safe to assume that the material hydrolyzed in ambient. At a 45˚ take off 

angle, photoelectrons from the top 50Å of the film are emitted into the detector. Since 

there was no silicon emission, it is safe to assume that this element is not in the top 50Å 

of the film. Two conclusions can be drawn from this survey spectrum. The vanadium 

compound hydrolyzed, and the layer of vanadium was thicker than 50Å. 
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Figure 4.5: Survey spectrum of wafer chip reacted with VOCl3 

 
 

After scanning this sample, it was washed with acetone, then methanol, 

isopropanol, and finally water. At the water washing step, the color disappeared. The 

sample was dried in a nitrogen stream and placed back into the XPS chamber. Another 

survey scan at a take off angle of 45˚ was taken. This scan is shown in figure 4.6 below. 

There is no vanadium present on the surface. Silicon is present in this scan. Magnification 

of the vanadium 2p3/2 emission from this sample before and after washing is shown in 

figure 4.7. There are no peaks in this region after the sample was washed. Water washed 

the vanadium off of the sample. Since a monolayer was not formed on the surface with 

this vanadium compound and this compound easily washed off with water, it was not 

used to determine the number of hydroxyl groups emanating from the native oxide 

surface of the wafer. 
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Figure 4.6: Survey spectrum of surface that was washed after the vanadium reaction 

 
Figure 4.7: Vanadium 2p3/2 region of  x-ray photoelectron spectrum a)after reaction with VOCl3 and b) 

after washing VOCl3 covered surface with water 
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4.4.2 Fluorinated SAM Experiments 

The results of the fluorinated SAM experiment is shown in figure 4.8.  
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Figure 4.8: Chemical reactivity of silicon surfaces subjected to different surface treatments 

As can be seen by the graph above, the RCA clean produced the most reactive surface. 

The acid treatment came in close second. The RCA clean involves removing the native 

oxide (HF washing step) and growing a fresh oxide in the subsequent processing steps. It 

is believed that this procedure is the most crucial in dictating the reactivity of the surface. 

If it is not the desire to etch this oxide layer (as will be the case in the next chapter), the 

acid treatment would be the most optimal procedure for maximizing the number of 

hydroxyl groups on the native oxide surface. 
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4.4.3 Roughness Experiments 

The results of the roughness experiments are shown in figure 4.9. The chemical 

treatment that provided the smoothest surface was the acid treatment.  
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Figure 4.9: Roughness of silicon wafers after surface treatment 

 

4.5 Conclusions 

The goal of this chapter is to determine the effect the surface treatment had on 

both the chemical and physical properties of the native oxide used in this SMIP process. 

A technique used in the heterogeneous catalysis literature utilizing a vanadium chemistry 

to determine the chemical availability of hydroxyl groups on high surface area silica 

surfaces was not deemed adequate to determine the number of hydroxyl groups 

terminating native oxide surfaces on flat wafers. From analyzing the amount of 

fluorinated material that reacted with the surface, it was deemed that the RCA clean 
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provided the surface with the most reactive surface for the deposition process. The acid 

treatment provided the second most reactive surface for deposition. The acid treatment 

provided the smoothest surface for deposition. The RCA clean came in second in terms 

of smoothness. In order to create the smoothest, most reactive surfaces, either the RCA 

clean or the acid treatment can be employed.   
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CHAPTER 5  
 

CHLOROSILANE DEPOSITION 

 
 
 
5.1  Introduction 
 

The first step in this SMIP process is to deposit the initiator molecules onto the 

substrate. Specifically, the chlorosilane end groups of the initiator react with the hydroxyl 

groups terminating the SiO2 surface, and the initiator self-assembles onto the oxide. 

Chlorosilane terminated molecules have been extensively studied over the past 20 years 

to create self assembled monolayers (SAMs) that modify glass surfaces[70]; however, 

there is debate about the rates and structure of the monolayers that are deposited. The 

information presented in this chapter serves as a means to clarify some of the issues 

present in the literature. This chapter discusses the rates of deposition of 

octadecyltrichlorosilane (OTS), octadecylmethyldichlorosilane (ODS) and 

octadecyldimethylchlorosilane (OMS) molecules to SiO2 surfaces by means of the QCM-

D technique. Specific features of the absorption of these molecules are also discussed. 

Optimization of the initiator structure based on the model data is presented. Finally, the 

rate of deposition of the initiator molecule is predicted from the model silane data. 

 

5.2 Materials Studied 

Due to the lack of abundant availability of initiator, model silanes of OTS, ODS, 

and OMS were used in this study to mimic the deposition of the initiator on quartz 

surfaces. The structure of the initiator and the model silanes are shown in figure 5.1. 
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Figure 5.1: Structure of compounds investigated in this study. (OTS) n-octadecyltrichlorosilane, (ODS) 
n-octadecylmethyldichlorosilane, (OMS) n-octadecyldimethylchlorosilane: the model compounds used for 

QCM-D experiments; the initiator investigated in this study 

 
 

5.3 Review of Previous Literature 

There are conflicting reports concerning the structure and rates of deposition of 

silane compounds on surfaces. Most of the studies in the literature have investigated the 

rates of absorption of OTS onto SiO2 surfaces, be they silica beads[40, 71] or powders, glass 

or fused silica[72-74], or thermally grown or native oxide on silicon wafers.[73, 75-77] The 

investigations regarding the rates of deposition and structure of the SAMs created from 

these materials can be summarized in the following manner.  There is debate as to how 

OTS deposits onto SiO2 surfaces. Some argue that the deposition follows a first order 

Langmuirian kinetic law[73, 76] which is represented in equation 5.1. In the following 

equations, Γ is the graft density (number of molecules reacting with the surface per unit 



 57

area) of the reacting molecule, k is the rate constant of deposition, and C0 is the bulk 

concentration of absorbing molecules in solution. A Langmuirian kinetic law assumes 

that the surface reaction rate is dictated solely by the chemical reaction between the 

molecules and the surface. The rate constant that defines the deposition reaction of the 

silane on the surface remains constant throughout the deposition; therefore, the amount of 

material on the surface should plateau after a significant conversion is reached (as shown 

in the example in figure 5.2 
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Figure 5.2: Example of Langmuir kinetics 

 
 

Other researchers have found that the surface concentration never reached a 

plateau, even after significant time periods. These researchers have proposed alternate 

models to their data.  Helmy et al[78] modeled the deposition of OTS (and other molecules 

that undergo self-assembly upon reacting with oxides), with a two term Langmuirian 

model (shown in equation 5.2 below). Their rational for this model is given as follows. 



 58

The initial fast reaction rate occurs when the reaction sites are not occupied. As the 

absorbing molecules reach ~70% coverage, the growth is described by the slow exponent 

(second term). They mention that the slowing of this process can be caused by slow 

diffusion of new molecules that must pass through a layer of molecules that are already 

grafted or by blocking of reactive sites by solvent molecules or other depositing 

molecules.  

1 2

0

1 k Ct k Cte eα β− −Γ
= − −

Γ
 where 1α β+ =           Equation 5.2 

Krishnan et al[75] proposed a mechanism in which the molecules react via a 

Langmuirian mechanism; however, the activation energy of deposition increases as the 

reaction proceeds (as shown in equation 5.3 below). This increase in activation energy is 

due to the fact that as the surface becomes occupied, it becomes more difficult for the 

reacting material to find reactive sites. This mechanism is the most physically feasible of 

all those presented. After integrating this expression, an equation is established in which 

the surface density of material continually increases after long reaction times. Krishnan et 

al probed the deposition of OTS onto the native oxide on silicon surfaces using attenuated 

total reflection infrared spectroscopy (ATR-IR) and were able to fit their experimental 

data to this model with extremely low error. In the following equation, EA
0 is the initial 

activation energy of the reaction, ka is the rate constants associated with depositing the 

molecule to the surface, and k2 is the rate constant associated with the change in 

activation energy as the reaction proceeds.  

0
' '2

2exp expA
a b a b

E kd k C k C k
dt RT

 + ΓΓ  = − = − Γ   
 

           Equation 5.3 
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Reports of the rates of deposition of ODS on SiO2 surfaces are not present in the 

literature, and only a few researchers have reported the rates of absorption of OMS onto 

SiO2 surfaces. Helmy et al investigated the rates of deposition and OTS and OMS on 

titanium oxide surfaces.  They found that the rate of absorption of OMS molecules was 

significantly lower than those of the OTS molecules. Their data also supports that of 

Angst et al[79] who also reported that the monolayers of OMS were not as ordered as 

those of OTS. They argue that the three chlorines on the OTS enable the molecules to 

cross-link with each other as well as react with the surface. This cross-linking facilitates 

the formation of a well ordered monolayer. They also argue that the methyl groups that 

branch off of the silicon atom in the OMS molecule prevent the OMS molecule from 

forming a dense ordered monolayer on the surface. The data and analysis presented in 

this document serve to add to this growing body of knowledge. 

 
5.4 Experimental Conditions 

Toluene (HPLC grade), was used as received. OMS, ODS, and OTS were 

purchased from Gelest Corporation without further purification. 5mM solutions of these 

materials in toluene were mixed and used within 3 days of performing experiments. In 

QCM-D experiments, toluene washed over the quartz crystal at least five times prior to 

monolayer deposition. This ensured that the frequency shift associated with the 

monolayer deposition was solely due to the monolayer (not the solvent). All of the 

deposition experiments were performed in static mode. The solutions sat in a volume of 

100 microliters (µL) above the quartz crystal until the experiment was complete. Given 

this volume and concentration, approximately 1017 molecules of OTS, ODS, or OMS 

were in the chamber at any given time. If one assumes that the separation between a 
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silicon atom and an oxygen atom in SiO2 is 3.58 Å and measures the area of the Q-sense 

crystals (which is 0.5 cm2), one can calculate the number of silicon atoms on a surface. If 

a further assumption is made that each surface atom (silicon and oxygen) terminates in a 

hydroxyl group on the surface (This is the maximum possible number of hydroxyl groups 

that could be on the surface.), one counts a concentration of 1015 hydroxyl sites on the 

QCM crystals. The concentration of OTS, ODS, or OMS in solution is at least two orders 

of magnitude greater than the number of reactive sites on the crystal. There is no way that 

there can be a concentration gradient of absorbing molecules in the flow cell; therefore, 

no transport phenomena should have occurred during these experiments.  

 

5.5 Results and Discussion 

5.5.1 QCM-D Analysis of Model Silane Deposition 

5.5.1.1 Validity of Sauerbrey Relationship 

As mentioned in Chapter 3, the Sauerbrey relationship is a simple formula used to 

calculate the specific mass added to the surface of a quartz crystal. This relationship 

assumes that the mass added to the quartz crystal can be treated as an equivalent amount 

of quartz. This assumption is valid if the frequency shift is less than 5% of the 

fundamental frequency of the crystal and if the material added to the surface is rigid. 

There are two means to use the QCM data to see if the material deposits in a rigid 

manner. The first is to normalize the deposition data. If a plot of the frequency shift of all 

of the overtones divided by its overtone number results in lines that essentially lie on top 

of each other, the material can be assumed to be rigid.[80] If the plots do not directly lie on 

top of each other, another test can be used. This heuristic is called the D/f analysis. If the 
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change in dissipation is at most five times less than the magnitude of the frequency shift 

of the crystal, the material can be assumed to be rigid.[81] This phenomenon can be tested 

by plotting the shift in dissipation against the (negative) frequency shift of the crystal. If 

the overall slope of this line (the absolute magnitude in dissipation shift divided by the 

absolute magnitude in frequency shift) is less than or equal to 0.2, the material is 

considered rigid and can be approximated by the Saubery relationship.  

5.5.1.2 D/f Plots 

In addition to validating the Sauerbrey relationship, the D/f plots also give 

information as to the structure of the molecules that deposit onto surfaces. OTS and ODS 

molecules investigated in this study have the potential of forming networks on crystal 

surfaces. Analyzing the D/f plots will help one elucidate whether or not these materials 

form networks. If a material is rigid and obeys the Sauerbrey relationship, the D/f plot 

will look like the example shown in figure 5.3a. Since the material deposits onto the 

surface in a rigid manner, the dissipation factor will be basically unaffected. The D/f plot 

will proceed along a shallow slope. (The change in frequency does not produce a 

significant change in dissipation factor.) The layer then becomes saturated with absorbing 

molecules. The dissipation factor will essentially remain constant as a few more 

molecules add to the surface (the frequency continues to decrease) and the slope of the 

D/f line will approach zero. Once the layer is fully saturated with molecules, D and f will 

remain essentially constant and a cluster of points will appear at the right of the graph. 

The absolute change in dissipation divided by the absolute change in frequency is less 
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than 0.2. 
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Figure 5.3: Example D/f plots of different types of material depositing onto QCM surfaces. (a) a rigid 
material depositing on the surface, (b) a floppy material depositing on the surface, and (c) a material 

depositing and forming networks on a surface 

 
 

A D/f plot of a viscoelastic material depositing onto a surface looks similar to that 

shown in figure 5.3b. Since the material deposits onto the surface in a floppy manner, the 

dissipation factor increases at a rate comparable to the shift in frequency; the slope of the 

D/f line is greater than 0.2. At the end of the deposition process, the dissipation and 

frequency will remain constant, and a cluster of points will appear at the top right corner 

of the graph.  Figure 5.3c is an example of the D/f plot that results from a material that 

has more than one reactive group and is able to form networks on the quartz surface. 

ODS and OTS are examples materials that have the potential to form networks. Initially, 

the molecule deposits onto the surface in either a floppy or rigid manner. The frequency 

and dissipation factors shift according to the phenomenon shown in the initial stages of 

figure 5.3a or 5.3b. After the surface becomes saturated, the material begins to form a 

network on the surface. The network material is not as rigid as the initial layer formed, 

and the dissipation begins to increase at a rate greater than the frequency shift associated 

with the extra mass added to the surface. The slope of the curve increases significantly. 
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By analyzing the frequency shift and the D/f plots of these model silanes, one can gain 

insight into the rate of deposition and the structure of model silanes onto silicon oxide 

surfaces.[82] This information can be used to predict the rate of deposition and structure of 

these SMIP initiator layers on surfaces.  

5.5.1.3 Deposition of Octadecyltrichlorosilane on Quartz Surfaces 

The QCM-D was initially used to model the deposition of OTS on surfaces in 

order to compare the QCM-D data to the abundant amount of data in the literature. The 

frequency shift associated with depositing OTS onto an untreated quartz crystal is shown 

in figure 5.4 below. The normalized frequency shifts do not lie on each other; the 

Sauerbrey relationship is an invalid means to approximate the data. It also appears that it 

takes a long time for this material to absorb onto quartz surface. The shift in frequency 

remains constant only after 100 minutes of absorption. 

 

Figure 5.4: Frequency shift associated with deposition of 5mM OTS in toluene onto a new quartz 
crystal. 
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Analysis of the D/f plots gives some insight as to how this material deposits onto the 

surface of the quartz crystal. The D/f plot associated with the third harmonic of this 

process is shown below. This plot mimics the general shape shown in figure 5.3c. There 

is clear evidence that this material forms a network on the surface of the quartz crystal.  

 
Figure 5.5: D/f Plot associated with the absorption of OTS onto a quartz crystal 

 
 

After the OTS layers absorb to form a layer on the surface of the crystal that 

corresponds to a 20 Hz mass uptake, the layer starts to form networks on the surface. The 

A frequency shift of 20 Hz occurred almost immediately after introduction of the OTS 

molecules; therefore, the rate of deposition of these materials is very fast. The overall 

slope of the D/f plot associated with OTS absorption is 0.6, which is considered by the 

QCM-D heuristic to be a viscoelastic layer. Other researchers analyzed the rigidity of the 

layer via IR; the vibrations associated with the methylene stretches exhibit a higher 

frequency in the amorphous state than in the rigid state. After about an hour, the 

vibrations associated with methylene stretching exhibit a negative frequency shift of 

about 20 cm-1, which indicates that the layer is rigid on the surface. This experiment can 
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be performed on the OTS layers QCM analysis to see if the 0.6 D/f slope corresponds to a 

rigid layer in the IR. 

5.5.1.4 Deposition of Octadecylmethyldichlorosilane on Quartz 

Surfaces 

The deposition of dichlorosilanes is a little more complex than that of OTS. 

Depending on the surface treatment, the frequency shift and the D/f plots associated with 

the deposition of the dichlorosilanes exhibits different behavior. In figure 5.6 below is a 

plot of the deposition of ODS onto a previously used crystal that was treated with acid 

before deposition. In the initial stages of the deposition, the normalized frequency shifts 

tend to lie on top of each other. As the deposition proceeds to higher conversion, the 

normalized frequency shifts deviate from each other, and the material appears to deposit 

on the surface in a viscoelastic manner.  

 
Figure 5.6: Frequency shift associated with the deposition of ODS onto an old quartz crystal that was 

treated with acid only. 

 
 

The D/f plot of this deposition is shown in figure 5.7. The ODS molecules appear 

to deposit via a rigid mechanism. (The slope of the D/f plot is around 0.10) After the 



 66

material deposits enough mass to create a 20 Hz shift in the fundamental frequency of the 

crystal, the ODS molecules appear to form a network on the surface as exhibited by the 

increase in slope of the D/f plot after 20 Hz of deposition. 

 
Figure 5.7: D/f plot associated with the deposition of ODS on a previously used QCM crystal treated 

with acid only. 

 
 

The deposition of ODS on a more precisely treated crystal proceeds in a different 

manner. The frequency shift associated with the deposition of ODS on a new crystal that 

has been plasma treated and then acid treated is shown in figure 5.8. The normalized 

frequency shifts of the overtones lie on essentially the same line for the duration of the 

experiment, which indicates that the ODS molecules are depositing in a rigid manner. 

The ultimate frequency shift associated with the deposition of these molecules is about 24 

Hz, which corresponds to a molecular uptake of about 7 x 1014 molecules/cm2 or 10 

µmol/m2. This level of uptake is comparable to levels reported of trichlorosilanes 

depositing onto silicon oxide surfaces.[71] 
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Figure 5.8: Frequency shift associated with the deposition of OMS onto a new crystal that was 

plasma and acid treated 

 

 

The D/f plot of this absorption process supports the claim that the material 

deposits in a rigid manner. In figure 5.9 is the D/f plot of associated with this deposition 

process. The plot mimics the example plot shown in figure 5.3a; the deposition of the 

material can be modeled by the Sauerbrey relationship. (The slope of the D/f plot is 0.15) 

  
Figure 5.9: D/f plot associated with the deposition of ODS onto a new crystal that has been plasma 

and acid treated 
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Since the mass uptake is directly proportional to the frequency shift of the crystal 

(Sauerbrey relationship), the frequency shift can be directly modeled to ascertain the rates 

at which ODS molecules deposit onto surfaces. In figure 5.10 is shown the mass uptake 

associated with this deposition modeled by both the Simple Langmuir equation (equation 

5.1) and the Langmuir equation modified to account for an increase in the activation 

energy as the reaction proceeds (equation 5.3). (This fitting was performed using the 

Solver tool in Microsoft Excel.) As seen in this graph, the fit is somewhat off at the initial 

stages of deposition for both models. A better equation is needed to model the entire 

process of deposition of the ODS molecules. The D/f plot does give information about 

the time associated with processing this material. The slope of the D/f plot becomes flat 

after 16 Hz of material has been placed on the surface. A 16 Hz uptake takes place within 

5 minutes of depositing the ODS onto the surface. After 20 minutes, the layer is 

essentially saturated. Therefore, ODS can be processed to form a monolayer on silicon 

oxide surfaces in less than half an hour.  
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Figure 5.10: Models used to approximate the deposition of ODS on quartz crystal surfaces that have 

been treated with plasma and acid 

  

5.5.1.5 Deposition of Octadecylmonochlorosilane on Quartz 

Surfaces 

The frequency shift associated with the deposition of 

octadecyldimethylchlorosilane onto quartz crystal surfaces is shown in the figure 5.11. 

This molecule deposits in a manner in which the monolayer is more floppy than the 

monolayer of ODS, yet the layer does exhibit some order. The frequency shifts of the 

overtones associated with the absorption of OMS onto an acid treated quartz crystal 

surface are shown below. The normalized frequency shifts overlap with an error of about 

6Hz.  
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Figure 5.11: Frequency shift associated with the absorption of OMS onto an acid treated quartz 

crystal surface 

 
 

The D/f plot of the deposition of this molecule is shown in figure 5.12.  The overall slope 

of the D/f plot is about 0.6; therefore, it is questionable if this process can be modeled via 

Langmuir reaction kinetics. An attempt was made to model this data with both the simple 

and modified Langmuir models. The error could not be minimized when modeling the 

data via the modified Langmuir model (as shown in Figure 5.13). As shown by the figure 

5.11 above, it takes approximately 6 hours for the frequency to decrease by 20 Hz. It 

takes the dichlorosilane minutes to decrease by the same amount. The rate constant for 

absorption is obviously an order or magnitude smaller for the absorption of 

monochlorosilanes than for dichlorosilanes. If it takes half an hour for the ODS to form a 

saturated layer, then it takes about 1.5 hours for the OMS to saturate the surface.  
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Figure 5.12: D/f plot associated with the absorption of OMS onto an acid treated surface 

 
 

The rate of deposition of the OTS molecules is faster than that of the ODS 

molecules which is faster than that of the OMS molecules. The OTS molecules, however, 

quickly form networks on the quartz surface, and the deposition of these molecules 

cannot be controlled. ODS molecules, however, can be made to deposit in an ordered 

monolayer on a silicon oxide surface if that surface is treated in a way that the number of 

surface reactive sites is enhanced. OMS deposits to form a layer that is not as rigid as 

ODS. OMS also deposits onto quartz surfaces at a rate that is significantly slower than 

that of ODS. 
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Figure 5.13: Modeling of OMS absorption onto acid treated surface 

 
 
 
5.5.2 Prediction of Initiator Deposition 

The end group of the initiator is a monochlorosilane; therefore, it should deposit 

at essentially the same rate as that of OMS. It should, therefore, take hours for initiator 

molecules to form a monolayer on SiO2 surfaces. The initiator is shorter and that of OMS 

and therefore has the potential to form a more rigid layer[83]; however, the initiator also 

contains carbonyl and azo groups which may adversely affect its ability to pack well on 

the surface. Further analysis of the impact of the structure of this particular initiator on its 

packing is needed.   
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Simple Langmuir 
Model

k ka' k2

ODS 6.17 x 103 8.07 x 104 4.19 x 101

OMS 1.95 x 103 1 x 10-2 6.7 x 103

Modified Langmuir Model

 
Table 5.1: Summary of rate constants obtained from modeling QCM deposition data 

 

 

5.6 Proposed Optimal Initiator Structure 

A time scale on the order of hours for absorbing the SMIP initiator is 

unacceptable for processing samples for this NGL process. The chemistry of the initiator 

needs to be tailored for faster deposition. A simple way to alter the structure of this 

initiator to increase the rate of absorption of the initiator is to change the chemistry of its 

anchor group. This can be done by synthesizing an initiator with a dichlorosilane end 

group. The synthesis of this dichlorosilane initiator has been reported by Prucker et al[39] 

and alters only one step in the monochlorosilane initiator synthesis. The structure of this 

dichlorosilane initiator is shown below in figure 5.14. 
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Figure 5.14: Initiator structure optimized for surface deposition 

 
 
 
5.7 Conclusion 

The rates of deposition and structure of chlorosilane molecules onto quartz crystal 

surfaces has been investigated to predict the rates of absorption of SMIP initiators on 
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silicon oxide surfaces. The rates of deposition depend on both the method by which the 

surfaces have been treated and the anchoring group of the depositing molecule. 

Trichlorosilanes deposit onto surfaces quickly; however, the structure of the monolayer 

deposited cannot easily be controlled. Dichlorosilane molecules can be tailored to form 

ordered monolayers onto quartz surfaces with relatively high rates of deposition. 

Monochlorosilanes form floppy layers onto quartz surfaces with rates of deposition that 

are an order of magnitude lower than that of dichlorosilanes. SMIP initiator layers used in 

these studies are monochlorosilanes; therefore, it is predicted that they deposit on quartz 

surfaces at relatively low rates. In order to optimize the rate of deposition of the initiator 

layers onto the surfaces, its chemistry can be modified to contain a dichlorosilane end 

group. This dichlorosilane can decrease the time of deposition significantly. It is 

uncertain as to whether or not this layer will form a well ordered monolayer on the 

surface. The impact of the structure of the initiator on its packing density and rigidity 

needs to be explored.  
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CHAPTER 6  
 

PHOTOCHEMICAL DECOMPOSITION OF INITIATORS 

 
 
 
6.1  Introduction 

The second step of the processes involved in creating patterned polymer films via 

this SMIP process is to photochemically decompose the initiator layer to create a pattern 

in it. After the photochemical decomposition, the remaining initiator sites are thermally 

decomposed in the presence of monomer to form patterned polymer films. This chapter 

discusses the deep ultraviolet (DUV: 248 nm) photochemical decomposition of the 

initiators used for this process. The photochemical sensitivity of these compounds are 

compared to other SAMs being evaluated as ultra-thin etch masks. A means for 

optimizing the rate of photochemical decomposition of the initiator ends this chapter. 

 

6.2 Materials Studied 

The general structure of the initiators was mentioned in Chapter 2 and is briefly 

reviewed in figure 6.1. The initiator has four basic sections: the anchoring group, the 

spacer, the free radical generator (azo group), and the end group. Two initiators were 

analyzed in this study. Both of these initiators have chlorosilane anchoring groups for 

attaching the initiator to hydroxyl terminated SiO2 surfaces. Both initiators also have 

ester groups in the spacer unit. These ester groups serve as the cleavable unit in the 

initiators. The difference between the two materials lies in the end group. Initiator A has 

a chlorosilane end group which allows the molecule to be doubly attached to surface. 

Initiator B has a methyl terminated end group. 
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Figure 6.1: General initiator structure and specific initiators used in this study 

 
 
 
6.3 Data Calibration  

The rates of decomposition of these initiators were monitored via XPS. X-rays 

that impinge upon the sample from the XPS also decompose the initiator; therefore, 

before analyzing the decomposition of these initiators, a calibration curve was established 

to determine the extent to which the x-rays decomposed the monolayer.  A silicon sample 

coated with the initiator was placed in the XPS and data scans were collected at various 

time intervals while the x-ray exposed the surface.   

6.3.1 Determining the Location of the Azo Peak 

The first task in evaluating this data was to determine the location of the azo 

(N=N) peak. There are two types of nitrogen in the system: The first stems from the 

nitrogen triply bound to carbon in the cyano (C≡N) group in the initiator molecule. The 
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second stems from the azo group. A scan of the nitrogen region of the initiator A is 

shown in figure 6.2. The largest peak in the spectrum centered at 400.22 eV is assigned to 

the nitrogen in the cyano group. This assignment was made based on literature values;[84, 

85] therefore, the second peak at 401.65 eV was assigned to the azo nitrogen. In these 

initial scans, the full width half maximum of both peaks was equal and assigned to 1.15 

eV. For all subsequent fitting, the full width half maximum of both of the peaks was 

equal.  

The area under the azo (N=N) peak in the XPS spectrum was normalized to the 

area of the SiO peak (at 103.3 eV). The electrons reaching the detector were emitted from 

the top 50Å of the film which consisted of ~20 Å of the initiator layer, the ~20 Å of 

native silicon dioxide, and about 10Å of the underlying silicon substrate. The thickness of 

the monolayer decreased as it decomposed, and a greater contribution of the electrons 

reaching the detector were emitted from the silicon substrate.  In the stack that was 

analyzed, a constant number of electrons were emitted from the silicon oxide layer. In the 

silicon spectrum, the SiO peak, which identifies the presence of the native oxide, was 

used as a constant of normalization. 
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Figure 6.2: Nitrogen spectrum of initiator A unexposed. This serves as an example of the shape and fit 

of the nitrogen spectrum before the initiator has undergone DUV exposure. 

 
After identifying the azo peak and the peak to which it should be normalized, a 

calibration curve for the decomposition of the initiator upon exposure to x-rays was 

generated. A plot of the natural logarithm of the azo peak area versus exposure time to 

the x-rays from the XPS system is shown in figure 6.3. This plot exhibits a linear 

relationship; therefore, the decomposition of the monolayer in the XPS is a first order 

process.  This calibration plot was used to adjust all XPS measurements of the azo peak 

area to account for the varying lengths of time that samples were exposed to the x-ray 

beam during XPS analysis. Most of the XPS spectra were acquired in less than 2 minutes; 

therefore, only small amounts of initiator decomposed as a result of data collection.  
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Figure 6.3: First order rate plot of the decomposition of the initiator in the XPS 

 
 
 
6.4 Results and Discussion 

6.4.1 Photochemical Decomposition 

The resulting plot of the azo peak area as a function of DUV (248 nm) exposure 

dose for initiators A and B is shown in figure 6.4.  The decomposition of both initiators 

follows first order kinetics as indicated by figure 6.5 which shows a linear relationship 

between the natural logarithm of the fraction of initiator remaining on the surface as a 

function of dose.  
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Figure 6.4: Azo concentration versus dose for initiators A & B 

 
 
Using this slope of the trend line generated by the data, one can derive a simple relation 

to estimate the dose required (D) to achieve a desired fraction of initiator remaining (X) 

on the surface as shown in the following equation. 

ln( )xD
slope

= −              Equation 6.1 

Using this equation, one finds that to achieve 99% conversion of initiator A by 

exposure to DUV light one must provide an exposure dose of 1 Joule per square 

centimeter (J/cm2).  The dose required to decompose 99% of initiator B is 475 mJ/cm2. 

These doses are lower than those observed by other scientists decomposing self-

assembled monolayers on flat surfaces. Ultraviolet doses between 1 and 20 J/cm2 are 

usually required to fully decompose straight chain hydrocarbon SAMs to form patterns 
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on surfaces.[86-89] In one case, a dose of 54 J/cm2 was required to pattern the SAM.[90] 

There are only two reports in the literature of SAMs having a greater sensitivity than this. 

Researchers at the Naval Research Laboratory have been able to decompose phenyl 

terminated SAMs[91] and amine terminated SAMs[92] at doses of ~ 400 mJ/cm2 by 

exposing at a wavelength of 193 nm. At this wavelength, most organic compounds have 

strong absorbance; therefore, many compounds will show strong ablation phenomena. 
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Figure 6.5: First order rate plot of the decomposition of initiators A & B 

 
 

 
Though the doses required to decompose these samples are lower than those 

reported by others, they are unacceptable for an NGL application. The International 

Technology Roadmap for Semiconductors (ITRS) states that the sensitivities of current 

and future generation resists should be between 40 and 50 mJ/cm2; therefore, it is 
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required to optimize the sensitivity of these initiators for next generation lithography. 

Initiator B decomposes at twice the rate of initiator A. These rate constants are a product 

of the molar absorptivity (ε [cm2/mJ]) and the quantum efficiency (Φ [dimensionless]) of 

the molecules as shown in equation 6.2. 

k εφ=               Equation 6.2 

 
Collecting ultraviolet spectra of the molecules will aid in elucidating which factor is 

predominant in the difference in their photochemical behavior. Figure 6.6 shows the 

solution ultraviolet spectra of these materials. The table above the spectra shows the 

molar absorptivity and the calculated quantum efficiency of these molecules at 248 nm. 

Initiator A exhibits a molar absorptivity that is 30% higher than that of initiator B at this 

wavelength; however, the rate constant of photochemical decomposition of initiator B is 

greater than that of A. The difference in the rate constants is primarily due to the quantum 

efficiency of each molecule. 
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Figure 6.6: Ultraviolet spectrum and table of molar absorptivity and quantum efficiency of initiators 

A & B. The spectra were obtained in methylene chloride (CH2Cl2) 

  

The structure of these molecules can give insight as to why the quantum 

efficiency of these materials is so different. Both ends of initiator A have the ability to 

bind to the surface. With both ends of initiator A tethered to the surface, the probability 

of recombination of the fragments of this molecule is great. Even if only one end group 

of initiator A is tethered to the surface, the other end is bulky and will not leave the 

surface easily after the molecule has decomposed. This large molecule will most likely 

recombine with the fragment on the surface. Initiator B is only singly bound to the 

surface. As this initiator decomposes, the small non-tethered fragment of the initiator can 

leave the surface easily and the probability of recombination is minimized. In this 

experiment, initiator A has a lower rate constant of decomposition because of this 

phenomenon. A way to test this is to perform these surface decomposition experiments 
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with bifunctional initiators of different lengths. As the length of the initiator increases, 

the rate constant of decomposition should decrease. Synthesizing bifunctional initiators 

of different lengths is simple. It simply requires using altering the material used in the 

second step of the synthesis.[93] Another way to test this is to perform liquid phase 

decomposition experiments. In the liquid phase, there should be no difference in volatility 

of the fragments created during decomposition. All fragments will be in solvent. The 

vapor pressure of both initiators and initiator fragments in solution will be the same. (The 

vapor pressure will be that of the solvent.) Both of these molecules, therefore, should 

exhibit the same decomposition phenomena.   

Initiator C (shown in figure 6.7) was synthesized[94], and exhibited a molar 

absorptivity an order of magnitude greater than initiator B. This molecule exhibits a 

molar absorptivity approximately an order of magnitude greater than that of initiator B at 

wavelengths below 275 nm.[95] Assuming that the quantum efficiency of this molecule is 

similar to that of initiator B (This assumption is based on the similarity in structure of the 

two molecules.), the rate constant of decomposition of the molecule should be an order of 

magnitude greater than that of initiator B. A dose of 50 mJ/cm2 should therefore be 

required to decompose 99% of this initiator. Invoking this assumption, a plot of the 

concentration of this initiator on the surface during exposure was generated and is shown 

in figure 6.7. This initiator would decompose very rapidly. XPS data of the 

decomposition of this initiator are shown along with this ideal decomposition plot. (Note 

that this data is not repeated; therefore, there may be significant error in the data.) It 

appears as if the assumptions made can accurately describe the data; therefore, using this 
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initiator for processing would bring the sensitivity of the photochemical decomposition to 

a value that is acceptable for next generation lithography.  
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Figure 6.7: Initiator C and its photochemical decomposition. The solid line depicts the ideal 

decomposition of this material (assuming that the quantum efficiency of this molecule is similar to that of 
B). The dots depict preliminary photochemical decomposition data of a monolayer of this material 

 
 
 

6.5 Conclusion 
 

The rates of decomposition in the deep UV (248 nm) of two self-assembled azo 

compounds on SiO2 surfaces have been examined via x-ray photoelectron spectroscopy 

(XPS). At this wavelength, these molecules decompose via first order processes with rate 

constants of 9.7 x 10-3 cm2/mJ and 4.5 x 10-3 cm2/mJ. These rates of decomposition are 

faster than those seen by other observers; however, if it is required that the initiators 

should be decomposed at 99% to produce high fidelity patterns, these rates are too slow 

for next generation lithography.  The difference in reactivity of these two azo molecules 
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is due to the differences predominantly in their quantum efficiency. An initiator was 

synthesized in which exhibited an order of magnitude greater molar absorptivity than the 

two examined, and it appears that this initiator will provide a rate constant sufficient for 

NGL processing.  
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CHAPTER 7  
 

PROPERTIES OF THERMALLY GROWN FILMS AND ISSUES IN PATTERNING 
 

 

7.1 Introduction 

The third step in this SMIP process is to grow a polymer film thermally from the 

remaining protected initiator sites on the surface. Growing films via this process has 

proven to be a formidable task. After developing processes to clean the solvents, 

substrates, and glass cells used in this process, growing uniform films has proven futile; 

therefore optical thicknesses of these films could not be measured. After analyzing the 

thickness variation of these films via AFM, it was noticed that there was a correlation 

between the roughness of the films and the time for which the films had been grown. It 

was speculated that this roughness was also dependent upon the temperature at which the 

polymer was grown. The first part of this chapter serves as a means to explain these 

phenomena. A theory that explains the deviation in roughness of these polymer films is 

presented and validated with experimental data. Patterning via this positive-toned SMIP 

method has also proven to be an even greater challenge. It has proven nearly impossible 

to create smooth, high resolution patterns on the order of microns. The latter part of this 

chapter explains why patterning has been such a difficult task. The chapter concludes 

with a recommendation for future work. 
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7.2 Results 

The initial films produced via this SMIP process exhibited a significant amount of 

roughness during processing. Figure 7.1 below shows pictures of styrene films produced 

by this SMIP process. All four pictures show that these films exhibit some roughness. A 

pattern is also present in the progression of the roughness of these films. This pattern in 

roughness seems to correlate with the amount of time that the material has polymerized. 

There appears to be a conversion at which the roughness is minimized. Unfortunately 

during these experiments, the temperature of the heating bath was not precisely 

controlled, so the exact initiator conversion at which the roughness was minimized could 

not be found.  

initiator conversion = 15±9%
RMS roughness = 3.2nm

5h polymerization 10h polymerization

initiator conversion = 31±18%
RMS roughness = 1.1nm

15h polymerization

initiator conversion = 47±28%
RMS roughness = 3.3nm

20h polymerization

initiator conversion = 62±35%
RMS roughness = 3.7nm

initiator conversion = 15±9%
RMS roughness = 3.2nm
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initiator conversion = 15±9%
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5h polymerization 10h polymerization

initiator conversion = 31±18%
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15h polymerization

initiator conversion = 47±28%
RMS roughness = 3.3nm
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initiator conversion = 62±35%
RMS roughness = 3.7nm

20h polymerization

initiator conversion = 62±35%
RMS roughness = 3.7nm  

Figure 7.1: Roughness evolution in films created by SMIP process. Each box represents a scan from a 
5µm (width) x 5.1µm (length) area 
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7.2.1 Roughness versus Conversion 

When repeating these experiments (each data point is an experiment) 

polymerizing methyl methacrylate at 80˚C, the same phenomenon occurred. The 

roughness of the polymer film reached a minimum at a specific conversion of the 

decomposition of initiator. The plot of roughness versus conversion of thermal 

decomposition of initiator is shown in figure 7.2. (The thermal conversion of the initiator 

is calculated from the work of Prucker et al.[40]) 
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Figure 7.2: Roughness versus percent of thermal decomposition of the initiator. The solid line is drawn 
to explain the phenomenon that the author feels is occurring.  Polymerization of methyl methacrylate 

(1.74M in n-butanol) at 80˚C 
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The graph shows that the roughness is low at low conversion. The roughness then 

increases at 10% conversion and decreases again between 40% and 70% conversion. The 

roughness then spikes to a high value at high conversion.  

There are two phenomena occurring simultaneously while polymerizing these 

SMIP films. The first phenomenon is exhibited in figure 7.3 below. The initiator layer is 

decomposing on the surface. As the initiator continues to decompose during the thermal 

polymerization, a percentage of these decomposed chains initiates the growth of a 

polymer chain (the radical efficiency dictates this). As the initiator decomposition 

proceeds to higher conversion, more polymers are grown from the surface and the 

distance between the polymer chains decreases. Estimating a graft density (Γ) of 6 x 1014 

molecules/cm2 from the data in chapter 5 and assuming a radical efficiency (f) of 0.35 

(obtained from the analysis of Prucker et al[40]), the distance between growing chains is 

calculated as a function of thermal conversion of the initiator via equation 7.1 below and 

is depicted in figure 7.3. As the initiator continues to decompose, the distance between 

growing polymer chains is initially about 10 nm and approaches 0.7 nm. 

1

d

d
fx

=
Γ

         Equation 7.1 

 

The second phenomenon occurring during the polymerization is the growth of the 

polymer chains. According to Prucker et al, the average molecular weight and therefore 

the size of the polymer increases as the chains grow. A good indicator of the size of the 

polymer molecule is the radius of gyration. It is defined as the average square distance to 

the center of gravity of the polymer.[96] Depending on the temperature of polymerization, 

the radius of gyration of the polymer can range from nanometers to tens of nanometers. 
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There can, therefore, be a point at which the radius of gyration of the polymer is equal to 

the spacing between polymer chains. At this critical conversion, a relaxed polymer chain 

can fill in spaces on the surface. If the polymerization reaction is stopped at that critical 

conversion, the film grown would become smooth.  
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Figure 7.3: Spacing between polymer chains as a function of thermal conversion of the initiator 

  

When the roughness data in figure 7.2 is re-plotted against the spacing between 

polymer chains (converting percent conversion on the horizontal axis to distance between 

chains from figure 7.3), the following plot shown in figure 7.4 is obtained. It appears the 

roughness is minimized at the point at which the polymer chains attain a spacing of about 

1nm. According to Prucker et al, at this temperature the polymer chains have a number 

averaged molecular weight on the order of 10,000. The polydispersity indices of these 
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films were stated to be between 1.5 and 3; therefore, the weight averaged molecular 

weight of the polymer chains is approximately the same order of magnitude. The radius 

of gyration of the polymer chain at that molecular weight is on the order of 1nm.[40] It 

appears that polymerizing to a conversion at which the radius of gyration of the polymer 

is approximately equal to the spacing between chains will produce a smooth surface 

polymerized film.  
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Figure 7.4: Roughness of polymer films versus spacing between polymer chains. The picture shows the 
physical phenomena occurring as the films are polymerized for different times. Polymerization of methyl 

methacrylate (1.74M in n-butanol) at 80˚C   

 
 
 
7.2.2 Roughness versus Temperature 

According to Prucker et al, at a particular conversion of initiator, the molecular 

weight of the surface polymer grown decreases with an increase in temperature (for 



 93

temperatures ranging from 50˚C to 90˚C). If this is true, then the radius of gyration of the 

polymer should decrease with increasing temperature and the films should become 

smoother as the temperature of polymerization is increased. The graph on figure 7.5 

below shows the roughness of polymer films with respect to the temperature at which the 

polymer films were grown.  A series of polymers were polymerized to 50% conversion 

(according to Prucker et al’s thermal decomposition results) at various temperatures. The 

roughness of these films was measured, and plotted below. 
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Figure 7.5: Roughness of surface grown polymer films versus temperature. Polymerization of PMMA 
(1.74M in n-butanol) 

 
 

There appears to be no trend in the roughness of the films with an increase in 

temperature. The roughness is essentially constant with the exception of the data point at 

80˚C.  
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7.3 Conclusions Drawn about Surface Roughness 

The roughness of polymers grown via the SMIP process was shown to change as 

the thermal decomposition of the initiator proceeded. The roughness was initially high. 

Then it decreased until a critical conversion was reached. As the conversion increased 

past this critical value, the roughness increased. When analyzing the literature written 

about the molecular weight of the surface polymers grown and converting this molecular 

weight to a radius of gyration, it becomes apparent that the smoothest films are formed 

when the radius of gyration of the polymer grown is approximately equal to the spacing 

between polymer chains. It has been shown that at high conversion (50% or greater), as 

the temperature at which the polymer is grown increases, the molecular weight of the 

surface bound polymer decreases. The polymer films, therefore, should become smoother 

as the temperature at which they are polymerized increases. This phenomenon was not 

found to occur in this study. 

 

7.4 Perspectives on Patterning 

Patterning these materials via this SMIP process has proven to be an impossible 

task. Attempts were made to pattern the initiator with electron beams and amplify the 

patterns grown via thermal polymerization. The patterns generated in the first attempt at 

this process were 2-4x4 arrays of 10µm x 10µm boxes written at doses on the order of 

milli Coulombs per square centimeter (mC/cm2). This dose is an order of magnitude 

greater than the doses normally used for electron beam lithography[97] and writing was 

intentionally performed at these high doses to insure that patterns were generated. The 

first attempt at performing this procedure resulted in large blank spaces in the polymer 
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film that did not resemble the pattern generated. A micrograph of the polymer “pattern” 

is shown in figure 7.6 below. 

 

Figure 7.6: Optical micrograph of the “pattern” generated during the first attempt at electron beam 
patterning. MMA (50 volume % in methanol) was polymerized on the surface at a temperature of between 

55˚C and 60˚C for 24 hours. 

 
 
 
{It should also be noted that at the temperature and time of polymerization resulted in 

only 15% thermal decomposition of the initiator (according to Prucker et al).} It was 

assumed that the energy used to decompose the sample was so great that the pattern 

spread; therefore, the patterning doses were reduced and further attempts were made to 

generate patterns in the material to no avail. These later attempts were performed at 

temperatures ranging from 75˚C to 80˚C for times between 10 and 18 hours. These 

temperatures and times result in an initiator conversion between 50% and 80%. The 

simple calculation shown below using data from the photochemical decomposition of the 

initiator layer on the surface shows why these patterns were not generated via this 

positive toned SMIP process. 

As shown in the previous chapter, doses on the order or 100 mJ/cm2 are required 

to photochemically decompose 99% of the initiator. These doses are unacceptable for 

NGL technology. Previously it was not known if 99% decomposition was needed to 
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create high fidelity patterns. In order to produce a high fidelity pattern, the remaining 

protected initiator left on the surface after thermal decomposition must not generate 

polymer that will destroy the image created; therefore, the spacing between two chains in 

the photochemically patterned region of the film must be significantly (at least an order 

of magnitude) greater than the radius of gyration of the polymers grown in the thermal 

polymerization step. Using the data from the previous chapters, calculating the spacing 

between two polymer chains in the patterned region of the films is simple. From the data 

provided in chapter 6, the percent of material decomposed photochemically can be 

calculated. This number is directly dependent on the rate constant of photochemical 

decomposition (kD,i) and the dose applied (D). It directly affects the initial graft density of 

initiator sites on the surface before thermal polymerization. Using this information, the 

spacing between polymer chains in the “dead region” can be easily calculated via 

equation 7.2 below. If the spacing of the polymer chains at a particular conversion is 

significantly greater than the radius of gyration of the polymers grown at a specific 

conversion, then the dose used to photochemically decompose the initiator layer is 

sufficient for the process.  

,

1
exp( )D i D

d
k D fx

=
− Γ

       Equation 7.2 

The graph below displays the spacing between polymer chains growing in the 

“dead” (photochemically decomposed) regions of the film after growth of a polymer film 

versus the thermal conversion of initiator B described in the previous chapter.  



 97

0.00

20.00

40.00

60.00

80.00

100.00

120.00

140.00

0 10 20 30 40 50 60 70 80 90 100

% thermal conversion of initiator

po
ly

m
er

 c
ha

in
 s

ep
ar

at
io

n 
(n

m
)

O mJ/cm2
20 mJ/cm2
60 mJ/cm2
100 mJ/cm2
400 mJ/cm2
600 mJ/cm2

 
Figure 7.7: Separation between polymer chains grown in the “dead” section of pattern. 

 

 

As shown in this graph, a dose of at least 400 mJ/cm2 is needed to separate the polymer 

chains in the “dead” space by tens of nanometers.  If a polymer with a radius of gyration 

greater than the separation of these polymer chains is grown, the pattern will fill in. For 

all of these experiments, the radius of gyration of the polymer films grown is at least 10 

nm. Therefore, all films fabricated via this process will fill-in. When initially formulating 

ideas about this process, it was assumed that the pattern in the film would proceed via a 

mechanism shown at the top of figure 7.8. In the “dead space” of the film essentially no 

polymerization would occur. An accurate description of the physical phenomena 

occurring is shown at the bottom of figure 7.8. Polymer is being created in both the dead 

and protected regions of the film and patterns are not accurately defined.  
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Figure 7.8: Schematic of patterns generated via the positive toned SMIP Process. 

 
 

The one electron beam imaged pattern that did not fill in was polymerized at such 

low conversion that the spacing between polymer chains was relatively high. The rate of 

decomposition of the initiator under the influence of electron beams is not known; 

therefore, the plot similar to figure 7.7 above for electron beam decomposition cannot be 

calculated.  

This analysis shows that producing positive toned patterns via this SMIP process 

is not feasible for Next Generation Lithography; therefore, another positive toned process 

should be explored. In order for this process to be practical, the initiation and 

polymerization should be performed in two steps; the species that are initiated to 
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polymerize should have lifetimes that enable the initiation and polymerization to be 

separate procedures. The general schematic of a process utilizing this scheme is shown 

below. Designing the initiator such that it generates species that can initiate ionic or 

living radical polymerization is a means of accomplishing this task. 
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Figure 7.9: Schematic for practically creating negative features via the SMIP process. 

 
 

Even though it has been shown that the positive toned SMIP process cannot be 

used as an NGL technology, the ultimate resolution of the negative toned process can still 

be evaluated. In the previous sections, the radius of gyration of the polymer grown was 

mentioned as an important factor in determining the roughness of the films. It is also 

speculated that this radius of gyration will dictate the ultimate resolution of the patterns 

created via this process. Patterns cannot be created that are smaller than this radius of 
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gyration, for the polymer pattern will spread past this size. The radius of gyration is a 

directly related to the molecular weight of the polymer that is grown from the surface. 

Polymers grown via this free radical mechanism with molecular weights on the order of 

10,000 will produce films with a radius of gyration on the order of 1nm.[40] If the 

molecular weight of polymers grown via this process can be tightly controlled to be on 

the order of 10,000, then the resolution limit of the process will be about 1nm. According 

to Prucker et al, to obtain molecular weights on the order of 10,000 one must polymerize 

at a temperature of at least 70˚C. Another means to control the molecular weight of the 

growing chains is to perform a more controlled polymerization.  Researchers at IBM[51], 

the University of Delaware[48], and Carnegie Mellon University[49] have investigated 

surface polymerization via living radical polymerization methods.  Polymers grown via 

these methods exhibit a significant level of control in both the molecular weight and 

molecular weight distribution. These methods may prove sufficient to tightly control the 

radius of gyration polymers grown on surfaces. Studies need to be performed to evaluate 

these living polymerization schemes as alternatives to this SMIP process that undergoes 

free radical polymerization. 



 101

CHAPTER 8  
 

SUMMARY AND FUTURE WORK 
 
 

8.1 Summary of Findings 

The overall goal of this project is to analyze each step in the positive toned SMIP 

process in the hopes of evaluating the overall process as a viable means to creating high 

resolution features for Next Generation Lithography. The following is a summary of the 

findings from each of the investigations. 

8.1.1 Surface Preparation 

Two means of quantifying the number of hydroxyl groups on the surface were 

presented. The first method, which was adopted from the heterogeneous catalysis 

literature, involved reacting vanadium compounds to the surface and quantifying the 

amount of vanadium reacted to the surface with XPS. In the literature, it was assumed 

that the vanadium compound formed a monolayer on the surface. From the XPS data, it 

was clear that a layer thicker than 50Å was on the surface. This vanadium layer was 

washed off of the surface with water. Because of these problems with treating the surface, 

this method was not used to characterize the hydroxyl content of the silicon oxide 

surface. Another method, which involved reacting per-fluorinated self-assembled 

monolayers onto the surface and analyzing the fluorine content of the surface via XPS, 

was used to quantify the chemical reactivity of silicon oxide surfaces. It was found that 

the RCA clean created a silicon oxide with the greatest number of hydroxyl groups.  
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The effect of the surface treatment on the roughness of the surface was also 

investigated. It was found that soaking wafers in 1M nitric acid for 2 hours provided the 

smoothest silicon oxide surface.  

8.1.2 Initiator Deposition 

Trichlorosilanes deposit onto SiO2 surfaces quickly and form networks. 

Depending on the surface treatment, dichlorosilanes form either networks or rigid 

monolayers on surfaces. The rates of deposition of dichlorosilanes appear to be three 

times slower than that of trichlorosilanes. Monochlorosilanes deposit in a floppy manner 

onto surfaces at rates significantly slower than that of dichlorosilanes.  

8.1.3 Initiator Decomposition 

Initiator layers react with ultraviolet radiation in such a manner that doses on the 

order of 100 mJ/cm2 are required to decompose 99% of the initiator layer. This 

magnitude of dose is unacceptable for a lithographic application.  

By altering the chemistry of the initiator such that the ultraviolet absorption of the 

initiator is increased, the dose required can be reduced to a value on the order of 10 

mJ/cm2. 

8.1.4 Polymer Growth 

Polymer films exhibited roughness. This roughness reaches a minimum value at a 

particular conversion of initiator. It was seen that at this critical level of conversion, the 

spacing of polymer chains that was approximately equivalent to the size of the polymer 

grown. 



 103

The roughness of the polymer films was expected to decrease with increasing 

temperature at a high conversion. In this study, the roughness did not decrease with 

increasing temperature. 

8.1.5 Patterning 

At doses below 500 mJ/cm2, the separation between polymer chains grown in the 

“dead” regions (regions that have been photochemically decomposed) is the same order 

of magnitude as the size of the polymers grown; therefore, patterns generated at these 

doses fill in.  

The resolution of the patterns created via the negative toned process is limited by 

the size of the polymers grown on the surface. In order for this limit to be on the order of 

1 nm, the polymers grown must have molecular weights on the order of 10,000. Polymers 

of this molecular weight can be grown on the surface by polymerizing at temperatures 

higher than 70˚C.  

 

8.2 Recommendations for Future Work 

8.2.1 Initiator Deposition 

A dichlorosilane derivative of the initiator can be synthesized to optimize the rate 

of deposition of the initiator onto silicon oxide surfaces. 

8.2.2 Patterning 

A practical means of creating negative toned features on surfaces is highly 

recommended. This process would involve separate processing steps for imaging the 

monolayer and polymerizing the pattern. In order to do this, the initiator must create a 

living species when exposed to light. Examples of these living species are living radicals 
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(radicals with lifetimes on the order of minutes or hours) or ions. The chemistry of the 

initiator must be altered to perform this task. 

Living polymerization can be used to create polymers of a controlled molecular 

weight and molecular weight distribution via the negative toned free radical SMIP 

process. This controlled polymerization may prove to create high resolution patterns.   
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APPENDIX 
 
 
A.1 No Transport Phenomena Occurring in QCM-D Studies  

Concentration of ODS/OMS/OTS = .005 M 

Volume of cell = 100 µL 

Total moles of ODS/OMS/OTS in solution = 5e-7 moles 

Number of molecules in solution = (5 x 10-7 moles)*(6.022 x 1023 

molecules/mol) = 1.2 x 1017 molecules 

Si-O spacing = 1.58 Å 

Area occupied by Si-O bond = π(1.58 Å)2 

Number of Si-O sites in 1cm2 = 1e20/1e4 (convert Angstroms to meters to 

centimeters)/ π(1.58Å)2 = 1.25e15 

1.2e17>>>1.2e15 

 

A.2 Summary of Relevant QCM Data 

Type of Silane Filename
Langmuir 
Absorption

Ultimate Frequency Shift 
(Hz) Surface Treatment

D/f 
Crossover 

(Hz) D/f < 1/5
Tri 2km139ots N/A 66 new curves upward no
Di 2km135ods N/A 22 old curves upward no
Di 2km159ods N/A 32 acid only (old) curves upward no
Di 2km170ods modified 24 plasma and acid (new) 16 yes

Mono 2km144oms neither 20 old N/A no
Mono 2km266oms simple 26 acid only (old) 8 no  

Table 0.1: Summary of relevant QCM data 
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 A.3 Cleaning of Quartz Crystals 

  Used quartz crystals were cleaned in a UV/ozone cleaner for 10 minutes to 

remove the absorbed monolayers. They were then prepared according to the procedures 

described in Chapter 3. 

 

 A.4 Plots of relevant QCM data 

Shifts in the fundamental frequency exhibited a lot of noise, and therefore are not 

shown in the graphs below. The following are plots of the frequency shifts and D/f plots 

associated with octadecyltrichlorosilane addition. The file name is 2km139ots.  

 
Figure 0.1: Frequency shifts associated with the addition of 5mM (in toluene) of OTS 
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Figure 0.2: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OTS 

 

 

 
Figure 0.3: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the addition 

of 5mM (in toluene) of OTS 
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Figure 0.4: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OTS 
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The following are plots of the frequency shifts and D/f plots associated with 

octadecylmethyldichlorosilane addition to a QCM crystal that was previously used. The 

file name is 2km135ods. 

 

 
Figure 0.5: Frequency shifts associated with the addition of 5mM (in toluene) of ODS on a previously 

used crystal 

 
 

 
Figure 0.6: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a previously used crystal 
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Figure 0.7: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the addition 

of 5mM (in toluene) of ODS on a previously used crystal 

 
 
 

 
Figure 0.8: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a previously used crystal 
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The following are plots of the frequency shifts and D/f plots associated with 

octadecylmethyldichlorosilane addition to a QCM crystal that was previously used and 

subsequently treated with acid. The file name is 2km159ods. 

 
Figure 0.9: Frequency shifts associated with the addition of 5mM (in toluene) of ODS on a previously 

used crystal that was subsequently acid treated 

 
 
 

 
Figure 0.10: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a previously used crystal that was subsequently acid treated 
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Figure 0.11: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a previously used crystal and subsequently acid treated 

 
 

 

 
Figure 0.12: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 
addition of 5mM (in toluene) of ODS on a previously used crystal and subsequently acid treated 
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The following are plots of the frequency shifts and D/f plots associated with 

octadecylmethyldichlorosilane addition to a new QCM crystal that was treated with acid. 

The file name is 2km170ods. 

 
Figure 0.13: Frequency shifts associated with the addition of 5mM (in toluene) of ODS on a new 

crystal that was subsequently acid treated 

 
 

 

 
Figure 0.14: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a new crystal that was subsequently acid treated 
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Figure 0.15: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a new crystal that was subsequently acid treated 

  

 

 
Figure 0.16: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of ODS on a new crystal that was subsequently acid treated 
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The following are plots of the frequency shifts and D/f plots associated with 

octadecyldimethylchlorosilane addition to a QCM crystal that was previously used. The 

file name is 2km144oms. 

 

 
 

Figure 0.17: Frequency shifts associated with the addition of 5mM (in toluene) of OMS on a 
previously used crystal 

 
 
 

 
Figure 0.18: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OMS on a previously used crystal 
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Figure 0.19: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OMS on a previously used crystal 

 

 

 

 
Figure 0.20: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OMS on a previously used crystal 
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The following are plots of the frequency shifts and D/f plots associated with 

octadecyldimethylchlorosilane addition to a QCM crystal that was previously used and 

subsequently treated with acid. The file name is 2km266oms. 

 

 
Figure 0.21: Frequency shifts associated with the addition of 5mM (in toluene) of OMS on a 

previously used crystal that was subsequently acid treated 

 

 

 
Figure 0.22: D/f plot of the third harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OMS on a previously used crystal that was subsequently acid treated 
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Figure 0.23: D/f plot of the fifth harmonic frequency and dissipation shifts associated with the 

addition of 5mM (in toluene) of OMS on a previously used crystal that was subsequently acid treated 

 
 

   

 
Figure 0.24: D/f plot of the seventh harmonic frequency and dissipation shifts associated with the 
addition of 5mM (in toluene) of OMS on a previously used crystal that was subsequently acid treated 
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