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SUMMARY

The global climate change is generally believedotmur as a result of the
anthropogenic emission of greenhouse gases (GHGRIIGhe strategies to reduce
carbon emissions, storage of anthropogenic carboride@ (CQ) within geologic
reservoirs is an immediately available option foitigating the global environmental
impact of CQ by removing large amounts of the gas from the aphere. In this thesis,
first a generalized Darcy-Forchheimer multiphassvfimodel is developed and used to
investigate the transition behavior between Dancg &orchheimer flows during GO
injection into deep saline aquifers. The second érthis thesis focuses on the
investigation of the kinetic mass transfer of sulflioxide (SQ) and CQ from CG
stream to the saline and the resultant brine acadibn and induced porosity and
permeability changes due to $€b-injection with CQ in deep saline aquifers by using
numerical models for multiphase flow, contaminaansport and geochemistry with the

coupling between the changes of porosity and pdbitityeand the multiphase fluid flow.

In the first part of this thesis, a convenient digion of the Forchheimer number is
proposed to derive a generalized Darcy-Forchhemedel for multiphase flows. The
generalized mathematical model is then discretiaed solved using control volume
finite difference method to simulate two-phase tiaéimmiscible and incompressible
flow in non-deformable homogeneous porous medi&. fAlmerical tool is validated by
comparing the results to those obtained using a-aeatytical solution to the Buckley-
Leverett problem with Forchheimer effects. In aiddit this thesis proposes a new
method to determine the critical Forchheimer nunfberthe transition between Darcy
flow and Forchheimer flow for both single and mpiki phases and obtains the critical
values for both water and G®y using experimental data in the literature. €hécal
Forchheimer numbers and the multiphase flow model then used to analyze the
application problem involving the injection of G@to deep saline aquifers. The results
show that the Forchheimer effect, compounded bybineyancy effect caused by the
density difference between the injected C&hd the saline, would result in higher

Xiv



displacement efficiency with a magnitude of moranttb0% in the Forchheimer regime
than that for Darcy flow, which could increase sterage capacity for the same injection
rate and volume of a site. Another merit for theomporation of Forchheimer effect is
that more C@Qwould be accumulated in the lower half of the domeand lower pressure
would be imposed on the lower boundary of the aa-rdue to the stronger vertical
resistance as a result of the combination of treyéncy effects and Forchheimer effects.
However, as a price for the advantages mentionedealthe injection pressure required
in Forchheimer flow would be higher than that faarBy flow, which would expose the
formation near the injecting area to a higher pressand might increase the risk of

fracturing the domain and G@eakage into the atmosphere.

In the second part of the study, we first develomdtiphase flow, contaminant
transport and geochemical model which incorportitekinetic mass transfer of $@nd
CQO; into deep saline aquifers and the coupling betwgerfluid flow and the induced
porosity and permeability changes caused by theelacidification. Then the model is
used to analyze the brine acidification and theultast mineral dissolution and
precipitation which would further cause the chanigegorosity and permeability due to
SO, co-injection with CQ into deep saline aquifers. The results show that do-
injection of SQ with CO, would lead to a substantially acid zone near tifecting well
and it is important to include the kinetic dissauatof SGQ from the CQ stream to the
water phase into the simulation models becausad¢bemulated difference in the saline
acidification and the induced porosity and permli@gbchanges between kinetic and

equilibrium dissolution of S@is considerable and can not be neglected.
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Chapter 1 Introduction

1.1 Background

1.1.1 Darcy-Forchheimer flow

Fluid flow through porous media is an importanteagpof many applications in
petroleum engineering, environmental hydrogeologg enore recently in applications
such as Carbon Dioxide (GOsequestration and storage in deep saline aquFersthe
successful design and operation of these projegtsessential to accurately describe the
behavior of fluid flow through porous media. In gea this behavior is commonly
characterized by Darcy’s law. According to Darclge/, the pressure gradient is linearly
proportional to the fluid velocity in the porous dne

In certain applications deviations of fluid flow H@evior from Darcy’'s law have
long been observed (Chilton et al., 1931; Greeaal.e1951; Ergun, 1952; Tek et al., 1962;
Scheidegger, 1972; Katz and Lee, 1990; Andradé,et399; Zeng and Grigg, 2006). To
describe these cases various terms, such as ney-Daw, turbulent flow, inertial flow,
high velocity flow, nonlinear flow, etc., have beased (Firoozabadi and Katz, 1979). In
the literature we see several attempts to redefieedDarcy equation for these cases. For
example, Forchheimer (1901) added a second ordecite term to represent the
microscopic inertial effect, and modified the Dareguation into the Forchheimer
equation. The so called Forchheimer flow is widebnsidered to describe the inertial
effects due to additional friction observed forHhigelocity flow. Theoretical, field and
experimental studies performed on non-Darcy flowspobrous media have focused
mostly on single-phase-flow conditions in the @itlagas industry (Swift and Kiel, 1962;
Tek et al.,, 1962; Lee et al., 1987). More recentgyeral studies are reported in the
literature that extend the Forchheimer equationmtgtiphase flow and provide the
governing equations for correlating non-Darcy flawefficients under multiphase
conditions (Evans et al.,, 1987; Evans and Evan881Qiu et al., 1995; Wu, 2002,
Ahmadi et al., 2010; Zhang and Xing, 2012). ThecRbeimer flow condition commonly
occurs in near-wellbore area due to high injectiates and thus high flow velocity.

However, currently the Forchheimer effect has neerb well accounted for in the



numerical simulation of multiphase flows, espegiall the process of COstorage in
deep saline aquifers. Recently, Mijic and Lafor2810) studied the salt precipitation
during CQ injection for an inertial flow regime and concludéhat it is necessary to
include nonlinear flow behavior in near-wellborear

The transition between Darcy flow and Forchheint@wfis described in terms of
two different criteria: (i) the use of the Reynolasmber (Type-l) defined by Equation
(1.1); and, (ii) the use of the Forchheimer num@gpe-Il) expressed as Equation (1.2),

Re:pTdV (1.1)
f =% (1.2)

whered is the diameter of particles anélis the Forchheimer coefficient. The Type-I

criterion has been applied mainly in columns ofkegicparticles in which characteristic
length, usually chosen as the representative padiameter, is available, and the Type-
Il criterion has been used mainly in numerical nisdA detailed review of the criteria
used for the transition between Darcy flow and Rbeimer flow for single phase case
can be found in Zeng and Grigg (2006). In a resaudy on the transition between Darcy
and Forchheimer flow for single phase case by Zheingl. (2012), non-Darcy flow
behavior is described using the Forchheimer equatod the Forchheimer number is
used to determine if the flow is of Darcy or Forelmher. The results show that when
Forchheimer flow in the near-well region is consatk both the fluid velocity and the
wellbore pressure are much different than the Daftow velocity and pressure
conditions. Except this study, to our knowledgeréhare no other studies in the literature
that incorporate the transition between Darcy femvd Forchheimer flow in applications
especially for multiphase flows in two dimensioradplications. Because of lack of
detailed studies in this area, as well as the madlieal difficulty of handling highly
nonlinear Forchheimer flow terms in multiphase flequations, our understanding of

Forchheimer flow behavior through porous mediauisantly very limited.



1.1.2 Effects of co-injected impurities on G@eologic storage

Geological sequestration of carbon dioxide is emngr@s a promising process to
diminish, if not prevent, the further increasingdés of carbon dioxide in the atmosphere.
Of all the candidate deep geologic formations whintiude aquifers in sedimentary
formations, structural traps in depleted oil and @galds and deep un-mineable coal
seams, sequestration in deep saline aquifers especially appealing option due to the
great abundance of injection sites, huge potergiakage capacity and technical
feasibility (Bruant et al., 2002; Bachu, 2008; Bamand Cole, 2008).

Since CQoriginates from a variety of sources, such as @ioad power plants, gas
plants, refineries, steel and cement plants, the §€if@am contains various impurities,
such asNitrogen gas (B, dioxygen (@), argon (Ar), sulfur oxide (S nitrogen oxide (N¢),
hydrogen sulfide (kB), etc.,in various concentrations. The co-injection of theapurities
with CO; in geologic sequestration also has economic ingestOn one hand, the purity
level of CQ stream comes with the cost of energy and moneyisAminted out in a
research by Mckinsey & Company (2008), the costsepfaration and compression of
CO, from point sources constitute the largest parheftbtal cost of carbon capture and
sequestration. This is partially due to the faet t8Q captured from a point source is
never a pure stream. To increase the purity ofstineam and decrease the level of
impurities, it requires an exponential increaséhe money and energy needed if the
purity increases from lower levels to higher angdhler levels. Permitting a less pure
stream for injection would decrease the total calthough the impurities in the stream
might have negative impacts on the transport pigsliand long term storage in the deep
saline aquifers. On the other hand, different itdlalssectors spend billions of dollars on
controlling the emissions of SONO, and HS. For example, every year, the electric
power industry, the largest point sources from WHZO, will be captured, collectively
spends more than $5 billion on permits for the trigh emit SQ (USEPA, 2009).
Therefore, it may be economically advantageoustmect SQ, NO, and BS with CQ
into deep saline aquifers.

However, it is vitally necessary to investigate plagential effects of these impurities
before impurities like SQ NO, and BHS can be safely disposed with €@ general, the

effects of impurities on (short- and long-term) lggacal storage can be categorized into



physical effect and chemical effect. The physidtda is related to the storage capacity
reduction due to non-condensable impurities sucla#r, N, and H which are less
dense than C£and hence take greater volumes. The chemicalteff@about the induced
porosity and permeability changes caused by thesmaindissolution and subsequent
precipitation associate with the dissolution inta aeaction with water of SOH,S and
NOy.

A primary issue concerning geologic €®equestration is the potential for brine
acidification. Injection of pure COwill result in the formation of carbonic acid alekd
to brine acidification, which would bring about @aatalyzed mineral dissolution and
precipitation (Gunter and Perkins, 1993; Baines ®arden, 2004; Xu et al., 2004,
Giammar et al., 2005; Li et al., 2006; Zerai et 2006; Gaus et al., 2008; Peters, 2009).
These reactions will change the permeability andogity and may endanger the
formation integrity (Kaszuba et al., 2005). Howewaineral dissolution may also cause
pH buffering as was observed in the fi¢ection into the Frio formation (Kharaka et al.,
2006). If the buffering capacity provided by then@tion mineralogy is insufficient, the
acidified brine may degrade cements of nearby alyzedl wells or weaken the integrity
of the caprock, thereby enhancing the probabilit @, leakage to the surface (Gaus et
al., 2005; Nordbotten et al., 2005; Carey et &Q72 Duguid et al., 2007; Gherardi et al.,
2007; Kutchko et al., 2007). The presence of intjasj such as SCGand HBS, may lead
to further brine acidification due to the formatiof stronger acids. Both S@nd HS
have been previously studied as co-injectants @fh (Gunter et al., 2000; Knauss et al.,
2005; Palandri and Kharaka, 2005; Xu et al., 208nauss et al. (2005) predicted that
co-injection of even a small amount of SQ0° bar partial pressure) would result in a
brine pH of unity and increased mineral dissolutiore to the formation of sulfuric acid.
Xu et al. (2007) provided extra evidence for extebrine acidification due to co-
injection of SQ by demonstrating that SQ@o-injection would result in near-zero pH
values within a radial distance exceeding 100 mftbe point of injection.

However, these previous modeling studies (Knatisal,e2005; Xu et. al, 2007) of
co-injection of SQ with CO, assume sustained phase equilibrium between all the
supercritical CQ (scCQ) and brine. Only the extreme case for no limitatan the

contact of S@with the brine was considered. The kinetic maasdier of S@ and CQ



into the water phase was ignored in almost alctimeent geochemical models which deal
with the potential effects of impurities of sc&Qhis could result in overestimation of
the actual acidity during COnjection into deep saline aquifer and thus coulodpce
inaccurate estimate of the induced changes in tihesply and permeability. Therefore
there is a need to estimate the flux of,$Om the injected C®to the bulk brine phase.
Moreover, such kinetic mechanisms need to be iatedrinto numerical models. Only
until recently did Ellis et al. (2010) acknowleddgjee importance of mass transfer
limitations for SQ through two-phase boundary to the brine acidiiicaand resultant
mineral dissolution and precipitation. Based onrtkenplified model, they concluded
that the magnitude, onset, and spatial extentioklacidification may not be significant
if the dissolution rate of the injected S@as considered. However, the simplified
geometry of their model and the neglecting of twage flows entail their model to be
only valid after the injection period when gfw can be negligible. So far, in the
modeling research on geologic €®equestration, there is no multiphase flow and
transport model which incorporates the kinetic alisson of SQ and CQ. This could be
attributed to the lack of kinetic data and the regfaent of high performance computing.
Another important aspect during the multiphase flawd transport modeling
research on geologic GGequestration is to incorporate the changes obsutgr and
permeability into the multiphase flow model. Howev@reviously, almost all the
multiphase and transport models coupled with geoated reaction models only monitor
the changes of porosity and permeability inducednioyeral and precipitation (Knauss
et. al, 2005; Xu et. al, 2007). To our knowleddmre is no research in the literature that
has fully coupled the changes of porosity and pabiigy with multiphase flow models
for geologic CQ sequestration. Therefore, the impact of the narping between fluid
flow and porosity and permeability change is laygeiknown. Furthermore, it is of great
significance to account for the interaction betwdenfluid flow and changes in porosity
and permeability since the phase pressure is \@sitsve to the changes of porosity and
permeability and it is the injection pressure tlwatild have significant impact on the cost

of injection and the probability of safely stori@g, in the deep aquifers.



1.2 Motivation and objective
From the introduction in Section 1.1, we can codelthat there is few, if not at all,

studies that incorporate the transition betweencypdilow and Forchheimer flow for
multiphase flow cases and our understanding of lfaicner flow behavior through
porous media is currently very limited, althouglcwaate characterization of the fluid
flow in the porous media is one of the most impar@spects for many applications in
petroleum engineering, environmental hydrogeology aore recently COgeologic
sequestration and storage in deep saline aquiféescan also find out that the kinetic
mass transfer of SOand CQ from CQ, stream to the saline and the fully coupling
between the changes of porosity and permeabildynanltiphase flow are two significant
dimensions to investigate the brine acidificationdathe induced porosity and
permeability changes due to $€b-injection with scC@

Therefore, the objectives of this thesis is: (i)rteestigate the transition behavior
between Darcy flow and Forchheimer flow for mulegle cases, especially for the
applications in C@geologic storage; and, (ii) to gain a more thotougderstanding of
the magnitude and time scale of brine acidificateamd the induced porosity and
permeability changes for the case of ,SE-injection during geologic carbon
sequestration in deep saline formations with tlcenporation of the kinetic mass transfer
of SO, and CQ from CG, stream to the water and the fully coupling betwénenchanges

of porosity and permeability and multiphase flow.

1.3 Organization of thethesis
The thesis includes six chapters. The introdudsagiven in this chapter.

A comprehensive literature review of the reseangics relevant to this study is
presented in Chapter 2. These topics include arvieve of Carbon Capture and Storage
(CCYS), flow regimes and flow transition criterianporous media, the corrections of the
Forchheimer coefficient, non-Darcy flow modelindfeets of co-injected impurities on
CO, geological storage, and geochemical modeling.

In Chapter 3, the governing equations for multighisw are developed, and the
numerical methods used to solve the equations i@esn.gThen the model is validated

with a semi-analytical solution. In addition, a nemethod to determine the critical



Forchheimer number for single and multiphase flevplioposed. Finally, the developed
multiphase model and the critical Forchheimer num(need to identify the transition
between Darcy and Forchheimer flow regions) arel usehe analysis of Cnjection
into a deep saline aquifer (2-D domain).

In Chapter 4, the governing equations for multighesntaminant transport and the
geochemical model are developed, and the numernetiods used to solve the equations
are given. The developed model in this chapterosgpted with the multiphase flow
model presented in Chapter 3 with the incorporatbithe fully coupling between the
changes of porosity and permeability and multiphHéss. Then the complete model is
used to investigate the brine acidification and it@uced porosity and permeability
changes due to co-injection with scg@cluding the kinetic mass transfer of Sénd
CO, from CG, stream to the water for a 1-D domain with the agstion of Darcy flow.

Chapter 5 focuses on the investigation of the ttiansbehavior between Darcy
and Forchheimer flow and the kinetic dissolution 0 and its resultant brine
acidification and induced porosity and permeabititanges during S@o-injection with
CQO, into a deep saline aquifer (a 2-D large domain).

Finally, in Chapter 6, conclusions and recommeodatifor further research are

given.



Chapter 2 Literaturereview

In this chapter, a comprehensive literature revaéwhe research topics relevant to
this study is presented, including an overview a@ilfn Capture and Storage (CCS),
flow regimes and flow transition criterion in posumedia, the corrections of the
Forchheimer coefficient, non-Darcy flow modelindfeets of co-injected impurities on

carbon dioxide (Cg) geological storage, and geochemical modeling.

2.1 An overview of CCS and mechanismsfor geologic storage of CO,
2.1.1 An overview of CCS

Carbon capture and storage (CCS), is the processseapfarating carbon

dioxide (CQ) from large industrial point sources, such as dafgssil fuel, biomass
energy, and industrial facilities, transportingtd an injection site, and storing it
underground for geologically significant periodstiofe.

The first step in C@sequestration is to accumulate concentrated G& for
transport and storage. Typically, €om large-scale industrial facilities or poweapls
is conventionally captured in three different pssms: (1) pre-combustion, which is
designed to remove GOfrom gas mixture produced typically by gasificatio
(gasification of the fossil fuel with oxygen gensa synthesis gas---a gas mixture of H
and CQ) prior to its combustion; (2) post-combustion, efhseparates the diluted €O
emitted from the flue gas mixture due to the comtibnsof fossil fuels or biomass; and (3)
oxy-fuel combustion, which uses pure oxygen instefdir for combustion, producing
flue gases that consist mostly of £€&nd water from which the GQs more readily
separated.

Following separation, C{s compressed to increase its density and magasier
and cheaper to transport. In the end,,®@s to be transported to suitable storage sites
through various options of overland transport. F#gasnethods include truck, train, ship,
and pipeline (Parfomak et al., 2008). The costetiffe mode of transport can depend on
the locations of capture and storage, distance founce to storage, and the quantities of
CO, being transported, but the quantity to be transpors the most important factor



(Metz et al., 2005). Transports by truck, traind ahip are applicable options for small to
medium volumes of CQover very long distances. For large volumes ob,Giipeline is

the most practical option for overland transpoxtehese at least 2 to 3 million metric tons
(Mt) per year of CQ are generally required to be transported fromnglsifossil fuel
power plant (Metz et al., 2005). Pipelines are ety the most common approach to
transport large amounts of compressed, ©er long distances because they are the
cheapest type of transport. €fipelines operate at ambient temperature angetssure

of more than 74 bars to maintain the supercritstaie of CQ, with primary compressor
units placed where CQs injected, and booster compressors located ededefurther
along the pipeline (Parfomak et al., 2008).

As for CQ, storage, various sequestration methods have bmesidered. Carbon
dioxide sequestration involves the injection of L@to various formations: (1)
geological storage, providing that the £ injected into underground with a depth at
least 800-1000 meters in order to maintain a sujpiest state of CQ@ (2) ocean storage,
where the C@is injected deep into the ocean below approxima&d@0 meter depths.

1) Geological storage

The proposal of geological storage of anthropogel@ as a greenhouse gas
mitigation option was inspired from the engineeregction of CQ into subsurface
geological formations for enhanced oil recovery B§Qvhich was first undertaken in
Texas, USA, in the early 1970s. After that, littbsearch was done until the early 1990s,
when the proposal became more and more feasilmaghrthe work of individuals and
research groups (Marchetti, 1977; Baes et al., 1B8@arstad, 1992; Koide et al., 1992;
van der Meer, 1992; Gunter et al., 1993; Hollowagt 8avage, 1993; Bachu et al., 1994;
Korbol and Kaddour, 1994; Holloway, S., 2001; Stetval., 2002).

Currently, ideal candidate geological formationgtatle for geologic storage of
CQO, are believed to include depleted oil and gas vessr;, deep unmineable coal seams
and deep saline aquifers (Metz et al., 2005).

Depleted oil and gas reservoirs are attractive idaels for CQ storage because of
three reasons. First, the geological structure pimgkical properties of hydrocarbon
reservoirs are generally well understood with cotepmodels available to predict the

displacement behavior and trapping of hydrocarb@esond, those fields have been



confirmed to have adequate integrity and safetyap CQ (as well as gas or oil before);
third, storage costs may be partly or totally congaged by the saving of using some of
the existing infrastructure and wells for handli@@, storage operations and by the sale
of the additional oil or gas recovered in the caseenhanced oil or gas recovery.
However, geographic distribution and capacity mited. In addition, plugging of
abandoned wells in many mature fields began maogds ago when wells were simply
filled with a mud-laden fluid. Therefore, the cotoin of wells penetrating the caprock
must be assessed (Winter and Bergman, 1993) ifi€€nsidered to be injected.

When it comes to deep coal seams, the storage gi<d®@alized by that coal has a
higher affinity to adsorb gaseous £€@an methane and thus the injected,@®coal
seams can displace methane, at the same time emipaBGoalbed methane (CBM)
recovery. However, most CBM-producing wells in therld are less than 1000 m deep
(Metz et al., 2005).

Saline formations are deep sedimentary rocks detlingith formation waters or
highly mineralized brines which have a relativelgtaffinity for CO,. Those aquifers
with a confining layer that serves as a cap-rocistex many places. Their storage
capacities are significantly higher than those iblnd gas reservoirs and they are more
likely to be found close to large G(point sources. However, these sites are still
relatively poorly understood regarding their prdigsrand characteristics compared to oil
and gas fields and thus, the risk of encounterimgnawn faults or fractures is higher
than that in oil and gas reservoirs which have bemviously exploited. Therefore,
additional research is required.

The IPCC report suggests that £6ould be isolated for millions of years in
optimized managed geological storage sites, anditbe are likely to retain over 99% of
the injected C@over 1,000 years (Metz et al., 2005). Furthermabmut 6,000 square
miles of suitable rock formations in the U.S. haeen mapped and they could be used to
store 500 years worth of U.S. g@missions.

2) Ocean storage

Another possible option of the disposal of d®storing it in the deep oceans. The
ocean is the largest reservoir for carbon and dngekt part being in the form of deep

carbonate sediments. The captured, @@uld be injected into the deep ocean through
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pipeline. Various methods have been proposed ingudrewer et al., 1999; Metz et al.,
2005), directly depositing COonto the sea floor at depths greater than 3,00@mne
where CQ is denser than sea water to form a lake of liqQi@, on the seabed,
converting CQ to bicarbonates with the use of limestone, andirgjoCGO, in solid
clathrate hydrates structures, which already esthe ocean floor, implying permanent
CO; storage.

Numerical models of the ocean indicate that pla€@ in the deep ocean would
isolate most of the C{from the atmosphere for several centuries, but reger times
the ocean and atmosphere would equilibrate. Relativ atmospheric release, direct
injection of CQ into the ocean could reduce maximum amounts aed td atmospheric
CO, increase over the next several centuries. Dirgetiion of CQ in the ocean would
not reduce atmospheric G@ontent on the millennial time scale (Hoffert &t 4979;
Kheshgi et al., 1994).

The likely environmental impact of oceanic storagaot well understood, but it is
generally considered to have negative effects Issctarge concentrations of ¢Could
kill ocean organisms and because dissolved @Ould eventually interact with the
atmosphere due to a leakage issue. Moreover, catdmof CQ as HCO; also cause an
increase in the acidity of ocean water, which migéte significant negative impact on

the nearby ecosystems.

2.1.2 Mechanisms for geologic storage of £O

Carbon dioxide can be retained in geologic fornregtidoy the following four
mechanisms (Hitchon, 1996; Dooley, 2006; Mazumdeal.e 2006): first, C@ can be
trapped as a supercritical fluid under a low petoigga caprock. This process is
commonly called hydrodynamic trapping and reliedos physical displacement of pore
fluids. Second, C@can dissolve into the fluids present in the foioratreferred to as
solubility trapping. Third, C@can react directly or indirectly with the brinedaminerals
in the geologic formation leading to the precipdatof secondary carbonate minerals
referred to as mineral trapping. Fourth, in coansg, methane molecules are sorbed
within the coal matrix; however, since the chemisahd between the coal and £19

favorable, CQ will replace methane when it is injected into aldayer. This mechanism
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is referred to as Csorption on coal. Sorption of G@auses coal swelling and can have
a detrimental effect on its permeability (Mazumdar al., 2006). The first three
mechanisms are highly related to £6torage in deep saline aquifers and thus are
described below in more detail.

Hydrodynamic trapping refers to storage of free,d@ the pore spaces of
sedimentary layers and the transport of that, @@ay from the surface by regional
groundwater flow (Bachu et al.,, 1994). Free ;0® the main form of storage during
injection, which can last 30-50 years. The injec@®@; is subject to injection-related
hydrodynamic gradients and to buoyancy forces. [atter may cause GQto form a
rising and laterally-spreading plume until it meeatsconfining layer that hinders its
vertical rising. Provided a near horizontal confmilayer and relatively small density
difference between the brine and £@he CQ will travel with regional groundwater
flow (Bachu et al., 1994), unless faults or otheghhpermeability zones in the
stratigraphical cap-rock provide escape routesh# durface. The increasing pressure
required for reasonable rates of L£iDjection and buoyancy forces can widen small
fractures, increasing the risk for g@scape (Saripalli and McGrail, 2002; Klusman,
2003).

Solubility trapping refers to the GQhat dissolves into the brine. The £rine
solution has a density greater than brine alonegmteng buoyant flow of the CQoward
the surface, even along high permeability vertgathways such as faults. Most models
of solubility trapping assume instantaneous equilibh between the brine and free £0
The solubility of CQ varies as a function of pressure, temperature, saithity.
Numerous models for COsolubility in aqueous solutions have been pubtishe
describe this relationship (Pruess and Garcia, 2D02n and Sun, 2003; Spycher et al.,
2003; Xu et al., 2004b; and McPherson and Cole5pafough few deal with high ionic
strength, multi-component brines.

The extent to which CQdissolves into the brine is influenced by the migm of
the CQ front and by the rate of dispersion and diffusadrCQO,. Viscous fingering and
buoyancy flow, which tend to limit the storage oéd CQ, may increase solubility
trapping by increasing the surface area of theeb@f), contact, allowing more rapid

solution. In addition, diffusion of C£Qnto the brine can set up reverse density graslient
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that lead to convective mixing and increased ragissolution of free C@(Lindeberg &
Wessel-Berg, 1997).

Through these processes, dissolved, @@comes the dominant form of €O
storage in aquifers over periods of tens to hurgladdyears following injection (Weir,
1995). Over these timescales the Glperses (Law & Bachu, 1996) by dispersion and
diffusion, and dissolution into the brine (Lindepe®: Wessel-Berg, 1997). Continued
migration and dispersion drive both free and digsdlCQ toward zero (McPherson &
Cole 2000).

Mineral trapping is the fixing of COin carbonate minerals due to geochemical
reactions among aquifer brines, formation mineralg] aqueous species of £Qhe
mass of CQ@ sequestered as carbonate minerals is sensitivernmation mineral and
aquifer brine composition, pressure, temperaturgl krine-rock ratio. Time is also
important because mineral trapping reactions takedfeds to thousands of years and
more to complete (Gunter et al., 1997).

Dissolution of carbonate minerals does not leaahiteeral trapping of Ce@(Gunter
1993). However, carbonate dissolution, and otherenal precipitation and dissolution
reactions can affect sequestration capacity byiadfehe permeability of the aquifer near

the injection site.

2.1.3 Why saline aquifers?

Deep saline aquifers provide no economic return @, injection, but CQ
sequestration in deep saline aquifers is an edpeeppealing option due to closed
structural traps, the great abundance of injecsibes, huge potential storage capacity,
close proximity to power-plant sources of £@nd technical feasibility (Hitchon et al.
1996; Bruant et al., 2002; Bachu, 2003; Bachu, 2@¥hson and Cole, 2008). Deep
aquifers potentially have G&torage capacities sufficient to hold many decaamsh of
CO; emissions. In the United States, deep saline eguifave a larger potential storage
capacity than any other type of sedimentary foromtwith estimates as high as 3630 Gt
of CO, storage. Table 2.1 summarizes the range of cgpastimates and the main
trapping mechanisms and storage safety and enveotainrisk for different geological

sequestration methods of €O
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Table 2.1 Summary of storage capacity and mairpingpmechanisms for different
storage options

Eormation Trapping The US Worldwide Storage  Environmental
mechanisms (Gt CO2) (Gt CO2) integrity  risk
Saline H_ydrodynamic,
: dissolution, 3630 9500 Average  Average
Aquifers ) L
mineralization
Depleted Oil + Hydrodynamic,
Gas dissolution, 12+35 120+700 High Low
Reservoirs mineralization
Deep Primarily 30
Unmineable  chemical 140 Average  Average
Coal Seams  adsorption
Deep Saline Hydrodynamic, 240
Filled Basalts dissolution, NA Average  Average
Formations mineralization
Ocean Dissolution, NA 1000-10,000 Medium  High

mineralization
Source: Adapted from Dooley, J. J. (2006) and Shukla et al. (2010)

Sleipner is the world's first and largest deepngaformation storage project. This
project has captured and stored approximately oiimtonnes of CQ per year since
1996. At Sleipner, the C{s compressed and injected into the 250 m thickfaq800 m
below the seabed. There are currently two othegelastorage sites in deep saline
formations: In Salah, Algeria (since 2004), and [8nig Barents Sea (since 2008). The
Gorgon project in Australia is expected to starteragion in 2015 and last for
approximately 40 years and is so far known asdhgekt CQ@ storage project in the near
future. CQ will be injected to a depth of approximately 2.681 knto a deep saline
formation below Barrow Island, with an injectiorteaf 3.4 million tonnes of COper
year.

However, these existing projects are small by camepa with the size of projects
required to store gigatonnes of £€®@ithin a decade (Haszeldine, 2009). Full-scale
projects are anticipated to be five-to-ten milltmmnes or more per year per site. The
summary of the projects is shown in Table 2.2.
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2.2 Flow regimesin porous media

Due to the wide distribution of pore sizes and slsajm any naturally occurring
porous media, the difference in fluid propertiesd she huge variations in the flow rates,
several different flow patterns can be distinguisf@ the fluid flow in porous media.
Analogous to flow in pipes and conduits, severaéagchers (Holditch et al., 1976; Basak,
1977; Dybbs and Edwards, 1984; Seguin et al., 1988dchi et al., 2010) have tried to
define a flow pattern map in porous media to dgtish different flow behaviors and to
predict the onset and termination of certain flogwet Typically for flow in pipes and
conduits, the Reynolds number is used to delinBawe regimes. Laminar flow occurs
when Reynolds number is less than 2300 implies)ewdigreater number implies the
onset of turbulent flow. Due to previous belieftthan-Darcy flow in porous media was
similar to turbulent flow in a conduit, the Reynsldumber for identifying turbulent flow
in conduits was adapted to describe non-Darcy floywporous media. In porous media
however, there is no clear Reynolds number thahegthe transitions between different
flow patterns. The non-linearity experienced in +ixarcy flow is a result of inertia
effects instead of turbulent effects. Thereforen-Darcy flow is known to occur at a
much morelower Reynolds number in porous media. The Reynaldsber in porous
media is given by

Re:'o—dV (2.1)
U

whered is the average grain diameter of the grains inpi@us mediap is the fluid

density, u is the viscosity and/ is the Darcy velocity. Since the Reynolds number is
commonly associated with the difficulty to definedadetermine the characteristic length
used, especially for porous media with complex smltrix structure, a new Reynolds-
number-based Forchheimer number is proposed (Geeeah, 1951; Ma et al., 1993,
Andrade et al., 1999;) for media with Forchheinlewfand expressed as
f - PRBY (2.2)
U
This equation is essentially another Reynolds nunviiéh the characteristic length

defined agk, which is equivalent to the diameter d in Equaoh
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In the literature, different flow patterns have exbserved (Holditch et al., 1976;
Basak, 1977; Dybbs and Edwards, 1984; Seguin et1888; Yazdchi et al., 2010)
because of the difference in the flow velocity andthe nature of the porous media.
Therefore, different versions of flow pattern mags be found in the literature. For
example, four major flow regimes were distinguisii@dthe fluid flow in porous media,
proposed by Dybbs and Edwards (1984) using lasemametry and visualization

technique and described as follows.

Table 2.2 Summary of operating (or soon to be dgpgacommercial C@projects for
deep saline aquifers

: , R Annual Total
Pr oj ect/L ocation Operator Injection I njection Planned
Start Date
Rate Storage
SLIEPNER/ North sea StatoilHydro 1996 1 Mtlyr 20 Mt
. Sonatrach,
IN SALAH /Algeria BP,StatoilHydro 2004 1.2 Mt/yr 17 Mt
SNOHVIT /Norway StatoilHydro 2008 0.7 Mtlyr 23 Mt
Weyburn / Canada EnCana, IEA 2000 1 Mtlyr 20 Mt
LEUCADIA /Louisiana Leucadia Energy 2014 4.5 Mtlyr -
BELCHATOW/ Poland | CE Elektrownia 20142015 18 Mtyr -
and Alstom
Plains CO2 Reduction
FORT NELSON/Canada  oonpy partnership 2013-2015 1.2 Mtlyr 6 Mt
Spectra Energy
GORGON / Australia Chevron 2015 3.4 Mt/yr 125 Mt
QUEST / Canada Shell Canada 2015 1.2 Mtlyr -
i. Darcy flow

Darcy or laminar flow where the flow is dominateg wiscous forces and the
pressure gradient varies strictly linearly with thhew velocity. The Reynolds

number for this flow pattern is less than 1.

ii. Forchheimer flow

At increasing Reynolds number, a transition zoneohserved leading to flow

dominated by inertia effects. This flow regime begin the range Re=1~10. This
laminar inertia flow dominated region persists a@tReynolds number of ~150.

iii. Forcheheimer-turbulent transition flow

An unsteady laminar flow regime for Re =150 ~ 306haracterized by occurrence

of wake oscillations and development of vorticethia flow profile.
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iv. Turbulent flow
A highly unsteady and chaotic flow regime for Re60, it resembles turbulent

flow in pipes and is dominated by eddies and higadhosses.

Another version of flow pattern map was proposedbgak (1977), who included
a pre-Darcy zone but removed the Forchheimer-tertiutansition flow regime from his
flow pattern map, as can be seen from the diagrammmepresentation of the flow

regimes in a porous media in Figure 2.1.
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Figure 2.1 Flow regimes in porous media (Re-plo#fer Basak (1977))

2.3 Flow trangition criterion
Fluid flow through porous media is an importanteagpof many applications in

petroleum engineering, environmental hydrogeologg enore recently in applications
such as C@ sequestration and storage. For the successfugrdesid operation of
projects in these areas, it is essential to acelyratescribe the behavior of fluid flow
through porous media. In general this behavior haracterized by Darcy’s law.
According to Darcy’'s law, the pressure gradienfimgarly proportional to the fluid
velocity in the porous media. For this conditioe tine-dimensional Darcy equation can

be written as

—np=H¥ (2.3)
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where ¢ is the flow potentialy is the viscosityy is the Darcy velocity, andt is the
intrinsic permeability.

In certain applications deviations of fluid flow H@evior from Darcy’'s law have
long been observed (Chilton et al., 1931; Greeaal.e1951; Ergun, 1952; Tek et al., 1962;
Scheidegger, 1972; Katz and Lee, 1990; Andradé,et399; Zeng and Grigg, 2006). To
describe these cases various terms, such as ney-Daw, turbulent flow, inertial flow,
high velocity flow, nonlinear flow, etc., have beased (Firoozabadi and Katz, 1979). In
the literature we see many attempts to redefineDiéney equation for these cases. For
example, Forchheimer (1901) added a second ordecite term to represent the
microscopic inertial effect, and modified the Dareguation into the Forchheimer

equation,
~0p=22 4 (2.4)

where p is the fluid densityf is the Forchheimer coefficient which may appeadain

other identifiers such as the Forchheimer coefiigi¢ghe inertial coefficient, the non-
Darcy coefficient, the velocity coefficient and ttugbulence factor.

The criterion for the transition between Darcy flamd Forchheimer flow is
described in terms of two different criteria: (e of which uses the Reynolds number
(Type-l) defined by Equation (2.1); and, (ii) thiner is the Forchheimer number (Type-
II) expressed as Equation (2.2). The Type-I coteias been applied mainly in columns
of packed particles in which characteristic lengiispally the representative particle
diameter, is available, while the Type-Il criteriblas been used mainly in numerical
models. When compared with the Reynolds numbergtitieal merit of the Forchheimer
number is the consistent definition and the physiteaning of the variables involved
while the Reynolds number is commonly associateith wie difficulty to define and
determine the characteristic length used, espgcfall porous media with complex
matrix structure.

The earliest work on the criterion for non-Darcgwil behavior in porous media
was done by Chilton and Colburn (1931), who coneldidiuid flow experiments on
packed patrticles, and first defined the Reynoldsilber in porous media as Equation
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(2.1). Their experiments show that the critical Rags number for non-Darcy flow to
become significant is in the range of 40-80.

Fancher and Lewis (1933) flowed crude oil, wated air through unconsolidated
sands, lead shot, and consolidated sandstoneshane@ that non-Darcy flow occurs at
Re=10-1000 in unconsolidated porous media and4at30in loosely consolidated rocks
by using Chilton and Colburn’s definition of theyRelds number. By including porosity,
Ergun (1952) modified Chilton and Colburn’s defioit and determined a critical value
of Re=3-10 from their experiments with gas flowotlgh packed particles.

Realizing the difficulty of determining the pargcdiameter, Green and Duwez
(1951) conducted nitrogen gas flow experiments ughofour different porous metal
samples, first proposed the Forchheimer number esspd in Equation (2.2) and
observed that non-Darcy behavior started when tinelfReimer number is 0.1-0.2.

Since the late 1980s, numerical modeling on thagctbas increased rapidly. Blick
and Civan (1988) used a capillary—orifice modesitoulate fluid flow in porous media
and concluded that the critical Reynolds numbemeefin Equation (2.1) for non-Darcy
behavior is 100. Du Plessis and Masliyah (1988 seepresentative unit cell to model
fluid flow in porous media and derived a relatiopshetween porosity and tortuosity,
which further led to a correlation between Reynaldmber and tortuosity. Their results
show that a critical Reynolds number can be frotm B7.

Ma and Ruth (1993) numerically simulated non-Ddvehavior using a diverging—
converging model. After defining both the Reynolasd Forchheimer number, they
found that the critical Reynolds number is 3-10 levhihe corresponding Forchheimer
number is 0.005-0.02. Andrade et al. (1998) mod#ied flow in a disordered porous
media. Following the definition of Equation (2.2fhey showed that the critical
Forchheimer number is 0.01-0.1.Thauvin and Moh&b®p8) used a network model to
simulate the porous media, whose result showsctitatal Reynolds number is 0.11.

In summary, critical values for non-Darcy flow vargm 1 to 100 for the Type-I
criterion, and from 0.005 to 0.2 for the Type-literion. A more detail summary of the
single phase transition criterion between Darcwfiind Forchheimer flow can be found
in the literature (e.g., Chilton et al., 1931; Grest al., 1951; Ergun, 1952; Ma et al.,
1993; Andrade et al., 1999; Zeng and Grigg, 200@)enthere is very few discussion on
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the criterion for multiphase transition. The deteration of the critical value for the
transition is usually based on experimental dat#&h veome based on theoretical
derivation for single phase flows (Ahmed et al.699Ma et al., 1993; Andrade et al.,
1999). Most of the experimental data are fromfgamding experiments (e.g., Chilton et
al., 1931; Green et al., 1951) with few from wateoding experiments (e.g., Sobieski
and Trykozko, 2012). During the procedure, usuallgurve for the friction factor (the
formulas is dependent of the physical phases offlthé) versus the Forchheimer (or
Reynolds) number is plotted and the critical vdlethe transition between Darcy and
Forchheimer flows is selected based on the Foromdre{or Reynolds) number when the

linear relationship between the two variables begindeviate.

2.4 The Forchheimer coefficient B, its measurement and correlations
Due to diversity in experimental procedure, fluidsed for the experiments,
geological formations and pore geometry of poro@slian matrix, there is variability in

the definitions and correction formulas used foe forchheimer coefficien in the

literature. Both theoretical and empirical corrent of the Forchheimer coefficient will

be reviewed. Since no theoretical equations fortiphdse have been found so far, the
review on the theoretical equations will be focusadsingle phase only while the review
on the empirical equations will be divided into tywarts, one for single phase and the

other for multiphase case.

2.4.1 Theoretical equations

The theoretical corrections of the Forchheimer ftcieht are based on the method
using capillaric models to describe fluid flow thgh porous media, for which a detail
summary can be found in Scheidegger (1953, 197d)Bwmar (1988). Those capillaric
models can be further divided into parallel andatenodels. In the parallel model, the
porous medium is assumed to be made up of a buhdigaight, parallel capillaries of
uniform diameter. Based on the work of Ergun et(#49) and Polubarinova-kochina
(1952), Li and Engler (2001) derived an equationtfe Forchheimer coefficient for a
parallel model given by
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C

K®%g"* (2.5)
where C is a constant and K ahdre intrinsic permeability and porosity, respeslyv In
serial type model, the pore space is assumed teebally lined up and capillaries of
different pore diameter are set to be aligned neseli et al. (2001) also proposed a
correction for a series model based on the woigabfeidegger expresses as

C'r
B T (2.6)

where C'is a constant and is the tortuosity of the medium.

2.4.2 Empirical equations

1) single phase
Despite the great diversity in the correction folasu for the Forchheimer
coefficient, permeability is the key parameter Ihthe corrections while porosity and
tortuosity are the main parameters and may be deduin the formulas as well.
Therefore all the empirical equations for the Fbeimer coefficient can be summarized
in a general expression as described by

ar®

K g°

where a, b, ¢ and d parameters vary with diffefemhulas. Table 2.3 shows a summary

ﬂ:

2.7)

of correction formulas based on Equation (2.7) fribwa literature. It needs to be noted
that this is not an exhaustive listing and the edions listed here are only the important
ones. A more detailed review of this subject carfdamd in Li and Engler (2001) and
Lopez-hernandez et al. (2004).
2) multiple phases

As for the multiphase flow, Geertsma (1974) is fingt to develop an expression
for the Forchheimer coefficient for two-phase fldw, stating that the permeability used
in single phase flow should be replaced by thectffe permeability for two-phase flow
and the porosity used in single phase flow showdmwodified to be the product of
porosity and the corresponding phase saturation thié equation for non-wetting phase

Forchheimer coefficient given as,
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0.005 0.005
= (2.8)

= (kkrn)0-5(9(l_S\N))5.5 - (kkrn) - (Hsn)s.s

From equation (2.8), we can see that the Forchheguefficient for the non-

wetting phase increases when the water saturatweases. Several other authors (Wong,
1970; Coles and Hartman, 1998; Grigg and Hwang81B9ans et al., 1987; Evans and
Evans, 1988) also found that the Forchheimer auefit for non-wetting phase increased

with increased wetting phase saturation.

Table 2.3 A list of correction formulas for the Ebheimer coefficient

Equation a b c d Unit/ - Unit/ Source

B K
Jones 6.15E+10 155 O 0 1/ft md*  Jones, 1987
Pascal et al. 48E+12 1.18 O 0 1/m md Pascal,et380
Cooke sand 8/12 5.38E+11 124 O 0 1/ft md Cookeé319
Cooke_sand 10/20 8.51E+11 1.34 O 0 1/ft md Codbeé3 1
Cooke_sand 20/40 3.41E+12 154 O 0 1/ft md Codbeé3 1
0 0

Cooke_sand 40/60 2.14E+12 1.60 1/ft md Codbé3 1

Martins et al. 8.32E+09 1.04 O 0 1/ft md Martins et al., 1990
Ergun 424E+04 050 150 O 1/m md Ergun et al.9194
Janicek and Katz 1.82E+08 125 075 O 1/m md Jamital., 1955
Geertsma 5.00E-03 050 550 O l/cm 2cm Geerstma, 1974
Coles et al. 249E+11 179 054 O 1/ft md Coles et al., 1998
Li et al. 1.39E+07 0.85 1.15 O l/cm md Li et aQ02
Tek et al. 5,50E+09 125 075 O 1/m md Tek et @621
Macdonald et al. 452E+04 050 150 O 1/m md Macdonald et al., 1979
Cooper et al. 5.62E-04 102 O 1.94 1/cm ?cm Cooper et al., 1999
Thauvin et al. 155E+04 098 029 335 1l/cm D Thaeval., 1998
Liu et al. 8.91E+08 1 1 1 1/ft md Liu et al., 1995
*millidarcy

Based on experimental and analytical investigafigthugasov (1993) proposed the
following equation to estimat@ for gas phase for both situations: with a mohigit
saturation and with an immobile liquid saturatierpressed as

1432.6
B =z (2.9)
(k) (6a-s,)

wheref is in 1/cm, K is gas effective permeability in Darcy, angliS water saturation.

It needs to be noted that the effective permegbibt the product of the relative

permeability and absolute permeability.
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Graves (1994) obtained 407 data points from th&peements and the data
obtained by Cornell and Katz (1953), Geertsma (1@nd Evans et al. (1987) and found
the following empirical correlation fd¥

2.11x 10°
(k) " (6a-5,)

where is in 1/ft and Kis gas effective permeability in millidarcy (md).

(2.10)

g =

Recently, Ahmadi et al. (2010) further adapted &i€quation to two-phase
conditions yielding,
5 _2.923*10°7
T (k)

More recently, Zhang and Aral (2013) argued thaisitnecessary and more

a=w,n (2.11)

physically sound to include the saturation termthe denominator of the correction
equation, as Equation (2.8), (2.9) and (2.10) dthe@vise, the direct change in the
Forchheimer flow coefficient due to saturation eliince cannot be precisely described if
one uses an equation like Equation (2.11). Theeetbey adopt a correction based on the
following equation which incorporates the direcpmmet of saturation on the Forchheimer
flow coefficient to analyze the Darcy-Forchheimlenf behavior near the well-bore area
during CQ injection into deep saline aquifers

_ Gy
< (ke )(6s,)

whereC, is a numerical constant having the unit of a ler(gtg., m).

;a = W,n (2.12)

2.5 Non-Dar cy flow modeling

Numerical modeling of non-Darcy flows began in ##60s; some of the pioneer
workers include Smith (1961) and Ramey (1965), whastigated the effects of gas
flow on well testing. Researchers in recent timesl@aoking for newer and better ways of
modeling fluid flow in porous media while integragi the non-Darcy effects into the
numerical models. The non-Darcy flow is also reddrito Forchheimer flow in the
literature (Civan and Evans, 1993; Ewing et al9%Barree and Conway, 2004, 2005,
2007). Recently, realizing the importance of tha-arcy flow in industrial applications,
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many authors (Bennethum et al., 1997; Ewing et1&99; Belhaj et al. 2003; Schmidt,
2004; Su (2004); Jamiolahmady et al. (2006); Baeee Conway, 2007; Ahmadi and
Arani, 2008; Wu et al., 2011; Zhang et al., 201Bazg and Aral, 2013) have come up
with different modeling approaches, especiallyrfardeling multiphase non-Darcy flow.

Hassanizadeh and Gray (1987) first derived the HFmitner equation for single-
phase flow using hybrid mixture theory, and disedsthe origin of the onset of such
nonlinearity. A decade later, Bennethum and Gi¢i§97) derived a Forchheimer-type
equation for two-phase flow through an isotropicqus medium using hybrid mixture.
Ewing et al. (1999) developed a numerical modeltf@ description of the non-Darcy
multiphase flow through isotropic porous media ughg well equations for high
velocity flow described by the Forchheimer equatidhe equations can be used for the
case of isotropic porous material and fully pertetgavertical wells. Belhaj et al. (2003)
derived a new expression for the diffusivity eqoatbased on the Darcy-Forchheimer
equation (e.g., Equation (2.4)) in two dimensiond eompared the numerical simulation
to their experimental results. Based on the compari they concluded that the
Forchheimer model gave more realistic result fbrahges of pressure gradients, flow
rates, permeabilities, porosities, viscosity andtfdensity.

Barree and Conway (2004) performed an experimemtalysis of the non-Darcy
flow through porous media and represented the efaier equation in a form similar to
the Darcyequation as given by

ve X Do (2.13)

#1+@|V|
U

Su (2004) in his publication detailed how non-Darftgw modeling can be
integrated into a reservoir simulator, especiablyrhultiphase flow modeling. His model
also proposed the Darcy-Forchheimer equation foh gdase flowing in the reservoir;

his phase based non-Darcy flow equation is given as

MoV

(ke PePalVal - sa=won (2.14)

_D%

In the study, he used a cell-to-cell non-Darcy flesistance flux factor to multiply the

Darcy flow flux term. Su applied his model to batihand gas well, based on the result
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of his simulations he pointed out that Darcy-Forehier can be applied to a multiphase
system and the model can be easily integratedaniititi blown numerical simulator.

Jamiolahmady et al. (2006), when modeling flow ircrashed perforated rock,
developed a mathematical model based on Equatiah). (Brom the equation, they
obtained the same expression for the velocity asafion (2.13).The expression was
solved based on the finite element method uselleérFemlab (COMSOL Multiphysics)
mathematical modeling software.

Barree and Conway (2007) extended Equation (2d.8)ultiphase flow conditions
and proposed a new Forchheimer type equation édéscription of non-Darcy flow for
a even higher flow velocityVu et al. (2011) supported and discussed the B&ogsvay
approach for modeling multiphase non-Darcy flowotlgh porous media.

Lasseux et al. (2008) derived the macroscopic mimdeivo-phase, incompressible,
Newtonian fluid flow with the inertial effects (ndbarcy effects) through homogenous
porous media from the continuity and Navier—Stokgsiations using the method of
volume averaging. In a later study by Ahmadi e{2010), non-Darcy inertial two-phase
incompressible and non-stationary flow in heter@gers porous media is analyzed using
numerical simulations and saturation fields arewshdo have a structure markedly
different from the classical case without inertizets.

In a recent study by Zhang et al. (2012), non-Ddlmy behavior for single phase
is described using the Forchheimer equation, aedRbrchheimer number is used to
determine if the flow is of Darcy or Forchheimerherl results show that when
Forchheimer flow in the near-well region is consatk both the fluid velocity and the
wellbore pressure are much different than the Daftow velocity and pressure
conditions.

More recently, in a study by Zhang and Aral (2018),generalized Darcy-
Forchheimer multiphase flow model is used for timalgsis of two-phase fluid flow
where flow characteristics may transition betweemdy and Forchheimer flow behavior
by comparing the Forchheimer number to the critteaichheimer number for each phase.
The proposed approach is demonstrated for a proisieamich the injection of C®into
a deep saline aquifer is analyzed. The simulatiesults show that the proper

identification of Forchheimer flow domain can impeo the characterization of
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displacement efficiency of the immiscible fluid. i$hin turn improves the proper
identification of the storage capacity of salinauiégrs for the same injection rate and

volume at a site.

2.6 Effects of co-injected impurities on CO, geological storage

From Table 2.4it can be seen that the impuritiasy wvith the sources and
separation methods of GGtreams. The data are provided by IEA GHG, based o
CO, quality recommended for the evaluation under tl@ORETEC study for fossil-
fueled power plants (Kather, 2009). Reductive intmg such as | H,S and CH are
present in pre-combustion streams while oxide imtigst including nitrogen oxides
(NOy) and sulfur oxides (S are present in oxyfuel and post-combustion sigea
Although the composition spectra may vary, the sypkeimpurities in the other scenarios
would be largely the same, as long as the SA@rom burning fossil fuels (IEAGHG.
2011).

Table 2.4 Compositions of G@treams (Kather, 2009)

Component Pre-combustion Post-combustion Oxyfuel
Selexo Rectiso Comp. Comp. Comp. Comp. Comp. Comp.
I I 1 2 3 1 2 3

CGO; (vol %) 97.95 99.7 99.93 99.92 99.81 85.0 98.0 949.

O, (vol %) - - 0.015 0.015 0.03 4.70 0.67 0.01
N (vol %) 0.9 0.21 0.045* 0.045* 0.09* 5.80 0.71 D.0
Ar (vol %) 0.03 0.15 4.47 0.59 0.01
H.O (ppmv) 600 10 100 100 600 100 100 100
NOX (ppmv) - - 20 20 20 100 100 100
SO, (ppmv) - - 10** 10** 20** 50 50 50
SO; (ppmv) - - 20 20 20
CO (ppmv) 400 400 10 10 20 50 50 50
H,S+COS(ppm 100 100 - - - - - -
v)
H, 1 20 ppm - - - - - -
vol%
CH, (ppmv) 100 100 - - - - - -
NHz (ppmv) - - - 50 - - - -
CH3OH (ppmv) - 200 - - - - - -

*Total concentration of N+ Ar
**Total concentration of S+ SQ;
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When it comes to the effects of the impurities gejine transport, Seevam et al.
(2007) discussed the potential effects of impuwiten pipeline transport, in terms of
recompression distance, flow assurance, and plgsiaum. Oosterkamp and Ramsen
(2008) gave an overview for offshore pipelines aswimmarized a number of
uncertainties related to impurities, including osion, degrading of non-steel materials,
lack of measurement data, water solubility, modglichemical reactions between
impurities, and allowable impurity levels for piped transport. Regarding the allowable
impurity levels, there have been recommendationthbyEuropean project DYNAMIS
on CQ quality for transporting of C@streams from pre-combustion and post-
combustion processes (de Visser et al., 2008; 2008 considerations for setting the
concentration limits are also given based on bethrical and safety perspectives from
the transport point of view. The impurity levelsnsaered by IEA GHG are within or
lower than the limits recommended by DYNAMIS, exckp the levels of @ N, and Ar
from oxyfuel combustion.

With regard to the subsurface side, the impact £8 Eo-injected with C@has
been successfully carried out for years (see, Barhu and Gunter, 2004; Bachu, 2008),
with a major conclusion thatJS is less reactive than $@nd NQ because of its lower
acidity and low concentration level. Therefore, revelatively large amounts of co-
injected HS prove not to be problematic for a £@jection process. Besidesy$lis not
present in C@streams from oxyfuel combustion.

Numerical studies on the effect of @ CQ injectivity have been performed by
Palandri and Kharaka, (2005), Knauss et al.(20R6)et al. (2007), Bacon et al. (2009),
Jacquemett al. (2009), and Ellis et al. (2010). For example aRdti and Kharaka (2005)
presented simulation results for the effect of medted HS and SQ@on
CO, sequestration and concluded that, with an excesslfur relative to CQ, the iron
can be transformed almost entirely into sideriteilevithe sulfur is converted
predominantly into BSQO,. The applicability of this study, however, deperats the
availability of the ferric iron in the formation8rine acidification induced by S(@o-
injected with CQ has been predicted based on numerical simulaf©lfis et al., 2010),

where 1% S@is predicted to decrease the pH of the brine feal in the case of
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CQO, alone to 1 — 2.5, depending on reaction and ratiéthg mechanisms. However, the
effect of mineral buffering is not considered ie fbrediction.

Through these studies $@ shown to result in dissolution of minerals et
injection zone and precipitation downstream, cagssignificant decrease of rock
porosity and hence Canjectivity (Xu et al., 2007). However, $S@& far less reactive
when it is dry and the impact of $0n the reduction of rock porosity and injectivity
appears much smaller than previously thought (IEBAGBR011), because its contact with
water is limited due to the formation of a desiamator dry-out zonedqg., Gauset al.,
2008; Pruess and Muller, 2009; Pruess, 2009) reguftom the injection operations
where SQ@ migrates with C@in an immiscible plume. IEAGHG (2011) also conadd
that NQ, would also promote dissolution of minerals, butldonot cause precipitations
and reduction of rock porosity and that ,SDd NQ increase dissolution of carbonate
rocks and aluminosilicate rocks but the impact lo@ taprock integrity would not be
significant since the concentration levels aretietty small.

Bachu et al. (2009 a, b) investigated chromatogcaphrtitioning of impurities
under CQ injection conditions. Although £and Ar have not been investigated with
regard to the partitioning phenomenon, IEAGHG (20drbposed that Ar impurity may
serve as a trace species for monitoring, @akage because noble gases including Ar
have long been used in volcanic gas monitoring,(®ggro and Pennisi, 1991).

Sass et al. (2009) discussed a number of issuegigong storage of flue gas from
oxy-fuel combustion, where G@ontent is below 80%, including reduction of sgma
capacity and permeability by non-condensable gasesease of injection pressure,
reduction of injection lifetime due to precipitatiof solids such as calcium sulphate, etc.
However, no quantitative results are presented.

de Visser et al. (2009) pointed out that the presa impurities in the CQowers
the density of the COstream, and thus decreases the amount ofs@®@ed per unit
volume of storage space. As a consequence, thegst@&fficiency decreases. IEAGHG
(2011) quantitatively estimated that there is a imaxn reduction of the storage capacity
in a certain pressure range, where the capacitydoam to below 50% of the pure GO
cases. However, due to the compensation by inateaszosity the reduction of

injectivity is smaller than that of storage capaclEAGHG (2011) also stated that the
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higher buoyancy of impure GQtreams would reduce the efficiency of £issolution
in formation water and CQrapping in rock pores, and thus reduce the sgcuofi
CO, storage in the near to medium terms. The advdfeset® on storage efficiency and
security may be alleviated by increasing the depihjection and storage.

Several other effects of various impurities on ,Ci@clude corrosion of well
materials, hazardousness in the event of leakage,lrderested readers can refer to
IEAGHG (2011) for a detail investigation about tskéects of impurities on geological
storage of CQ

To summarize, the most important effects of impesiton CQ geological storage
are as follows.

First, the presence of non-condensable gases sutydaogen (k), argon (Ar), N
and Q can significantly reduce the density of the S@eam. Therefore, the low density
of the injected C@stream would lead to the inefficient utilizationpdre space, reducing
the amount of Cgxthat can be stored at a particular storage location

Second, the presence of certain impurities sudtydsogen sulfide (b5), NQ and
SO can reduce the pH of the formation water and aqunesetly affect porosity and
permeability of the geological formations, whichghmi impact CQ injectivity and

caprock integrity.

2.7 Geochemical modeling

Carbon dioxide storage in a deep saline aquifer resd to a variety of
geochemical reactions concerning the injected &l impurities and the original brine
and rock minerals (Kaszuba et al., 2003, 2005; Kalg 2004a; Gaus et al., 2005;
Giammar et al.,, 2005; Knauss et al., 2005; Kharetkal., 2006; Andre et al., 2007).
Investigating these reactions in the laboratorybagh difficult and time consuming
because of the high temperatures and pressurese@da replicate natural systems as
well as the (often) slow reaction rates of minef@sinter et al., 1997; Kaszuba et al.,
2003). Therefore, it is often more efficient tolia@ computer modeling to investigate
geochemical reactions.

Up to now, four kinds of models are basically aafalié to simulate mineral-brine-
CO, reactions: equilibrium, path of reaction, kinetamd reactive transport models.
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Mineral equilibrium models and path of reaction migdare used to calculate equilibrium
solid phases and solution compositions for a gsetnof reactants based on a data set of
equilibrium constants and activity coefficients. ulidprium models calculate only the
final state. Path of reactions models also caleutansitional phases along the way. The
reaction path is the course followed by the equililn system as it responds to changes
in composition and temperature. The measure oficgaprogress is the non-dimensional
variable, which varies from zero to one from thgibeing to end of the path. However,
these models do not provide information on the amhaef time it takes to reach
equilibrium or transition states. In Kinetic modetlse rates at which minerals dissolve
into or precipitate from the equilibrium system aet by kinetic rate laws. In this class of
models, reaction progress is measured in time.rd&teeof dissolution or precipitation in
the calculation depends on the variables in the leat: the reaction’s rate constant, the
mineral’s surface area, the degree to which theermalnis under-saturated or
supersaturated in the fluid, and the activitiesany catalyzing and inhibiting species.
Reactive transport models are a natural marriagei(R 1983; Bahr and Rubin, 1987) of
the local equilibrium and kinetic models with theags transport models traditionally
applied in hydrology and various fields of enginegr(e.g., Bird et al., 1960; Bear, 1972).
The model results reflect the kinetic rate constaaken to describe chemical reaction, as
well as the hydrologic properties assumed for tleeliom.

Widely available geochemical modeling codes sucRASHARC (Hitchon 1996),
PHREEQC (Parkhurst, 1995), SOLMINEQ (Kharaka et 1888), and Geochemists
Workbench (Bethke 1996) have been used for equitibrpath of reaction, and kinetic
simulations of CQ storage in aquifers. Because these models havdramsport
components, these studies simulate closed-systéch banditions and do not take into
account the migration of GOthrough the aquifer (Gunter et al.1993, 1996, )997
Studies using full-scale reactive transport codesimulate the flow, dissolution, and
reaction of CQ are just becoming available (e.g. Johnson etQfl12Xu et al. 2003). In
addition, experimental studies are investigating tkinetics of mineral-brine-CO
reactions to refine and test model reliability (Kialsa et al. 2003; Liu et al. 2003; Shao et
al., 2010).
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In terms of geochemical modeling related to,&®questration, various numerical
investigations can be found in the literature. Example, Xu and Pruess (1998, 2001a);
Xu et al. (2004b) have developed the Thermo-Hydra®hemical (THC) code
TOUGHREACT which combines geochemical reaction$wiiulti-phase flow and used
the simulator to investigate various kinds of issuglated to C@sequestration (Pruess,
2009; Puress et al., 2009; Xu et al., 2001a, 28084a, 2007). White et al. (2001) used
reactive transport code CHEMTOUGH2 (White, 1995m@ti-component reactive flow
code based on the porous media multi-phase massrady flow code TOUGH?2
(Pruess, 1991) to evaluate mineral trapping ot @Osaline formations underlying the
Colorado Plateau in the USA. They concluded thatistc estimates of the storage
potential of such reservoirs can be obtained froese¢ simulations.

A two-dimensional mathematical sedimentary basithefPowder River Basin was
used for the simulations to evaluate resident timgsossible aquifer storage sites and
migration patterns in the Powder River Basin of Wiyjmg (McPherson and Lichtner,
2001). These simulation results provided insighgarding the ultimate impact of
permeability reductions versus permeability incesas the fracture zone associated with
carbonate reactions. Gaus et al. (2003) performdBBEEQC 1D diffusive reactive
transport simulations of dissolved €@ the cap-rock of the Utsira aquifer (Sleipner
project) and suggested a slight decrease in pgrasithe lower section of the cap rock.
Clauser (2003) and Kuhn et al. (2006) developedtheerical simulator SHEMAT (i. e.
a Simulator for HEat and MAss Transport) to addtheddifferent features of geothermal
and geochemical problems such as dissolution obpleeies, reaction between the rock
and the formation fluids, coupling of porosity gmermeability.

Xu et al. (2004a) performed geochemical simulataite TOUGHREACT (Xu et
al., 2004b) on three rock types to illustrate thearal trapping capacity limitations. They
concluded that mineral trapping can be comparabléh¢ solubility trapping and the
trapping capacity depends strongly on the mine@hmosition of the host rock.
Furthermore, they found out that the addition of,@@ass as secondary carbonates to the
solid matrix results in decreased porosity, whishurn adversely affects permeability

and fluid flow in the aquifer.
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Johnson et al. (2004) introduced a methodology gudiUFT (Nitao, 1995), a
simulator for non-isothermal, multi-component, mphase flow and reactive transport,
to couple the geo-mechanical and geochemical sfi@ectsequestration. They found out
that intra-aquifer permeability structure contrible path of immiscible COmigration by
reducing vertical plume mobility and increasindaiterally, thus, enhancing the storage
capacity. After 20 years, porosity and permeabhisye been reduced by 8 % and 22 %,
respectively (due to magnesite precipitation).

The most relevant mineralogical transformationsuoteg in the cap rock were
described by Gherardi et al. (2007) using batchukitrons accompanied by 1D and 2D
modeling. The effect of these geochemical processephysical properties such as
porosity was studied. The simulation results showwet the CQ leakage from the
reservoir may have a strong influence on the geuata evolution of the cap rock.

More recently, Fan (2010) developed an elementebfgenulation to include both
equilibrium and kinetic reactions into the fullyugged system for reactive flow modeling.
He also developed a new generic representatioeaation terms, allowing simultaneous
modeling of homogeneous and heterogeneous reaetitina or among phases (i.e., gas,
liquid, water and solid phases). Gundogan et &112 compared the three numerical
codes, PHREEQC, GEM and TOUGHREACT with respedirtne-CQ-rock reactions
and concluded from their comparison that PHREEQ& @&EM were generally in good
agreement while TOUGHREACT gave diverging predicsioon two models and
attributed the discrepancies primarily to the ddéfeces in the thermodynamic databases
and activity models. Thomas et al. (2012) inveséidahe sensitivity of the geochemical
outcomes to several sub-models and suggestedhthagebchemical predictions are least
sensitive to the choice of GQctivity coefficient sub-model, are moderatelysgwve to
the choice of C@ solubility sub-model, and are most sensitive te tinoice of CQ
fugacity coefficient sub-model. Wertz et al. (20&veloped a geochemical model for
wellbore cement-caprock-reservoir interfaces an@dushe model to predict the
mechanisms of cement chemical alteration due tmtésaction with acid brine after the
injection of supercritical C®within reservoir rock and found that at the welservoir
interface, the intrusion into the cement pastecad &rine accompanied by aqueousCO
leads to a moderate porosity decrease. Okuyamia @043) used the TOUGHREACT
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simulator to study the long-term geochemical change2-dimensional, 2-layered model
representing the underground geologic and hydroggoiconditions of the Tokyo Bay
area and found that the G@ater-rock interaction in the storage system (ihyaim the
reservoir) changes the properties of water in ahmmsn-like CQ plume, which
eventually leads to convective mixing driven bywitiaional instability.

Other important modeling aspects of the long-tenorage of CQ such as
applicable equations of states (EOS),.&0lubility modules and effects of impurities,
etc. are also investigated by various researchmis as Knauss et al. (2005), Zerai et al.
(2006), Le Gallo et al. (2006), Worden (2006), Baath et al. (2007), Xu et al. (2007),
Gaus et al. (2008), and Mito et al. (2008).
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Chapter 3 Numerical ssmulation of multiphase Dar cy-
Forchheimer flow

In this chapter, first a new approach for the us&ype-II criterion for two-phase
Forchheimer flow classification is proposed, andntla two-phase incompressible flow
model in a non-deformable porous media is developgd the incorporation of the
Forchheimer number to identify the transition besweDarcy and Forchheimer flow
regions. The proposed model is first validated witbemi-analytical solution (Wu, 2001)
inspired from the Buckley-Leverett model with inakeffects. Then the model is used in

the analysis of carbon dioxide (@0njection into a deep saline aquifer.

3.1 Gover ning equations

Assuming the porous media is non-deformable withstant porosityg and the
fluid is incompressible, the conservation of masstivo-phase flow is expressed by the
continuity equation as,

% = —D.(pava) +Qa ,a=Ww,n (3.1)

where S, is saturation for phaseQ, is source and sink term. In Equation (3.1) the
wetting and non-wetting phases are distinguishethbysubscriptsw” and “n” referring

to water and oil (or C@n this study), respectively. The relationship lfid velocity v
and pressurep for Forchheimer flow can be expressed as,

ﬂHVH+

e BiPNelVa| i a=w,n (3-2)

wherek” is the relative permeability far phase andis the intrinsic permeability for
the porous media. Inspired from the definition leé Forchheimer number, in this study
we define the Forchheimer number for two-phase thsw

Kk
Ha

From Equations (3.2) and (3.3), we can obtain,

f,=——8,p,v,] : a=w,n (3.3)
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va:-(k’ﬂk ! (D@,)J ;a=w,n (3.4)

Hy (1+1,)
Combining Equations (3.1) and (3.4) we obtain,
2(6p,S k'k 1
(pa—: a):D.( #__( @)+Q, ; a=w,n (3.5)

It can be seen from Equation (3.4) that Darcy flmwva special case of the

Forchheimer flow Equation (3.5) where the Forchiegimumberf, is equal to zero.
Therefore, the Forchheimer number in a flow domeam be compared to a critical
Forchheimer numbef 1‘g)C to determine if the flow should be Dar((yc(fa)c) or
Forchheimer(z(fa)c) flow. The Forchheimer coefficient in the Forchhemmumber

can be determined by experimental data throughessgn analysis based on Equation

(2.4).
To solve Equation (3.5), three additional equatiaresneeded as given below,
S, +S, =1
P=P-P, (3.6)
R =R(S)

where P, is capillary pressure.
In this study, capillary pressure and relative pEahilities are assumed to depend
on saturation only and these relations are expilesse
P =R,S

kW - (Seff )(2+3A)M

=18, [-(s)™)

S, = S-S
1-S8.-§

where B, is the entry pressurel, is pore size distribution indeXg,; is the effective

(3.7)

saturation,S, is irreducible saturation for water aig] is irreducible saturation for

non-wetting phase.
Due to diversity in geological formations and pageometry of porous media

matrix, there is variability in the definitions amtbrrection formulas used for the
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Forchheimer coefficienf for single phase analysis. A detailed review o$ thilbject can

be found in Li and Engler (2001) and Lopez-hernareteal. (2004).

As for the multiphase flow, Geertsma (1974) is fingt to develop an expression
for the Forchheimer coefficient for two-phase fldwy, stating that the permeability used
in single phase flow should be replaced by thectffe permeability for two-phase flow
and the porosity used in single phase flow showdmwodified to be the product of
porosity and the corresponding phase saturation th# equation for non-wetting phase
Forchheimer coefficient given as,

0.005 0.005
"l oS (o) on) o

Several authors (Cornell and Katz, 1953; Geertst®q4; Evans et al., 1987,

Evans and Evans, 1988; Whitney, 1988) collectedrgel variety of single- and two-

phase flow data to develop a more unified definitaf Forchheimer flow coefficient.
Based on these studies and realizing the importahdertuosityr , Liu et al. (1995)

recommended a more satisfactory correlation desdrits,

_2.923*10°r

77700

(3.9)

with £ andk expressed in Sl units.
Recently, Ahmadi et al. (2010) further adapted &i€quation to two-phase
conditions yielding,
5 _2.923*10°7
Tk

However, Equation (3.10) does not include a saturderm in the denominator, as

a=w,n (3.10)

Equation (3.8) does. Based on their experimentsiltegsEvans and Evans (1988)
concluded: “a small mobile liquid saturation, sashthat occurring in a gas well that also
produces water, may increase the non-Darcy flowfficoent by nearly an order of
magnitude over that of the dry case.” Thereforés iecessary and physically sound to
include the saturation term in the denominatorha&f torrection equation, as Equation
(3.8) does. Otherwise, the direct change in thecttmimer flow coefficient due to

saturation difference cannot be precisely descrifbeohe uses an equation such as
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Equation (3.10). Therefore, in this study we adaptorrection based on the following
equation which incorporates the direct impact dlsdion on the Forchheimer flow

coefficient

g=_ ST g wn (3.11)
“(kk7)(es,) ’

whereC; is a numerical constant having the unit of a ler{gth., m) andr is selected as

1.9, which is based on experimental data (Wahytdi.e2000). It must be emphasized

that B, is a user-defined site specific constant, but si@ does not impose any

restrictions on the numerical solution that is deped here.

3.2 Determination of critical Forchheimer number

As for the criterion for single phase transitiontvieen Darcy flow and
Forchheimer flow, a detailed discussion can be dauarthe literature (e.g., Chilton et al.,
1931; Green et al., 1951; Ergun, 1952; Ma et 8931 Andrade et al., 1999; Zeng and
Grigg, 2006); however, there is very few discussmn the criterion to be used for
multiphase transition. The determination of théical value for the transition is usually
based on experimental data, with some based ometiesd derivation for single phase
flows (Ahmed et al., 1969; Ma et al., 1993; Andragkeal., 1999). Most of the
experimental data are from gas flooding experiméaig., Chilton et al., 1931; Green et
al., 1951) with few from water flooding experimef¢sg., Sobieski and Trykozko, 2012).

For typical evaluation of the transition usuallgwave for the friction factor eﬂ(D—@)

oV v
versus the Forchheimer number (e.g., Equation)(4)lotted and the critical value for
the transition between Darcy and Forchheimer floiss selected based on the
Forchheimer number when the linear relationshipvbenh the two variables begins to
deviate.

Since Darcy flow behavior is characterized by Emuma{2.3) and Forchheimer
flow is characterized by Equation (2.4), if Equati@.3) and (2.4) can be transformed to
two separate formulas, each of which has a linelationship between the independent

variable (x) and the dependent variable (y) wit #ame definition for x and vy, then
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mathematically and physically, the intersectiorthe two lines would be the point where
the flow behavior would begin to transition betweka two flow regimes. In this study
we propose a new approach to more accurately deterthe critical value for single
phase condition and then extend this approach deptvase flows. The proposed method

is based on the transformed form of Equation (2r®8) (2.4) expressed as,

ST i
v
pg . (3.12)
non-—Darcy: —M:—ﬂ
Boviv] f

wheref is described by Equation (2.2). One may argue ttiat-orchheimer coefficient

S is not defined in the Darcy formula in Equation1@3. However, the Forchheimer
coefficient S is a measure of the properties of porous medialanéluid and it will be a

constant given the specified porous media type fand type. More importantly, the
introduction of the Forchheimer coefficief® will not change the characteristics of
linear relationship between pressure gradient &wl velocity. Herein, the Forchheimer
coefficient is introduced in order to have a cotesis formula for both Darcian and
Forchheimer flow as is shown in Equation (3.4) &&). Furthermore, including in
the Darcy formula in Equation (3.12) ensures thatForchheimer number in both Darcy
and Forchheimer formulas have a comparable basisttentwo formulas in Equation
(3.12) can be used to determine the critical Fagohkr number. Actually, we can also

multiply the two formulas in Equation (3.12) byactor of 8 and use the resultant two

formulas to determine the critical Forchheimer nemi@he resultant Darcy formula after

the multiplication will not have th8 term and be essentially the same as Equation (2.3)

Thus the two formulas in Equation (3.12) have admrelationship between the friction

factor and the reciprocal of the Forchheimer nunaret the introduction off into the

Darcy formula for consistency and comparison wawdtichange the flow behavior. So it
can be used to determine the critical Forchheimerber.

According to Equation (3.12), when the experimentata are available, a
regression curve can be plotted for the relatiotween friction factor and the
Forchheimer number to obtain a rough critical vallieen we can fit a curve for the

friction factor versus the reciprocal of the Forelmher number with the intercept set to
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be zero for the data within Darcy regime. For tladwithin Forchheimer regime, a
linear regression is conducted for the frictiontdacversus the reciprocal of the
Forchheimer number. The intersection of the twaoeasgion lines is the estimated point
for the transition.

Equation (3.12) can be easily expanded to two-pliase with all the variables

replaced by the corresponding phase-based variables resulting equations are as

follows,
Darcy : _—(qu,) =1
ﬁapava |VH | fﬂ
(3.13)
(Og) _1

non—Darcy: - +1

BN, IV, | 1,

wheref, is described by Equation (3.3). We note that bhffland f, are functions of

saturation fora phase. Therefore, in multiphase flow, for each ph®re is a critical
value for transition for a specific saturation.

With the method described above and the flooding geovided by Sobieski and
Trykozko (2012), we determine the critical Forclmher number for water at different
saturation values. For example, based on EquaBdiB), a typical plot is shown in
Figure 3.1, for the water phase whose saturatiorois, to determine the reciprocal of the

Forchheimer number with a value of 4.825 (as iswshan the figure); therefore, the
critical Forchheimer numbe(rfw)C is determined as 0.207. The same procedure can be
used to determine the critical Forchheimer numbemfater at different saturation values
and the only difference is to update bgthand f, with different saturation levels. As

for the CQ, since no flooding experiments have been donetlyetdata for the velocity
and pressure differences obtained by Sobieski aykbZko (2012) are used to determine
the critical Forchheimer number for @@t different saturation values with the same

procedure shown in Figure 3.1.
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Figure 3.1 A typical plot to determine the critidabrchheimer number for the water
phase whose saturation is 0.95 (in the figure, & agpresents the reciprocal of the
Forchheimer number defined by Equation (3.3) whiile y axis represents the Friction
Co
oV v
Forchheimer and Darcy flow, respectively; the dakh line and solid line are the
regression lines for Forchheimer and Darcy flovgpestively; the two lines intercept
where 1/fw=4.825, thuéf,)_ is 1/4.825=0.207)

factor defined as-

; circle and square represent the experiment daitatgpfor

With the procedure proposed above, the criticalcHoeimer numbers for water

and CQ at several discrete saturation values are detednand shown in Figure 3.2
with water's critical Forchheimer numbgf,)_ a range of (0.207, 0.532) and £©a

range of (2.743, 29.720). The critical Forchheimember for water has a negative
correlation with water saturation, which is phy$icaeasonable because it would be
more and more difficult for water to transport in@n-Darcian manner if there is less and
less water in the control volume and vice versa 3ame phenomenon holds for the,CO
case, the lower the saturation, the higher thé&atiForchheimer number and vice versa
(it needs to be noted that g€aturation $is equal to (1-g) in Figure 3.2). Furthermore,

it is important to emphasize that in this study thgdual non-wetting phase saturation is
set to be 0.05 and thus the maximal wetting phaseration is 0.95. Therefore, the
critical Forchheimer number for water phase witaturation of 0.95 is equivalent to the
critical Forchheimer number for saturated watea gingle phase case. A comparison can
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show that the critical Forchheimer number for wdias a similar order of magnitude
with the results provided by many researchers (Greteal., 1951; Ma et al., 1993;
Andrade et al., 1999; Zeng and Grigg, 2006) whassults show that the critical
Forchheimer number for a single saturated phasealrasge of (0.005, 0.2). The wide
range can be attributed to the difference in théhods (experimental or theoretical) and

the type of porous media used (unconsolidated nsaalated; ordered or disordered).
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Water saturation (SW)

Figure 3.2 Critical Forchheimer number fog0Hand CQ at different saturation values

3.3 Numerical models

3.3.1 Control volume finite difference method (CVFD)
Equations (3.5) and (3.6), together with approprlaiundary and initial conditions,

comprise a complete boundary value problem. Spdisretization of this system of

equations is realized using a control volume firdiference method (Abou-Kassem,
2006) and an upwind scheme to estimate the mesilfiilefined al&k” / 1,). Temporal

discretization is performed employing a first-ordeackward differencing method. In
order to incorporate the gravity effects and capjlleffects, in this study following the
definition proposed by Karimi-Fard and Firoozabé03), we define a flow potential

for each phase, and the capillary pressure potentjalas:
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@=p,+0,92 ; a = W,n
~@, = P t(0,-P,)92

where z is the elevation in the vertical direct{arbeing positive upward) ang includes
both the gravity and capillary effects. After thate select Sand g, as the primary

variables, and for 1-D case, Equations (3.5) am) (an be transformed into,

o5 satai-ai) bt~ =05 &

s ~(c(@ii — @) - d(@s - ai) (3.14)
- % t+1 t+1 agoc t+1_ t+1 t
(aSJH C(Sii— )(asn]i_ dSi"-S) esn{ pnj

where(? is evaluated using an upwind scheme and coeffieiant, ¢ and d are

i+t

2

expressed as

[ oot ke 1 o] At ke 1
(BX)? g, 1+ 1, | 1 OX)* p, 1+ £, | 1
2 2

co| At K 1 qo| At Ko 1
(O p, 1+, | 1 (BX)* g, 1+ £, |
2 2

With appropriate boundary conditions as definedrlat Section 3.4 and the results

(3.15)

known at time step t, from Equation (18), we caseasble a system of equations
AX =B, wherex = [ §i™ - §i" - St gt it %tnﬂ , B is the right hand side
of Equation (3.14), and is a(2m>< 2m) stiff matrix assembled from the left hand side

with m as the number of nodes in thkalirection. If the axes can be aligned with the
principal directions for the permeability tensdren the above discretization method can
be easily extended to 2- and 3-D cases.

3.3.2 Treatment of the nonlinearity
The nonlinearity in Equation (3.14) is induced Ime tForchheimer number, the

relative permeabilities and the derivative of dapyl pressure potential over saturation.
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This strong nonlinearity needs to be solved in tanative manner. To deal with the
nonlinearity, in this study we employ Picard itewatinside each time step. The Picard
method is proved to be able to produce the mossfaetiory results (Ahmadi et al., 2010).

Another important issue is the choice of the nodsitpn to estimate the relative
permeability, the Forchheimer number and the davigeof capillary pressure potential
over saturation during the assembly of the stiftriraand during the evaluation of the
velocities at the interface between two grid-blocks order to ensure physically
meaningful results, classically an upwind schemeused to evaluate the relative
permeability, which involves estimating the relatipermeabilities using the value of
saturation on the node located upwind to the flath wegard to the interface. As for the
Forchheimer number and the derivative of capillprgssure over saturation, a similar
upwind technique should be adopted since both gperttlent on saturation.

3.3.3 The algorithm
The system of nonlinear equatioAX = B can be solved by an iterative procedure,

such as the Picard method. The numerical algorghawn in Figure 3.3 is employed to
solve Equation (3.14). In this process severaltigaieed to be emphasized:
I.  For the first iterative step of the current timepsX and other related variables in
the last time step are used to update all the icteits includinga, b, c, d,

dg /dS,, fw, fn and all the elements in the right hand dige

ii. For the second and thereafter iterationsand other related variables in the last
iterative step are used to update all the coefftsiencludinga, b, ¢, d, dg /dS,,
fw andf,, but not the elements B because the right hand side tdBns based on
the variables in the last time step and don’t rtedoe updated except for the first

iterative step.
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Figure 3.3 Flowchart for the numerical algorithm Euation (3.14)

3.3.4 Mass balance analysis
In general, there are two mass balance checks, obnehich is called the

incremental mass balance check that is used tdkahecmass balance over a time step,
and the other is called the cumulative mass balaheek which is used to check the
mass balance from the initial conditions up todheent time step. The latter check tends
to smooth errors that occur over all the previoosetsteps; therefore, it is less accurate
than the first one. Usually, a mass balance checlddfined as the ratio of the
accumulated mass to the net mass entering anctetwe domain boundaries, including

wells. For CVFD methods, the equations for masarsa checks are
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m

2 VS, - S,

l, = ;a = w,n
Z&QHZ%.
o (3.16)
ZVi@[Sa? -S,;/
C,=—53= ;a= W, n

' Zt:Athm:(Qaij +zqalj,i)

j=1 i=1 or

whererl is the boundaries of the domain,is the number of the noddsis the number

of time steps, Q is discharge for pumping or infegtvells and g is the flow rate through
the boundaries. For Q and q, they are set to baiyeod# entering the domain while

negative if leaving the domain.

3.3.5 Darcy-Forchheimer flow

In this study Darcy-Forchheimer flow is defined the flow incorporating the
transition between Darcy and Forchheimer flows. Thasition is realized by comparing
the Forchheimer number in Equation (3.3) at eadtterfor each phase relative to the

critical Forchheimer number shown in Figure 3.2thé Forchheimer numbéy at a
specific point is less than the corresponding aaitiForchheimer numbe(rfa)C for the

corresponding saturation, then the flow should l@&cian at this point. Thereforé,

needs to be set to zero to account for the Damy.fln this case, an extra step after
“update coefficients” in Figure 3.3 is needed toamt for the transition between Darcy

and Forchheimer flow. If the Forchheimer numbgrat a specific point is larger than the
corresponding critical Forchheimer numbi(-:fg,)C for the corresponding saturation, then

f, would remain the same value to account for thecltwgimer flow. The numerical
treatment is described by the following equation:
0, if f,<(f,). Darcyflow
! :{f,,, if f,>(f,) Forchheimer flow
Therefore, numerically, if, is positive, then the flow is of Forchheimer tyykef, is

zero, then the flow is Darcian.
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3.4 Model verification

Validation of our model is realized by comparisoithma semi-analytical solution
of Buckley-Leverett problem as a special case.alt,fthe classical Buckley-Leverett
problem is for one-dimensional flow of two incomgs@le, immiscible fluids in
homogeneous non-deformable porous media withousidering the effect of capillary
pressure in the Darcy regime. Its semi-analytichliteon can be further extended to the

case for which inertial effect is considered (W0Q2; Ahmadi et al., 2010).

3.4.1 Analytical solution for Forchheimer flow

For the derivation of the semi-analytical soluttorBuckley-Leverett problem, the
following flow conditions are assumed: (i) Bothifla are incompressible and the porous
medium is non-deformable; (ii) Capillary pressuffed is negligible; (iii) Gravity effect
is negligible; and, (iv) The flow is along 1-D hogemeous domain with a constant cross-
sectional area (A).

The mass and momentum conservation equations eseried by Equations (3.1)
and (3.2) without the source/sink term. In ordecamplete the mathematical description
of the problem, initial and boundary conditions gpecified as,

S bo=Su: Vo ko= 0 v, Le=a A (3.17)

The last condition states that the wetting fluidcts as water, is continuously
injected at a known constant flow rate, g, at thetiface (x=0).

To derive the semi-analytical solution, the concepfractional flow is used to

simply the governing equation (3.1) in terms olisaiions only. The fractional flow can

be written as

Vv, Vv,
F,=—%—= % a=w,n

v, +V. v, (3.18)
Vi =V TV,

With the condition B=0, substituting Equation (3.18) into Equation J3eads to
the following expression for the fractional flow favater phase

—a+(@ b+ 0, BV)"
F = K (3.19)
2bv

t
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M | M
—W+ 0 +2p BV, b= -
k:/vk krnk pnﬁn t pWIBW pnﬁn

wherea =

From Equation (3.19), it can be seen thatis dependent on saturation only for a
given injection rate (a constant total velocitydagiven fluid properties. Therefore, the

water phase mass balance equation can be transfeome
BG(S\N):_GVW__V oF, _ v dr, 0S, __qdF, dS, (3.20)

ot ox  'ox  'dS, ox  AdS, ox

Equation (3.20) is the equation for non-Darcy inuilike two-phase displacement
and has the same form as the classical Buckleyretvequation (Buckley and Leverett,
1942). Before solving the Buckley-Leverett equatione could follow the movement of
the saturation front into the column in any numbleways. If one decides to monitor the
position of a particular unchanging value of saioraand is therefore interested in:

=B, KB g (3.21)
A comparison of this equation with Equation (3.2@jicates that one can achieve

this situation if one follows the value of satuoatiwith a constant speed of,

dx_ q dF, (3.22)
dt  GAdS, '

Actually, Equation (3.20) is a hyperbolic transpedguation which is classically
solved using the method of characteristics. To inbdaphysically reasonable analytical
solution, one must impose the requirement thaethaurst be a shock front at which there
is a discontinuity in the Sfunction. Classically, the Welge tangent methoce(y¥, 1952)
is used to determine the constant shock front gt and its location. Upstream of the
shock, the saturation profile is evolving accordiadg=quation (3.22), while downstream

of the shock the initial saturation profile is praged.

3.4.2 Comparison with numerical simulations

The system of equations is solved numerically witle numerical method
presented in Section 3.3 for a 1D homogeneous poneedium without considering
capillary effects. Results are compared to thodainéd analytically using the Buckley-

Leverett approach presented in Section 3.4.1. Dmeparison was carried out with the
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physical parameters of Table 3.1 and the constédwgguations presented in Section 3.1.
The evolution of the water saturation profile ob& by direct simulation (using a one-
dimensional version of the code with imposed flaterat the inlet face) and by the
analytical solution shows a very good agreemenhaisated in Figure 3.4. This result
validates our numerical model for the particulasec®f 1D two-phase inertial flow in

homogeneous and incompressible porous media wittaqiliary pressure.

Table 3.1 Parameters for inertial flow in 1D homogeus porous media

k Cﬁ A S:v Sr: Py Pn M, M, Vi r
(m") (m) (kgn’) (kgm®) (Pas) (Pas) (ni3
2e-9 1.52e-5 3.86 0.2 0.2 994 479 le-3 5e-3 5e-5 9 1.

S, distribution
1 I I I I I I
— Analytical: 3000 sec
— Analytical: 7000 sec
0.8+ — - Analytical: 10000 sec .
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Figure 3.4 Comparison of saturation profiles of ewical solution with analytical
solution

3.5 Application of Darcy-Forchheimer flow in a 2-D domain

The Forchheimer flow condition commonly occurs @anwellbore area due to the
smaller seepage area and high flow velocity. Howesgrrently the Forchheimer effect
has not been well accounted for in the numericatukation of multiphase flow,
especially in the process of G@Btorage in deep saline aquifers. Recently, Mijicl a
Laforce (2010) studied the salt precipitation dgri@Q, injection for an inertial flow

regime and concluded that it is necessary to irclndnlinear flow behavior in near-
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wellbore area. Therefore, the model presented aic@e3.1 and 3.3 is applied to analyze
the Forchheimer flow behavior due to £@jection into a two-dimensional deep saline
aquifer in this paper. During the analysis, thesiaon between Darcy and Forchheimer
flows is achieved using the critical Forchheimemiber presented in Figure 3.2 and the
method proposed in Section 3.3.5. In addition, fhéds are assumed to be
incompressible, immiscible while porous media nefednable.

In the application problem, a constant flow ratec@h (10° m*/s per meter normal
to the 2D domain) is continuously injected into thigldle bottom (at the node with (x, z)
equal to (16, 1)) of a deep saline aquifer witheptd of 800 m at the bottom boundary.
The injection rate is determined by considering thatandard size 1,000-MW coal-fired
power plant produces GGt a rate approximately 350 kg/s (Hitchon, 19@g)yivalent
to 0.73 n/s CQ. The CQ emitted would require a field about 730 meterwidth (10°
m®/s per meter x 730 m =0.73%s). The domain and boundary conditions and pammet
values used here are shown in Figure 3.5 and TaBland 3.3. During the simulation at
the end of each time step before outputting thaltesthe incremental and cumulative
mass are checked to make sure that the mass comgsatios in Equation (3.16) are well
under control (less than 0.1% for this study) facte phase. Since this study focuses on
the Forchheimer effect of Gear the wellbore area and the applicability ef niethod
proposed here, the simulation time is in termsaefrk, instead of years.

3.5.1 Results for Darcy-Forchheimer flow

Before presenting the results for Darcy-Forchheifieay in 2D domain, it needs to
be noted that there are four Forchheimer numbeenveipanding Equation (3.14) to 2D
case assuming the principal directions for the peainiity can be aligned with the
principal axes. These four numbers are noted,agfér wetting phase in the x-axis
direction), f« (for non-wetting phase in the x-axis directiony), ffor wetting phase in the
z-axis direction) and,f (for non-wetting phase in the z-axis directiomyrtRermore, it is
important to note that all Forchheimer numbers egldcities are values evaluated at the
individual interface between its two neighboringnital nodes while all the other
variables such as saturation and pressure areatgdlas values of central nodes. Since

the node spaces in the x- and z-directions are batieter, the node index is also the

49



distance from the two axes x and z, for example,itfecting node is in column 16 and
row 1 and the distance from the injecting well tand z axis happens to be 1 and 16

meters, respectively.

BC type | for g,
BC type | for §

Row 15
—> 16
3.5
BC type | for g,
BC type | for § 2.5 Interface 16.t
16 |[¢&—
Row?2 115 Interface 1.5
A —> 15 | 16 | 17 [¢&———
z
Row 1 Interface 18.t
1 — | 14 | 15 ].Q 17 | 18 |[&—— | 31
X No flow boundar o
Injecting CG,

Figure 3.5 Model domain and boundary conditiongé€fmresent a node, e.g., the injecting
node (in Column 16 and Row 1) can be expressedds (16, 1); for an interface, the
east and north interfaces of the injecting node lmamepresented as (16.5, 1) and (16,
1.5), respectively )

Table 3.2 Parameters for inertial flow in 2D homogeus porous media

k Cﬂ A S:v Sr: Po Ly Pn Hy M, 0

(m) (M) (Pa) (kg (kgm’) (Pas) (Pas)
2¢9 1524 38 035 005 10000 994 479 7.43e-495¢% 037

CO, saturation profiles are shown in Figure 3.6, fnehich it can be seen that GO
spread to the right and left hand side in a symmetay. Also, there is more GQpread
along the x direction than the vertical directigna{itational effects). In addition, a high-
saturation profile is observed near the injectirgden (16, 1), which is due to the
additional friction caused by the inertial effeean the injecting node. This point can be

verified by analyzing the results foifand f,, demonstrated in Figures 3.6.
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Table 3.3 Modeling parameters

Properties Values Comment
Boundary condition
Water potential at x=0.5 m @, =8 M Pa, BC Type | Left boundary

Water potential at x=31.5 m _ Right boundary
Water potential at z=0.5 m %, =8MPa, BC Type | Bottom boundary

Water potential at z=15.5 m No flow boundary Top boundary
@,=8MPa, BC Type |

CO, saturation at x=0.5 m S,=0.1, BC Type |

CQO, saturation at x=31.5m S,=0.1, BC Type |

CO, saturation at z=0.5 m No flow boundary

CQO, saturation at z=15.5m S,=0.1, BC Type |

CO,injecting rate @ (16,1) 1*10° m’/s Per meter normal to the 2D domain
Initial condition

Water saturation S, =0.9 Saturated with water initially
NWP saturation S,=0.1

Water pressure @,=8MPa

Space discr etization Time discretization

Domain size, Length L=31m Simulation time T=9000 s
Domain size, Depth W=15m Time step size dt=1s
Domain size, Width 1m

Space step size dx =dz=1m

It can be seen from Figure 3.6 that, the injectnugle’s eastern and western
interfaces have a Forchheimer number larger tharmrtical Forchheimer number (with
the fx remaining positive to account for the Forchheirflew) at time 500 seconds,
which implies that C@flowing out from the injecting node is of Forchimar flow. At
time 1000 seconds, the Forchheimer regime has deplaio the three neighboring nodes
of node (16, 1). At time 4000 seconds this regi@s further expanded to an area
covering seven nodes (each row has three nodésddirst two rows and one in the third
row). As for the upper interface of each node, tila@sition behavior can be found in
Figure 3.6 as well. The injecting node’s upper riigiee has a vertical Forchheimer
number (f,) larger than the critical Forchheimer number ateti500 seconds. The
Forchheimer region continues to grow with time &l wt is also easy to observe that the
region where C@tend to accumulate matches well with the Forchkeiftow regime.
From Figure 3.6, we can also observe that the etiofer region in the vertical direction
expands in favor of the x direction over the vettidirection. This can be explained by
that the buoyancy effects caused by the densitgrdiice between Gand water would

result in vertical CQvelocity larger than horizontal velocity, which wd cause a larger
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vertical Forchheimer number, indicating that thechbeimer effect is stronger vertically

than horizontally.

Sn, fnx and fnz distribution @500 sec Sn, fnx and fnz distribution @1000 sec
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Figure 3.6 The distribution of CGaturation, §and f, over time for Darcy-Forchheimer
flow (in all the graphs, solid lines are the comtbne for CQ saturation with the values
on the lines; grey and while rectangles representtfheimer and Darcy flow in the x
dirction, respectively; the dash contour line is fig where the most farther contour line
from the injection node can be seen as the boundeiween Forchhiemer and Darcy
regimes in the z direction)

As is pointed out by Wu (2001) and Ahmadi et aD1@), the displacement of the
water by CQis inhibited by inertial effects in ForchheimervloTherefore, it is clear
that CQ spreading vertically is inhibited by the highersistance, leading to GO
spreading in favor of the x direction (shown in Utig 3.6), and that the region where
there is high C@saturation matches the region for Forchheimer fléw.for the water
phase, all the nodes’ interfaces have a Forchhemmuenber less than the critical
Forchheimer number (with all,fset to be zero to account for the Darcian flowhjoh
implies that water flow in the domain is Darciarttwihe specified injecting rate of GO

This could be attributed to the fact that water@vement is intrigued by the injection of
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CO, and the velocities of water are far less than tladis€0, so that the Forchheimer
number is smaller than the critical values.

Since the flow is symmetric in the x-direction, issshown in Figure 3.6, it is
enough to analyze the evolution of important vdeabfor the right hand side. The
evolution of §, P, fax, Vix fnz @nd i for the bottom row in the non-Darcian region is
shown in Figure 3.7. Initially, C&n all the nodes in the transport domain is inaadan
manner with the injection of Gt node (16, 1). Its east interface (16.5) waitsl 192
seconds to transition to Forchheimer flow. Thegitgon results in faster accumulation of
CO, due to inertial effect and requires a higher presglifference to overcome this
additional friction. Similarly, the east interfatmr node (17, 1) realizes the transition at
time 738 seconds. The transition for the upperfates of each node would require less
time when compared with the corresponding eastewh \mestern interfaces of the
specified node due to the buoyancy effect. Alsdhwie transition, there is a sharper
increase in C@saturation and pressure, as can be seen in the lefipgraph, upper right
and middle left graphs in Figure 3.7. As for théerface 17.5 in the bottom row, the
higher pressure difference (momentum) requiredneyttansition is realized by not only
a sharp increase in the upstream pressure (Nodebli7)also a little decrease in the
downstream pressure (Node 18).

An interesting point which needs to be emphasizatiat CQ saturation for Node
18 in the bottom row at time 738 sec experiencdsaease. The reason for this is that
the west interface (17.5) for Node 18 is non-Daraidnile the east interface (18.5) is still
Darcian, which means that there is less,@Ow into Node 18 due to the additional
friction. Another important point is that the sharpncrease in Cg&pressure for a node
(e.g., Node 17) during the transition from Daraywflto Forchheimer flow will slightly
decrease the velocity and Forchheimer number ofirttexface in the upstream (e.g.,
Interface 16.5) because the £@essure difference on which the velocity is basedld
decrease if one of the pressure (Node 17) incresisaply while the other pressure
(Node 16) keeps the same trend. It is plausildmfa first look at they and v history
in the middle right and lower right graphs in Figu.7 that the velocities are oscillating.
However, a careful observation would refute theuargnt. The sharp decrease in the

velocity history is due to the fact that the vetpds based on Darcy flow before the
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transition while the velocity is based on Forchheirflow after the transition and the

difference between the two regimes is by a facfo(lef,,). If the velocity after the

transition (e.g., 738 seconds for Interface 1&5japicted as Darcy flow by multiplying

a factor of (1+fy) with the f« larger than 10, then there would not be a shacpedse in

the absolute value of velocity. As for the smaltitbation near 738 seconds for Interface

18.5, the reason for the oscillation is the slightrease of C{pressure for Node 18

required by the transition of Interface 17.5. listtiiscussion the analysis on water phase

is skipped because the change in water phase useddby the change in G@nd a

complete analysis on G@s adequate.
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Figure 3.7 The evolution of important variables Barcy-Forchheimer flow in the first

row

3.5.2 Comparison with Darcy flow

To observe the contrast between the solutionsapipdication presented above is

simulated again with the same parameter valuegpéxcat all four Forchheimer numbers

set to be zero to account for the complete Daray ftondition in the domain. The GO

profiles are shown in Figure 3.8. From a comparisetween Figure 3.6 and 3.8, we can

conclude that C@spread in a more evenly way in Darcy flow when cared to Darcy-
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Forchheimer flow and a high-saturation profile e tForchheimer region is observed
and can be attributed to the additional frictioruszd by the inertial effect near the
injecting node. It is clear that Forchheimer flowncresult in higher displacement
efficiency but this would require a higher injectipressure. This point can be further
verified by comparing the results of Darcy flow apdrcy-Forchheimer flow. Figure 3.9
shows the comparison on the evolution gf B, P. and v for Darcy flow and Darcy-
Forchheimer flow. It is clear that G@aturation in Forchheimer flow is much higher than
that in Darcy flow. The same phenomena hold for, @@ssure and capillary pressure.
As for the velocity, the velocity is based on Fdreimer flow after the transition for
Darcy-Forchheimer flow, so its actual velocity isich larger than that of Darcy flow. To
summarize, Forchheimer effect can improve displasgnefficiency but at the expense
of a higher injection pressure. It is importantdonsider the inertial effect in near-

wellbore area otherwise significant errors canreduced to the modeling.

3.5.3 Implications
The results from Darcy-Forchheimer flow and the panson with Darcy flow

have significant implications for GQOnjection and storage in deep saline aquiferstFir
of all, it is important to incorporate Forchheimedfect into the numerical simulation of
multiphase flow to properly characterize the aaddial friction caused by the high
injection rate of C@ Neglecting the inertial effect which would requimuch larger
injection pressure than Darcy flow does would deflg introduce considerable errors to
the simulation results. If the injection operatisrbased on the Darcy flow assumption,
then the injection pressure required in Darcy fiswot adequate to maintain the same
injection rate since actually the flow is nonlineard requires higher injection pressure,
which indicates that the site selected could haweed more CQif the Forchheimer
effect is fully incorporated and the pressure budt does not exceed the fracturing

pressure of the porous media.
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Figure 3.8 The contour lines of GQ@aturation over time for Darcy flow with values
shown on lines

Secondly, the proper way to determine the critifaichheimer number for the
transition between Darcy flow and Forchheimer floan crucially affect the extent to
which Forchheimer effect can influence the transpbCQ, in deep saline aquifers. It is
for sure that Forchheimer effect can never imphetdomplete domain in a large €0
injection field (e.g., kilometers in width and lehyy but it is essential to find out the
region for Forchheimer flow near the injection gday applying the critical values for
the transition since unacceptable errors wouldraiged if we neglect the nonlinear
terms near the injection region. Since more sepegssure build-up would occur in the
Forchheimer region, it is pivotal to monitor thisegsure increase and the associated
porosity and permeability change in the Forchheimegion while continuing the
injection of CQ. The location and profile of the Forchheimer zaae help decide the
location and numbers of monitoring wells which earsure the long-term safe injection

and storage of COn the subsurface.
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Figure 3.9 Comparison of the evolution of importamatiables for Darcy and Darcy-
Forchheimer flows in the first row (in the grapBsstands for Darcy flow while F is for
Darcy-Forchheimer flow; N is for node and | is foterface)

Finally, the higher displacement efficiency by £@& good news for CO
sequestration into deep saline aquifers. This méaatsfor the same volume of porous
media, more pore space can be occupied by i@®orchheimer flow than Darcy flow
for the same injection rate and time. A comparibetween Figure 3.6 and 3.8 would
indicate that more CfOcan be stored in Forchheimer regime than DarcymegWhen
compared with Figure 3.8 where the saturation agnlines expand smoothly with time
for Darcian flow, Figure 3.6 shows that higher C&aturation would accumulate inside
the Forchheimer regime, as we can see from FiguBetlgat the region with high
saturation matches well with the Forchheimer z@neareful comparison of Figure 3.6
and 3.8 can show that the 0.4 saturation contowslfor Darcy flow lie inside the 0.4
saturation contour lines for Forchheimer flow a¢ gtame time. This means that more
CO, can be stored in Forchheimer regime. In additiowe can compare Figure 3.6 over
3.8, we can find that the low saturation contonesi (e.g., 0.2) for Darcy flow mostly lie

outside of those for Darcy-Forchheimer flow for game time. This can be explained by
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the observation that Forchheimer flow accumulatesen€Q in the Forchheimer regime
due to the inertial effects but spreads out lesg ©©@he Darcy regime while Darcy flow
has a more uniformly distribution of GQall over the domain. This more thorough
displacement of water by GOn Forchheimer flow should be a significant méfrithe
cost associated with the screening and selectipection well design and construction,
and injection operation of a G@equestration site is considered.

We should also recognize that the higher injectipressure required in
Forchheimer flow is problematic for G@jection applications. Everything comes with a
price. The price for higher displacement efficiengya higher injection pressure. As is
shown in Figure 3.10, even in a very short timens(@eours), the pressure required by
Forchheimer flow in the injecting node is more tfa@5% higher (more than 4000 Pa)
than that for Darcy flow. If we double the simudattime, the pressure difference for the
injecting node would increase to more than 0.068c¢can be seen in Figure 3.10. The
higher pressure requirement would be more sigmfidaone considers that the injection
period would in general be more than 20 years. éfighiessure requirement would first
entail more energy cost. What is more troublesasnibat the pressure will continue to
increase and might even exceed the litho-statesstrthen there is an increasing risk for
triggering fracturing or shear-slip at or near thgction point. Therefore, it is vital to
monitor the hydro-mechanical behavior in the nealtvore area while continuing the
injection of CQ. Furthermore, the tradeoff between the improvedpldcement
efficiency and the increasing injection pressureusth be well balanced in order to store
as much C@as possible while keeping the storage zone secuteafe. This point needs
to be carefully analyzed for site specific casgseemlly for a more realistic injection

domain and a larger time scales of injection period

3.6 Summary

In this chapter the Forchheimer flow behavior uding Forchheimer equation is
developed where a convenient definition of the Rbetmer number for multiphase
flows is proposed to derive a generalized DarcycRoeimer model. The generalized
mathematical model was then discretized into a miwalemodel and a numerical tool

using control volume finite difference method wasveloped to simulate two-phase
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inertial immiscible and incompressible flow in twanensional non-deformable
homogeneous porous media. The strong nonlineawityded by the Forchheimer number,
the relative permeabilities and the derivative apiltary pressure over saturation was
solved using a fixed point iteration method. Themeucal tool was validated by
comparing the results to those obtained using a-aeatytical solution to the Buckley-
Leverett problem with inertial effects and the ifeswshow good agreement with the

analytical solution.
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Figure 3.10 Comparison of G@ressure between Forchheimer-Darcy and Darcy flow

In this study we also propose a new method to ater the critical Forchheimer
number for the transition between Darcy flow andchbeimer flow for both single
phase and multiple phases and obtains the critadaks for both water and G®y using
the new method and experimental data in the lileeafThe critical Forchheimer numbers
were then used to analyze the application problerolving the injection of C@into a
deep saline aquifer. The main conclusions of thidysare as follows:

i. Darcy flow is a special case of a generalized Dd&mschheimer flow Equation

when the Forchheimer numbéy is equal to zero;
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ii.  Since bothg,and f, are functions of saturation of phase, there is a critical

Forchheimer number for transition for a specificusation for each phase in
multiphase flow system;

iii. The good agreement between the numerical solutimh the semi-analytical
solution validates the numerical tool developethia study;

iv.  The Forchheimer flow indicates that the displacenediiciency is improved and
this increases the storage capacity for the sajeetion rate and volume of a site;

v. The higher injection pressure required in Forchlegiriow is problematic for
CO, injection applications because the pressure wvaiitioue to increase and
might even exceed the litho-static stress and igle for fracturing the porous
media near the injection well would increase.

vi.  The high vertical velocity resulting from the buogs effects would lead to
higher Forchheimer number and thus inhibit,@G®@m spreading vertically due to
the stronger resistance in the vertical direction.

These conclusions are only quantitatively dependgmin the choice of the
capillary pressure curves and the Forchheimer iwiefts that were determined here
from experimental data provided in the literatuflis study provides a useful tool for
future analysis and comprehension of multiphase cyp&orchheimer flow and
Forchheimer effects of GOnjection into deep saline aquifers. However, ¢baclusions
for the application problem are preliminary becatlsestudy focuses on the applicability
of the methods proposed in this study and the Faiaher effects in the near-wellbore
region and therefore the simulation time is onlytenrms of hours, instead of years. In
order to obtain more realistic recommendations be field operation of CO
sequestration site, it is hecessary to conducbeotigh investigation which incorporates
the transition between Darcy and Forchheimer flowsa larger domain (length scale:
kilometers) for a longer time (time scale: tensyeérs) with higher injection rates, For
such applications, although the time required foe tomputation would increase
exponentially with the increase of domain size #inte since the solution of a strong
nonlinear problem is involved, these analysis sthdad performed prior to the injection
and monitoring design at a specific site. For #nsalysis the procedure developed in this

study can be employed.
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Chapter 4 Modeling of the kinetic dissolution of SO, and the
induced porosity and per meability changes due to SO, co-
injection

In this chapter, we develop a multiphase flow awodtaminant transport model
which incorporates the kinetic mass transfer ofusudioxide (SQ) and carbon dioxide
(COy,) into deep saline aquifers and the coupling betwtbe fluid flow and the induced
porosity and permeability changes caused by theelacidification. Then the model is
used to analyze the brine acidification and theultast mineral dissolution and
precipitation which would further cause the chanigeporosity and permeability for a
one-dimensional domain with $@o-injection with CQ into deep saline aquifers under
four model scenarios: two of them describing,@0d SQ mass transfer limitation from
supercritical CQ (scCQ)to the brine (with or without the coupling betwettye change
in porosity and permeability and the fluid flow neddwhile the other two dealing with
the case of SPphase equilibrium between the entire volumes 6fGscand brine (with
or without the coupling). To predict brine pH, weveélop a geochemical model that
simulates aqueous speciation and thermodynamicepd@slibrium of injected Coand
SO, with a typical saline aquifer. In addition, thensgivity analysis of selected
important kinetic parameters on the outcomes ofsthaulations is also conducted and

covered.

4.1 Fluid flow and contaminant transport models

The flow and transport model developed is basedpate discretization by means
of control volume finite difference method. An ingil scheme is used for the individual
components of the model, consisting of flow andhgport. As for the multiphase flow
applications, the readers may refer to Zhang arad Gubmitted) for more details. As
for the contaminant transport model, in generak tjoverning equations for S0
transport in the water and scg@hase and for CQransport in the water phase can be

expressed as
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% =[(68,D.,(0C,) -0(v,C,) +6S,x(C:-C,) +a,C,,

@ =0«(6S,D,(0C,)-0(v,C,)-6Sx(C;-C,) + an; (4 1)
MS”TCWCOZ) = [4(68,D% (G, %)) ~ LIy, C, %) + 8, Y (C2%% ~C, %) +,C, "

where C, and C, (M/L® are SQ concentrations in the water and seCphase,
respectivelyy is the lumped mass transfer raté'Tor SO, D, and D, (L¥T) are S@
diffusion coefficient in the water and scg@hase, respectively is the porosityS, and
S, are saturations for water and gQeparately, andv, (L/T) are velocities for water
and CQ, separatel\C, (M/L®) is the equilibrium concentration of $@ saline phase
corresponding to the concentration in the sgCQ, and C; (M/L® are specified
concentrations at a source/sink in wetting and wetting phase with a flow ratg, and
g, (/T), respectively.

Using control volume finite difference method, fdd case, Equation (4.1) can be

discretized as

65.7C,1" - (8.1 ~C ~BC-C0) + LW G-
+M0S,"xC,; " = MOS,XCl A 1q,C,;

6S,7C/" - (c(C, it -C, ) -d(C, - C,] )+%v” clti-c (4.2)
- MOSxC, = -At8S, 7y CE A g C

6,7C, 1 - (o€, 24,17 = £(C, 240,40 + D w (€, -, )

+ Ates‘tNuXcoZCWcozinl — A’[HSWH 1)(co2 Cvevcozr _|_A,[qwcwco2i

where a, b, ¢, d, e, and f are defined as
At
b= 6 = 6S D
[M) L [(Ax) S0 } ° LAx)Z S } (4.3)

d= g D% f= D>
s } |y } st }

We note that the advection terms in Equation (#dgd to be discretized using

upwind scheme based on the flow direction.
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The equilibrium concentration of $0n saline phase corresponding to the

concentration in the scG@haseC; can be defined as
Co =@, P_K, (4.4)
where @, is the fugacity coefficient of Sn the scCQphase ani,, is the Henry's

Law constant. Both the fugacity coefficient and Hén Law constant need to be
adjusted according to the temperature and pressuttee simulated domain. The $0
fugacity coefficient in the scCOs determined from the reduced-virial-coefficient
method in Tarakad and Danner (1977). The adjustmktite Henry's Law constant for
high pressures was done by suing the Krichevskghiya equation (Prausnitz et al.,
1986).

As to the equilibrium concentration of G@ saline phase corresponding to the
concentration in the scG@hase, we adopt a correlation developed by SpyaitiReed
(1988) to adjust the fugacity coefficient. The HgarLaw constant is corrected by using
the equations developed by Battistelli et al. (1997

The lumped mass transfer rgtecan be expressed as
X =kay, (4.5)
where an (L?L3 is the area of wn-interface per unit volume af fiorous medium and
k, (M/T) is the mass transfer rate coefficient. For,C&},can be estimated by using the
empirical correction proposed by Joekar-Niasat.¢2808) with the equation as
a, =849+ 385&, — 0.22R - 39% + 0.086P + (1.2B3 P3 (4.6)
where § and R are the saturation for water and the capillarsgunee As for SQ, since

the volume (mass) ratio of 3@ CQO, is assumed to be constant, e.g., C, in this sthdy,
following equation is used to adjust thg #or SO

&:C &:Cy3 —(awn)a)z :C2I3 (47)
Veo, Aco, (Qwn)co,

Shindo et al. (1995) studied the kinetic dissoltof CQinto water from the surface of
CO; hydrate at high pressure and estimated the massfér rate coefficierit, for CO,

to be 1.258 m/s. This study used their experimental resultssitoulate the kinetic

dissolution of CQinto water. As for S@ no applicable kinetic data can be found in the
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literature. We adopt the definition for Sherwoodmmer, Sh, for the mass transfer

through the film around a spherical particle inuadf, expressed as (Smith, 1970)
k, = Sh% (4.8)

where 0, and d are the diffusion coefficient in the filmdagiroplet diameter. While Sh is
correlated by Reynolds number, Re, and Schmidt mun8z, by Ranz et al. (1952)

Sh=2.0+ 0.6RE& = 2.6 o.% ()S-ég— i (4.9)

m

wherep ,vandy are the fluid density, the velocity of the surroungdstream and the

viscosity of the fluid, respectively.

4.2 Geochemical models

In the geochemical model, an iterative process wused to compute aqueous
speciation of carbonates, sulfates, and hydrogéfidesugrid by grid. All aqueous
speciation reactions are assumed to be instantarswliwith equilibrium and are shown
with their equilibrium constants in Table 4.1.

As for the water-rock reactions, this study simegaan infinitely well-stirred batch
reactor, and thus reaction kinetics is strictlyface controlled. In this study, a general
form of rate expression is used, which is basettasition state theory (TST) (Lasaga et
al., 1994; Steefel and Lasaga, 1994):

AM _ A - (2 yere 4.10
A S Tk (Keq)] (4.10)

where r (M/T) is kinetic rate, k (M/4T) is the rate constant, A fLis the specific
reactive surface area per kg water, Q is the @acjuotient and I is the equilibrium
constant. The parameter p and q must be deternbipexkperiment, but are commonly
set equal to unity when data are unavailable. Famymminerals, the rate constant k can
be summed from three mechanisms (Lasaga et a4, Paandri and Kharaka, 2004):

=k __E“ 1——1 25 _EH 1_—1 Ny 25 E __1 Non (411)
k=ki eXp[ R (r 298.15)}rkH ex‘{ R (F 298.13}11” +hon ex% R #1 298.1§ H
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where subscripts n, H and OH represent neutral, @il base mechanisms, respectively,
E is the activation energy?¥is the rate constant at 25 °C, R is gas consTaistabsolute
temperature, a is the activity of the species,raigdpower term (constant).

After the water-rock reactions at each time step,induced changes in porosity are

adjusted by the following equation for the chanfinmerals volume in each cell:

nv? -y nvo
ﬂ:; p'p ; RYR

3 e (4.12)
R'R

wheren, and vg represent the moles and the molar volume of thdymtosolid phasen,

and vg represent the moles and the molar volume of thetastisolid phase. The changes

of permeability caused by the porosity change aaddscribed by the equation proposed

by Xu et al. (2003)
3 2
k_[z] (u] (4.13)
kU 00 1_8n

where subscripts 0, and n represent the last amentutime step, respectivelg,and

k are the porosity and permeability, respectively.

Table 4.1 Aqueous reactions considered in thisystud

Reaction log(K.,)
H,CO, = HCO, +H" -6.27
HCO, - CO” +H" -10.16
H,O = OH +H" -13.49
3 3 ., 1
sO,,,*H,0 = —HSO, +—=H"+=H.S_ 5.68
4 4 4
HSO, = SO +H" -2.12
H ZS(aq) hnt HS(aq) + H ' '704

The coupling of the three components (fluid flowdalh mass transport model and
geochemical model) can be solved by an iterativeguure. The numerical algorithm
shown in Figure 4.1 is employed to solve the pnoblBuring the process several points
need to be emphasized:

i. For each time step, the velocities and saturationise fluid flow model are used

for contaminant transport model; the concentratitors SQ and CQ in the
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transport model are used for geochemical model;thecchanges in the mineral
are used to correct the porosity and permeability;

Since the changes in porosity and permeabilitycangoled with the fluid flow
model, an inner iterative loop is needed insidetithe incremental loop;

In the inner loop, a criterion based on the chaofjX is used to determine
whether the coupling between the porosity and pabiliey change and the fluid
flow is convergent or not. The choice for the valgaX could be saturation,
pressure, porosity or permeability. Since Q@essure is more sensitive to the
change of porosity and permeability, in this studys selected as C(pressure.
Inside each component, there is also an iteratep lto solve for the primary
variables, e.g., sand R, for fluid flow model and ¢ and G, for mass transport
model. So many loops can lead to a high requirerfiogrdomputation.

Initialization
5 4
NO
t <t _max Stor
YES Y
Outpu

Fluid flow mode <

A
Mass transport moc

Update variables
& coefficients

A
Geochemical mod

A

YES

|(X-X_0)/X]| > tol

Update
Variables

A

< t=t+dt [« Outpu

Figure 4.1 Flowchart for the numerical algorithm
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4.3 Problem setup for application of kinetic dissolution of SO, ina1-D
domain

4.3.1 Fluid flow and contaminant transport conditions

A single-layer uniform formation with a thicknessl®0 m and a depth of 800 mis
considered in the present model (Figure 4.2). Tovenétion is assumed to extend
infinitely in the horizontal direction. In all scanos, a constant flow rate of G@ith 1%
of SO, in mass (18 m*s per square meter normal to the 1D domain) igimeously
injected into the first left node. The injectiontgas determined by considering that a
standard size 1,000-MW coal-fired power plant paeuCQ at a rate approximately
350 kg/s (Hitchon, 1996), equivalent to 0.7%3rCQ. The CQ emitted would require a
field about 7300 meters in width and 100 meterthickness. The domain and boundary

conditions and parameter values used here are simolrgure 4.2 and Table 4.2 and 4.3.

Injecting CQ
/interface 1. No flow boundar BCt for S
ype | for
No flow boundar : ‘Z . L 200 BC type | for R,
BC type | for C
—> Interface 3. No flow boundar

Figure 4.2 Model domain and boundary conditiongéfresent a node, e.g., the injecting
node (in Column 1) can be expressed as Node Anfanterface, the east interface of the
injecting node can be represented Interface 1.51d) )

Table 4.2 Parameters for the fluid flow and contemnt transport
Parameters for the fluid flow and contaminant tpams in 1D homogeneous porous

media

k A S, S Pd P o, U, U Droplet diameter (d)

n

m’ - - - Pa kg/m  kg/nt Pas Pas m
2e-13 3.86 0.35 0.05 10000 994 479 7.43e-4  3.95e-5 0.05
Aquifer : . SO, massratio  Thick- Dico, ) Diso,ce) DPisoyun)
Depth temperature Aquifer salinity in scCO2 flow ness o e o
m °C mol/L percentage m s nfls nf/s
800 60 1 1 100 2.73e-9 2.49e-8 2.31e-9
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4.3.2 Geochemical conditions

As is pointed out by Palandri and Kharaka (200®)-bearing sediments have the
merits of widespread geographic distribution, galtergreater thickness, and higher
porosity and permeability, compared with other sedits like plagioclase-bearing (Ca-
bearing) and illitic (Mg-bearing) sediments. Furthere, Blatt (1982) shows in his study
that sediments globally have average iron conteh#s8 and 2.4 wt% for mudrocks and
sandstone, respectively. Therefore, these sedinfenvs a significant potential to trap
CO, and thus this study chooses the formation stuakeidon-bearing sediment.

Table 4.3 Boundary and initial conditions and siatioin parameters

Properties Values Comment
Boundary conditions

Water pressure at x=0 m No flow boundary Left boundary
Water pressure at x=1600 m P,=8 M Pa, BC Type | Right boundary
CO, saturation at x=0 m No flow boundary Left boundary
CO, saturation at x=1600 m S, =0.15, BC Type | Right boundary
SO,/CO, concentration at x=0 m No flow boundary Left boundary

SO,/CO, concentration at x=1600 m C =0, BC Type | Right boundary

CG,injecting rate @ node 1 1*1fom?s Per square meter normal to the 1D
domain

Initial conditions

CO, saturation S,=0.15

Water pressure P,=8MPa

SGO,/CO, concentration 0
Space discr etization

Domain size, Length
Space step size

Time discretization
Simulation time
Time step size

L=1600 m
dx =4 m

1 year
dt=500 s

Since the multiphase flow and contaminant transpamrtlel proposed in this study
involves solving two linear systems in two iteratigrocesses (plus the iterative process
for the coupling between fluid flow and porosityadges), which are computation-
demanding, we simplify the geochemical model byuassg that the initial mineral
composition of the formation is 100 wt% of hemaijle03) with a density of 5280
kg/m®. This simplification can help to estimate the nmaai possible impacts the kinetic
mass transfer of Snd CQ could have on the porosity and permeability change

Where sediments contain ferric iron, it must bstfreduced before precipitation as
iron sulfide. The reduction of ferric iron by sulé can be realized by the following two

reactions:
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4Fe,0,, + HS,

(aq)

+1H" = Fe+07+HLO (4.14a)
8Fe’ + HS,, +4H,0 « 8Fe” +S0; + H' (4.14Db)

In this study, we consider only hematite 8¢, rather than Fé, because the
primary source of ferric iron is contained in mialst After the reduction of ferric iron to

ferrous iron, ferrous iron can react with sulfidetbe following two reactions:

4Fe” +S07 +THS,,, +H" = 4FeS,, (pyrite)+ 4H,0 (4.15a)

(aq)
Fe’* + HS™ = FeS(amorphous) + H * (4.15b)

It needs to be noted that amorphous FeS is lebtestad would be replaced by
FeS (with a density of 4800 kg/f if additional sulfide is available after all iron
precipitates in FeS, which is valid in this studyerefore, we only consider Equation
(15a) in this study. After the formation of pyritemight begin to dissolve into the water
phase, but the dissolution of pyrite needs thegmmes of F&', as is shown in Table 4.4.
Furthermore, there would be few, if not no,*Fén the water phase in this study.
Therefore, the dissolution of pyrite is negligilslempared with the precipitation of pyrite.

Since the simulations considered herein are résthito moderately to extremely
acidic conditions, only the acid-catalyzed mechanisas a significant effect upon
reaction rates, and the other two mechanisms ajigitee in comparison and therefore
are ignored herein. The mineral dissolution rateupeters are summarized in Table 4.4.
Mineral precipitation rates were computed by dinglithe dissolution rate by the

equilibrium constant, based on the principle ofn@scopic reversibility (Lasaga, 1998).

Table 4.4 Rate equation parameters

Mineral A Rate constant Activation energy  Reaction order Reaction order w.r.t
(cnflg)  (Log mol/infs) (kJ/mol) w.r.t activity of H+ given species

Hematite 12.9 -9.39 66.2 1 0

Pyrite 12.9 -7.52 56.9 -0.5 0.5Fe

4.4 Results and discussion
Four model scenarios are analyzed in this studth twio of them describing GO
and SQ mass transfer limitation from scG@ the brine (with or without the coupling

between the change in porosity and permeability #wedfluid flow model) while the
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other two dealing with the case of Sfhase equilibrium between the entire volumes of
scCQ and brine (with or without the coupling). To sinfiplthe notation, ‘Ki-cou’ and
‘Ki-non’ denote the cases for the kinetic massgfanof CQ and SQwith and without
the coupling, separately; ‘Equi-cou’ and ‘Equi-natand for the cases for equilibrium
dissolution of CQ and SQwith and without the coupling, respectively. Thismglified
notation will be used throughout the paper.

In this section, the results for the base case Wwitletic mass transfer and the
coupling will be presented and discussed first.nTaecomparison among the four cases
will be conducted. In addition, parameter sengitianalysis will also be covered after
that.

4.4.1 Base case (Ki-cou)

The output for the simulations in this study istguextensive, essentially consisting
of three parts of information: (1) the multiphasewf pattern, (2) the aqueous phase
composition, (3) the mineral distribution and timeluced changes in the porosity and
permeability. For convenience, we only presentctete information closely related to
the objectives of this study in graphical form asuaction of the distance from the
injecting well (Node 1), at several times as 2.Seéonds (4 weeks), 1.25e7 seconds (20
weeks), 2.25e6 seconds (37 weeks), and 3.15e7de (82 weeks). Since this study is to
investigate the effects that the kinetic mass feansf CG, and SQ and the coupling
between porosity change and fluid flow would hawetlee near well-bore area during the
injection period, the evolution history of selectegportant information near the injecting
node will be also presented. During the presemtatid the whole domain, only the part
having distinguishable difference in the selectadables will be presented. For example,
for CO, saturation, there is no major change for the rigtit domain (800-1600 meters),
so only the left half domain is shown in the tofp (L) graph in Figure 4.3.

As we can see from the TL graph in Figure 4.3,,Cpread to the right
continuously with time and the saturation in theating well also increases with time, as
is expected. However, for GQopressure shown in the TR graph, it seems that CO
pressure experiences a massive increase from itied pressure 8 MPa to around 15
MPa. This can be attributed to the fact that tha&lfl can only move to the right hand side

since all the other directions have no flow bougdand that the absolute permeability
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(2x10" m? is small enough to intrigue a huge pressure am@e In addition, CO
pressure in the injecting well decreases by a smailbgnitude with time, which can be
again verified in the TR graph in Figure 4.5. Ttaés be explained by the fact that water
pressure before the saturation front (e.g., theorefpr x < 80 meters at time 2500000
secs in the TL graph in Figure 4.3) will eventuallydergo a decrease with time since
less and less water is left to be replaced by, @@ich will require a smaller and smaller
water pressure to push the water to the right Isael Furthermore, the decrease in the
water pressure will be the dominant factor in thelation of CQ pressure since the
change of capillary pressure is in an order of 1B&Q'shown in the LL graph in Figure
4.5) and the magnitude of water pressure is inrderoof 10 MPa with the change of
water pressure in an order much larger than thatapfllary pressure. Therefore €O
pressure experiences a decrease with the decréasater pressure, although the
increase of capillary pressure with the increaseC@b saturation with time tries to
increase the C{pressure but fails due to the much smaller magaitMéhen it comes to
SO, concentration in the scGQa constant mass ratio (a percent o 8Cthe scCQ) is
assumed in the injecting well since S8Ggether with scC@s continuously injected into
the first node and the mass transfer fop, 88m the scC@to the water phase has proven
not to be fast enough to deplete the, 80the scCQ in the injecting node. As is shown
in the ML graph in Figure 4.3, SGn the scC@moves to the right hand side with time,
but in a pace much slower than the movement of €@ comparison between the TL
and ML graphs. For example, for x=200 meters aD0RB0 sec, Cgsaturation is close
to 0.25 but S@concentration in the scGGs zero, due to the mass transfer to the water
phase and mass diffusion to its neighboring nodibes. SQ solubility in the water (MR
graph in Figure 4.3) has a direct relationship v8t& concentration in the scGQas is
ruled by Henry's Law, so the profiles of $&blubility in the water are similar to those
for SO, concentration in the scGOSQ, concentration in the water (LL graph in Figure
4.3) has a time lag compared with the profiles @% Solubility because of the mass
transfer limitations, but has similar profiles wittose for H (LR graph in Figure 4.3)
since the concentration of ks highly dependent of S@oncentration in the water.

The dissolution of Hematite continues with time,i@shown in the TL graph in

Figure 4.4, with a maximal decrease percentage2# i the first node at 3.15e7 sec.
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With the dissolution of hematite and S@to the water phase, pyrite will begin to
precipitate over time (TR graph in Figure 4.4). Tdfenge of the composition of the
mineral will have a volume change which can be dlesd by Equation (4.12). The
induced changes in the porosity and permeability they mineral dissolution and
precipitation are shown in the LL and LR graph$igure 4.4. The porosity experiences
a maximal decrease percentage of 0.25 while themaddecrease percentage for the
permeability is 1.05 in the first node at 3.15e€. sehis magnitude of change in the
porosity and permeability could have significanpamts on the fluid flow, especially on
the pressure since pressure is more sensitive tosipp and permeability. A detalil
comparison between the cases with and withoutdheltg of porosity and permeability

change with fluid flow will be covered later in Sien 4.4.2.
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Figure 4.3 Distribution of selected variables dtedent times (the top left (TL), top right
(TR), middle left (ML), middle right (MR), lower fe(LL) and lower right (LR) graphs
are for CQ saturation, C@pressure, SOconcentration in the scGOSO, solubility in
the water, S@concentration in the water, and Ebncentration, respectively)

From the analysis above, we can see that the regianthe injecting node is where

most changes in the saturation, pressure, porasilymany other variables are expected.
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Therefore, the evolution history of selected imanttinformation for the first three nodes

(interfaces) will be presented next.

CO;, saturation in the first node increases to a viuger than 0.3 in a very short

time span due to the continuous injection of,@®the first node, as is shown in the TL

graph in Figure 4.5. As for the G@ressure in the TR graph, the pressures for all the

three nodes increase to a massively high presswrauadergo a smaller decrease over

time due to the decrease in water pressure in dnanger magnitude than that for the

increase in capillary pressure. The capillary guess (LL graph) share a similar profile

with that for CQ saturation because of its high dependence on thes&@ation. When

it comes to C@flow velocity (LR graph), it goes through a shpetriod of rapid increase

before stabilizing with time.

Hematite abundance(volume fraction)

Porosity

0.6305

0.63

[
0.6295

0.629*"

0.6285

0.628

0.37

0.36981,+*"

0.3696

0.3694¢"

0.3692

0.369

0.3688
0

=—2500000 sec |-
=== 12500000 sec

+ 22500000 sec | |
===31500000 sec

100

300 400

=
-
-

-

= 2500000 sec | |
=+= 12500000 sec

+ 22500000 sec| |
===31500000 sec

260
x(m)

100

300 400

Permeability (m?)

I
4

Pyrite abundance(volume fraction)
o
3

N

=
o

[

''''''

= 2500000 sec

=+= 12500000 sec| 1

* 22500000 sec

===31500000 sec| -

~
~,
~—

o

2.04

2.035¢

N
Q
@®

2.025

N
Q
N

2.015

300

400

-
-

= 2500000 sec

=+= 12500000 sec| |

+ 22500000 sec

===31500000 sec| 1

100

300

400

Figure 4.4 Distribution of selected variables dfedent times (TL, TR, LL and LR
graphs are for Hematite and Pyrite abundance ih eade, porosity and permeability,

respectively)

It is more obvious to observe (in the TL and TRpisin Figure 4.6) the time lag

between S@-concentration in the water and S€blubility in the water due to the mass

transfer limitations from the scG@o the water phase. As is expected, $@hcentration

in the scCQ@ and SQ solubility in the water share almost the sameij@®in the TR and

73



LL graphs because of Henry’'s Law. As for £€bncentration in the water in the LR
graph, the time for COconcentration in the first three nodes to hitsitdubility limit is
short. Actually, if we compare the TL graph in Figu.5 to the LR graph in Figure 4.6,
we can find that C®concentration in each of the three nodes reachoitgbility limit
almost at the same time when £€aturation front is in the same node. It suggtss
the role for the mass transfer limitations is indigant if a simulation time larger than
le7 seconds is considered. Therefore, it is na¢sgzgy to include the kinetic dissolution
of CO, from the scCQ@ to the water phase into the simulation models amlthe

simulation time is very short (in terms of daydess).
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Figure 4.5 Evolution of selected variables for eli#nt nodes/interfaces (LL and LR
graphs are for capillary pressure, £@ow velocity for the first three nodes’ east
interfaces, respectively)

As for the evolution for Hconcentration in the TL graph in Figure 4.7, aikim
profile can be found for SOconcentration in the water phase in the TL grapkigure
4.6 because the concentration dfislhighly dependent of S@oncentration in the water,
although CQin the water has a larger concentration and csm rallease Hto the water
(but with a much lower ability since carbonic agda weak acid while sulfuric acid (a
product of the reaction of SQvith H,O) is a strong acid). At the end of one year, the

porosity experiences a decrease percentage of @2%, and 0.02 for Node 1, 2, and 3,
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respectively, as is shown in The TR graph in Figui® This magnitude in the changes
of porosity would have corresponding decrease p#age for the permeability (LL
graph in Figure 4.7) of 1.05, 0.38, and 0.08 forddldl, 2, and 3, separately. The
magnitude of the change for the second and thidkesionight not be as significant as
someone might expect, but the changes are for alaion time of one year only. The
changes would be much more significant if an inggcperiod of more than 30 years is
considered. In addition, the combination of theseomchanges in the porosity and
permeability, together with the changes in thet firsde, would have a collective impact
that might be much more important than expected #metefore needs further
investigations, especially on the water and, @@ssure because the pressures are very
sensitive to the change of porosity and permegbdihd these pressures are very

important operating parameters during Q@ection and storage.
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4.4.2 Model comparison

From the top left graph in Figure 4.8, we can $e¢ €Q saturation at 3.15e7 sec
for all the scenarios is almost the same expecsdone difference near the saturation
front which can be easily observed in the low tgtiph in Figure 4.8. Since there is no
impact of the changes in porosity and permeabhidlitythe fluid flow model in the cases
‘Ki-non” and ‘Equi-non’, the two cases have ovepayy saturation profiles even near the
saturation front. But for the cases ‘Ki-cou’ andjti:-cou’ where the interaction between
the fluid flow and the changes in porosity and psahility is included, the porosity and
permeability would experience a small percentagelexfrease for both ‘Ki-cou’ and
‘Equi-cou’ and therefore the domain before the diton front would have a slightly
larger CQ saturation than the non-coupling cases do althdlglsaturation values seem
to have no noticeable difference from the non-cogpkases in the top graph. The
domain before the saturation front has a decrepseabity and permeability, resulting in
a higher pressure before the saturation front winite changes for porosity and
permeability are expected after the saturationtffon SQ and CQ yet) and pressure
changes after the saturation front would not bsigoificant. Therefore, the flow velocity
near the saturation front would be much larger tivse for non-coupling cases. That is

why the saturation difference between the couplamgl non-coupling cases become
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noticeable near the saturation front. Therefore; €&uration in the case ‘Ki-cou’ has a
higher value that those in the non-coupling caséseasame location near the saturation
front while CQ saturation in the case ‘Equi-cou’ has an evendriglalue. The decrease
in the porosity for ‘Equi-cou’ is a little largehan that for ‘Ki-cou’ due to the fact that
more SQ for ‘Equi-cou’ would produce more*Hn the water and both the dissolution of
hematite and precipitation of pyrite are catalybgdH’, so CQ saturation has a even

larger increase near the saturation front for ‘Ecpu’.

x 10’

1.45

o Ki-non
Equi-cou

%O\s\.\ j Ki-cou

Equi-non|

1.4f
%%

1.35¢

. . . . . . .
0 100 200 300 400 500 600 700 800
x(m)

1.3f

n

P_(Pa)

1.2f

L L
-0 200 400 600 800
x(m)

Figure 4.8 Comparison of the distribution for £€aturation and pressure at 3.15e7 sec
for different scenarios (in the legends, ‘Ki' anlqui’ are for kinetic and equilibrium
mass transfer of SOand CQ respectively; ‘Cou’ is for the case with the canogl
between porosity change and fluid flow while ‘Naa’without the coupling; the same
legends are used throughout the paper)

When it comes to COpressure at 3.15e7 sec, no difference would beactegd
between ‘Ki-non’ and ‘Equi-non’ (shown in the riglgraph in Figure 4.8) because
porosity and permeability changes are only monit@ed not incorporated into the fluid
flow model. As for the ‘Ki-cou’ case, a noticealiherease in C@pressure over the non-

coupling cases can be easily observed in the figinige ‘Equi-cou’ has an even larger
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increase in the CQOpressure due to its larger magnitude of the dser@&a porosity and
permeability.

The major difference between the coupling and mmupting cases is the pressure
difference, which is in an order of less thart P@, as is shown in Figure 4.8 and 4.10.
Such magnitude of pressure difference would haveomdirect impacts on the SO
solubility in the water phase and limited indiréeipacts on the contaminant transport
and geochemical model through the minor differensesthe fluid flow velocity.
Therefore, the impacts of the coupling betweendflilow and porosity change on the
SO, and H concentration in the aqueous phase would be iifisignt, as can be seen in
Figure 4.9. The H concentration profiles for the coupling cases hawenoticeable
differences from those for the non-coupling cases, the differences between kinetic
and equilibrium mass transfer of $@3 obvious even after one year because morg SO
dissolved into the water phase for the same timmgean produce more 'Halthough
the difference is smaller and smaller as the tiorginues.

As we can see from Equation (4.14a) and (4.15a)kittetic reactions for both the
dissolution of hematite and the precipitation ofifgycan be accelerated by the presence
of H" (the more of H, the faster for the reactions). Therefore, the mitade for the
changes in porosity and permeability for the cdsgui’ would be larger than that for
‘Ki’, as can be observed in Figure 4.9.

Since the injecting node (Node 1) is very importenCG; injection and storage,
the evolution of several important variables wil presented and compared among the
four scenarios. As to CGsaturation in the first node, no noticeable défere can be
observed among the four scenarios, as can be sedmeiTL graph in Figure 4.10,
although the saturation for the coupling cases dal slightly larger than those for the
non-coupling cases. When it comes to.(@essure in Node 1, the difference is obvious
(shown in the TR, LL and LR graphs). The pressiifferénce between the coupling and
non-coupling cases is in an order of ®a and the pressure for coupling cases would
experience an increase of more than 0.1% over ¢inecaupling cases for most of the
simulation time. At the end of one year, the cdsgui-cou’ has a pressure increase of
78119 Pa (0.55%) over the non-coupling cases wihdeancrease for the case ‘Ki-cou’ is

58669 Pa (0.41%). From the comparison betweeni-Emui and ‘Ki-cou’, we can find
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that the case with the kinetic mass transfer of &&h save energy and money for the

pressure difference of 19450 Pa over the caseemtiilibrium assumption at the end of

one year.
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Figure 4.9 Comparison of the distribution fof Ebncentration, porosity and K changes
for different scenarios

Higher pressure requirement would first demand nemergy. Assuming that the
pressure difference of the case ‘Equi-cou’ over riba-coupling cases continues to be
78119 Pa for the rest injection period (at leasy@érs) and the C{njection rate for the
whole field is 0.73 rifs, there would be an additional power input rezmient of 57
kilowatt to inject the same flow rate of G@r the whole injection period, not even to
mention that the pressure difference will definjitebntinue to increase if the porosity
and permeability in the injection node continuedézrease. However, the assumption
for the kinetic mass transfer of $€an save this additional energy demand by abdit 25
because the magnitude of the decrease in the poerygl permeability would be smaller
than that for the case with the assumption of dayiuim dissolution of S@into the water

phase.
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Figure 4.10 Comparison of the evolution for £aturation and pressure @ Node 1 (the
LL graph shows C@pressure difference between ‘ki-cou’ and ‘ki-noahd between
‘Equi-cou’ and ‘Equi-non’ while the LR graph sho@®, pressure ratio of ‘ki_cou’ over
‘ki_non’, and of ‘Equi-cou’ over ‘Equi-non’)

As can be seen in the TL graph in Figure 4.11,S8econcentration for the case
‘Ki-cou’ reaches its solubility limit at the end ohe year, so is the'Htoncentration (TR
graph in Figure 4.11). As we can find in the loweo graphs, the porosity experiences a
maximal decrease percentage of 0.25 and 0.34 éocakes ‘Ki’ and ‘Equi’, respectively,
while the maximal decrease percentage for the pegitity is 1.05 and 1.43 for the cases
‘Ki" and ‘Equi’, respectively, in the first node &15e7 sec. Although the magnitude of
the changes in the porosity and permeability setente small, they do have significant
impact on the flow pattern, especially the presdorethe two phases, as is analyzed

above.
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Figure 4.11 Comparison of the evolution for seldatariables @ Node 1

4.4.3 Sensitivity analysis

The purpose of the sensitivity analysis is to asdesv uncertainties in mineral
dissolution rates and the dissolution rate of, 3@0 the aqueous phase affect the
alteration pattern of the system including the desn of CQ pressure, aqueous
concentration for SPand H , the dissolution and precipitation of mineralsd ahe
induced changes in the porosity and permeabiliher&fore, two additional simulations
are run for the sensitivity analysis, one with thgsolution rate of S©decreasing by an
order of magnitude; the other with the hematitesaligtion rate decreasing by an order of
magnitude. The two cases are denoted as ‘Low Kahd'‘Low K_SQ’ for decreasing
hematite and SQdissolution rate, respectively. Results obtainedhfthe two sensitivity
simulations are compared to the base case detail8dction 4.4.1. The comparison for

selected important variables in the injecting nsdghown in Figure 4.12 and 4.13.
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Figure 4.12 Comparison of the evolution for seldatariables @ Node 1 for sensitivity
analysis

From Figure 4.12, we can find that a decrease in &M@ hematite dissolution rate
would result in a decrease in gPressure (the TR graph), compared to the base case
and the latter one would have a larger magnituddeofease. This is due to the fact that
hematite dissolution rate has a direct impact am dissolution of hematite and the
precipitation of pyrite, whose results are the il changes in porosity and
permeability and C@pressure. However, for S@nd H concentration in the aqueous
phase, since SQlissolution rate has a more direct impact on tesatved S@and H in
the water, it reduces S@nd H concentration a lot while hematite dissolutioreraive
no notable effects, as can be seen in the LL andraRhs.

The dissolution of hematite and precipitation ofrifgy depend on hematite
dissolution rate directly. The impact of S@issolution rate and His less direct.
Therefore, the changes in the abundance for hesretd pyrite induced by the changes
in hematite dissolution rate would expect a lardéierence from the base case, as is
shown in the TL and TR graphs in Figure 4.13. Sith@eporosity and permeability are
changed due to the changes of hematite and pthie@, alteration pattern is similar to
that for hematite and pyrite, shown in the LL arRl graphs.
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Figure 4.13 Comparison of the evolution for seldatariables @ Node 1 for sensitivity
analysis

To evaluate the impact due to variation of a patamg on the reaction that occurs

during the simulation, we can define the followsensitivity indicator:

IX_dx_x—x0 [0} (16)

where dx represents the percentage change of ableax under estimatiog is the
percentage change of a paramegewith respect to the reference valge From the

indicator, we can find that a positive indicatodizates increasing the parameter results
in increasing variable while a negative indicataggests that increasing the parameter
results in decreasing variable, and a zero indicsttows no influence of the parameter
on the variable.

The sensitivity indicator for selected importantiables with respect to changes in
hematite and Sg£dissolution rate at the end of one year is suneadrin Table 4.5. One
important point needed to emphasize is that thengdgercentage for GQpressure,
hematite, porosity and permeability is very small% for most cases). Therefore, the
sensitivity indicator for these variables is venyadl (<0.01 in general), although the two

parameters (K_he and K_$Odo have significant impact on these variables,isas
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analyzed above and shown in Figure 4.12 and 4.13.foh SQ and H aqueous
concentration, K_S@©does have significant positive impact while K_hasha less

significant effect.

Table 4.5 Sensitivity indicator with respect to ges in K_he and K_S@t one year

| ; P, Cu(SO) H* Hematite Pyrite Porosity K

K_he 0.0041 0.0023 0.0021 -0.0024 0.9962 -0.0025 .01d®
K_SO, 0.0035 0.7836 0.7404 -0.0020 0.8384 -0.0021 -®@008

4.5 Model limitations

The simulations presented in this study provideaile insights with respect to the
brine acidification and induced porosity and perbilgs changes of co-injecting SO
with CO, into deep saline aquifers. The results are, howewgenstrained by the
limitations of current fluid flow, mass transpomdageochemical models. Of all the
complex physical, hydrological and geochemical psses which are expected to occur,
some have not been incorporated in the models. Somglifications can be justified,
because they would not contribute significantlyth@ final outcomes; others, while
important, would require a more thorough and detbdomprehension and quantification
of relevant physical, kinetic, and thermodynamiogasses than are currently available.
In other words, more experimental studies and &srthodel and code development are
needed to fill the gaps in our knowledge. In tld@st®on, we prefer to devote some efforts
to discuss some of the principal simplificationgl drow they might affect the findings
presented in this paper.

The current model is limited in that the initialmaral composition of the formation
is 100 wit% of hematite (®3). No other minerals are considered because of the
computational demand required by the solving of flné flow and mass transport
equations and iterative process required by theplowy between the fluid flow and
porosity and permeability changes. The simplifimatmay seems to be not that realistic,
but it would not affect the findings in this studylot since the objectives of this paper is
to investigate the effects of kinetic versus eguilim mass transfer of SGand the
coupling versus non-coupling between the fluid flawd porosity and permeability

changes by comparing different model scenarios. évew since only one mineral is
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considered, the pH buffering capacity of the mifseia underestimated and thus the
estimated H concentration is the maximal possible ones. Thegefthe results for a
single scenario can only be interpreted as thestcaise scenario’ if the results are to be
compared to those in other studies.

Although this study incorporates the kinetic maasisfer of SQ from scCQ to
the water phase, the kinetic reaction rate fornbogeneous disproportionation of SO
(given in Table 4.1) in the aqueous phase is rdtided due to lack of experimental data.
In the current model, disproportionation is assurteie instantaneous, approximating
the conditions in which sulfuric acid generationotsserved in magmatic hydrothermal
systems as confirmed by laboratory experiments §Kaise et al., 2000). If the data for
the kinetic reaction rate for the homogeneous dprtionation of S@were available
and incorporated into the geochemical model, therdifference between the kinetic and
equilibrium dissolution would be larger. This colld a major uncertainty to the findings

in this paper and needs further experimental ssuaiiel numerical investigations.

4.6 Summary

We have developed a multiphase flow and contamit@msport model which
incorporates the kinetic mass transfer of,&8@d CQ into deep saline aquifers and the
coupling between the fluid flow and the induced gsity and permeability changes
caused by the brine acidification. We have perfarmix simulations (four for model
comparison, the other two for sensitivity analysif) acid-gas injection into a 1-D
formation with typical hydro-geologic propertiesdasimplified mineral compositions.
Major findings and conclusions are as follows:

I. The co-injection of S@with CGO, results in a substantially acid zone near the
injecting well. For the base case by the end ofyaa, the F concentration in
the injecting node is 0.073mol/L and the regionhwif” concentration larger
than 0.04mol/L expands to a distance 100 meters fte injecting node. The
reasons for the relatively fast expansion of thd aone can be attributed to the
fact that the simplified initial mineral compositiadoes not have enough pH

buffering capacity as other complex mineral comasidoes.
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Vi.

Vii.

It is not necessary to include the kinetic dissolutof CQ, from the scC@to
the water phase into the simulation models sineeGf) concentration would
reach its solubility limit in a time scale of seakrdays. Therefore, for
simulations with a time scale larger than weeks,isitvalid to assume
equilibrium dissolution of C@from the scC@to the aqueous phase.

It is important to include the kinetic dissolutioh SO, from the scC@to the
water phase into the simulation models because&seconcentration in the
aqueous phase would not be close to its solubititit for the first node until
the end of one year. The accumulated effect otlifierence between the actual
SO, concentration in the aqueous phase and its sijubiiit would be
considerable and can not be neglected.

The coupling between the fluid flow and the changesporosity and
permeability is critical to the C{Qnjection into deep saline aquifers in that the
coupling would require significantly higher injemti pressure and higher
pressure all over the domain, although the cougliaxgyno noticeable effects on
the SQ concentration, H concentration and the induced porosity and
permeability changes.

The porosity experiences a maximal decrease pagerdf 0.25 and 0.34 for
the cases ‘Ki’ and ‘Equi’, respectively, while theaximal decrease percentage
for the permeability is 1.05 and 1.43 for the cd&&sand ‘Equi’, respectively,

in the first node at 3.15e7 sec.

The pressure difference between the coupling amdcoapling cases is in an
order of 10 Pa and the pressure for coupling cases would Exmer an
increase of more than 0.1% over the non-couplingesafor most of the
simulation time. At the end of one year, the cdsqui-cou’ has a pressure
increase of 78119 Pa (0.55%) over the non-coumiasgs while the increase for
the case ‘Ki-cou’ is 58669 Pa (0.41%). The casé wie kinetic mass transfer
of SO, can save energy and money for the pressure differef 19450 Pa over
the case with equilibrium assumption at the endnaf year.

The higher pressure required would first demanchdriginjection pressure

which would cost more energy and money. More ingodly, the higher
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injection pressure (may increase as the injectmmticues) would expose the
whole domain to a higher pressure by a differerfc20d Pa at least. Higher
pressure exposure would increase the risk of freaguthe domain and CO

leakage into the atmosphere.

viii. The initial mineral composition is simplified anletimportant pH buffering
capacity of complex mineral composition is not ud#d in this study.
Therefore, the results for a single scenario ia gtudy can only be interpreted
as the ‘worst-case scenario’.

ix. A comprehensive cost-benefits analysis is neede@® disposal with CQin
deep saline aquifers. Possible benefits includesthwe for S@ treatment and
disposal with other options and the save for thdipation cost associated with
more pure CQ However, the major cost comes from the cost aataut with
the increasing injecting pressure, the loss duedeasing pipeline erosion, and
the loss related to the increasing risk of,G@d SQ leakage.

X. The hematite and S@lissolution rates have significant impact on,(@@essure,
hematite and pyrite abundance, porosity and perilitgaths for SO, and H
aqueous concentration, K_g@oes have significant positive impact while

K_he has a less significant effect.

The simulations of SO co-injection with CQ presented in this paper are
preliminary, as they are limited by model simpkfions due to insufficient
thermodynamic data, kinetic and physical data, lamided computational power. Further
experimental studies and numerical investigatioiisbe required, although the direction
of such improvements will depend on future C&&questration programs. Sensitivity
studies show that arbitrary changes in, 83solution rate, or the representation of more
complex but more realistic mineral dissolution kicg can significantly modify the

predicted brine acidification and induced porosityl permeability changes.
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Chapter 5 Investigation of Darcy-Forchheimer flow and
kinetic dissolution of SO, during SO, co-injection with CO,

In this chapter, the method and models develop&thapter 3 and 4 are used for
the investigation of the transition behavior betw®arcy and Forchheimer flows and the
kinetic dissolution of S@and its resultant brine acidification and indupedosity and
permeability changes during $€b-injection with CQ into a large 2-D deep saline

aquifer.

5.1 Introduction

As is concluded in Chapter 3, it is important todrporate Forchheimer effect into
the numerical simulation of multiphase flow to pedy characterize the additional
friction caused by the high flow rate of carbonxi® (CQ) andthe Forchheimer zone
near the injection well has a higher displacemdintiency but with the price of higher
injection pressure. In order to obtain more realisecommendations on the field
operation of C@sequestration sites, it is necessary to condubbutigh investigation
which incorporates the transition between Darcy &adchheimer flows on a larger
domain (length scale: kilometers) for a longer tifi@e scale: tens of years), rather than
a small spatial and time scale considered in Chaptelherefore the procedure and
methods developed in chapter 3 will be employeck her investigate the transition
behavior between Darcy and Forchheimer flow duf@@ injection into a larger saline
aquifer for a longer period of time.

At the same time, the kinetic dissolution of sulflioxide (SQ) and its resultant
brine acidification and induced porosity and perbigg changes during S©Oco-
injection with CQ will also be investigated by using the models dgved in Chapter 4.
Lessons learned from Chapter 3 and 4 will act asgtndeline for the analysis in this
chapter. For example, from Chapter 4, a conclugadrawn that it is not necessary to
include the kinetic dissolution of GArom the supercritical CO(scCQ) to the water
phase into the simulation models since the; €@nhcentration would reach its solubility
limit in a time scale of several days. Therefows, the simulation here, the equilibrium

dissolution of CQ from the scC@to the agueous phase is assumed in order to elienin
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the transport equation for GQand save some computation time. As for the, SO
dissolution, since the accumulated effect of th#edénce between the actual SO
concentration in the aqueous phase and its sdlbrit would be considerable, kinetic
mechanism is assumed. The simulation is also wighcoupling between the fluid flow
and the changes in porosity and permeability bex#us coupling is critical to the GO
injection into deep saline aquifers in that theplmg would require significantly higher
injection pressure and higher pressure all ovedtmeain.

The goal of this chapter is to gain a more thorougtierstanding of the transition
behavior between Darcy and Forchheimer flow andkthetic dissolution of S@and its
resultant brine acidification and induced porosityd permeability changes during SO
co-injection with CQ in deep saline formations. With this goal, thresdel scenarios are
studied. The base case describes,s88ss transfer limitation from scG@ the brine
with the assumption of Darcy-Forchheimer flow whihe second scenario is for Darcy
flow only and kinetic dissolution of SOFor comparison, the third scenario is for the
case of Darcy-Forchheimer flow and Sghase equilibrium between the entire volumes
of scCQ and brine.

5.2 Fluid flow and contaminant transport conditions

A two-dimensional uniform formation is consideredthe present model (Figure
5.1). In all scenarios, a constant flow rate of,®@th 1% of SQ in mass (18 m*/s per
meter normal to the 2D domain) is continuously ¢tge into the middle bottom (at the
node with (x, z) equal to (2510, 10) of a deepngafiquifer which is originally saturated
with water and with a depth of 1000 m at the bottooundary. The injection rate is
determined by considering that a standard size OIMMV coal-fired power plant
produces C@at a rate approximately 350 kg/s (Hitchon, 19@gjuivalent to 0.73 fis
CO,. The CQ emitted would require a field about 730 metersvidth (10° m*/s per
meter x 730 m =0.73 #s). The boundary conditions and parameter valsed tiere are
shown in Table 5.1 and 5.2.
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5.3 Geochemical conditions

Since the multiphase flow and contaminant transpoodel proposed in this
chapter involves solving two linear systems in fttevative processes (plus the iterative
process for the coupling between fluid flow andgsity changes) in a large domain with
a total of 5010 grid points, which are computatipndemanding, we still simplify the
geochemical model by assuming that the initial mheomposition of the formation is
100 wt% of hematite (56s) with a density of 5280 kg/fnthe same with that in Chapter
4.,

No flow boundar

Row 1(
—> 251
BC type | for g,
13.5
BC type | for g, l BC type | for §
BC type | for §
12.5 Interface 251.!
25] [¢—m—
Row2 11.5 Interface 252.!
A —> 25C| 251| 257 [¢—
z
Row 1 Interface 253.!
1 —» | 24¢| 25C 3"{] 252 | 25% l&— | 501
X No flow boundar o
Injecting CG,

Figure 5.1 Model domain and boundary conditiongé¢fmesent a node, e.g., the injecting
node (in Column 251 and Row 1) can be expressedass (251, 1); for an interface, the
east and north interfaces of the injecting nodebmarepresented as (251.5, 1) and (251,
1.5), respectively )

Table 5.1 Parameters for fluid flow and contamirteamisport

Aquifer Aquifer Droplet
k S:v A P, U, C,G q q D(COZ(aq)) P
" W temperature  salinity diameter (d)
m* kg/nt  Pas (m) °C mol/L m‘/s m
2e-9 0.35 3.86 994 7.43e-4 1.52e-4 60 1 2.73e-9 50.0

D SO, mass ratio
0 Sr: Pd pn /,[n Depth D(Soz(sccoz)) (805 (aq))

in scCO2 flow
Pa kg/m  Pas m s nf/s percentage
0.37 0.05 10000 479 3.95e-5 1000 2.49e-8 2.31e-9 1
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Table5.2 Modeling parameters

Properties Values Comment

Boundary condition

Water potential at x=5 m % =10 M Pa, BC Type | Left boundary

Water potential at x=5015 m Right boundary

% =10 M Pa, BC Type |

Water potential at z=5 m No flow boundary Bottom boundary
Water potential at z=105 m No flow boundary Top boundary
SO, concentration at x=5 m C=0,BC Typel Left boundary
SO, concentration at x=5015 m C=0,BC Typel Right boundary
SO, concentration at z=5 m No flow boundary Bottom boundary
SO, concentration at z=105 m No flow boundary Top boundary
CGO, saturation at x=5 m S,=0.1, BC Type |

CQO, saturation at x=5015 m S,=0.1, BC Type |

CGO, saturation at z=5 m No flow boundary

CO, saturation at z=105 m No flow boundary

CGO,injecting rate @ (251,1) 1*10° m’/s Per meter normal to the 2D domain

Initial condition

Water saturation S,=0.9 Saturated with water initially
NWP saturation S,=0.1

Water pressure %=10 M Pa

Space discretization Time discretization

Domain size, Length L=5010 m Simulation time T= 180 day
Domain size, Depth W=100 m Time step size dt=7200 s
Domain size, Width Im

Space step size dx =dz=10 m

N

Where sediments contain ferric iron, it must bstfreduced before precipitation as
iron sulfide. The reduction of ferric iron by salé can be realized by the following

reaction:

+ HS;

4Fe0, ot 1H o F&+S07 + H.0 (5.)

)
After the reduction of ferric iron to ferrous irof@rrous iron can react with sulfide
by the following reaction:

AFe* + mj_ +7HS  +H' - 4Fesz(5) (pyrite)+ H0 (5.2)

(aq)
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After the formation of pyrite, it might begin tossiolve into the water phase, but
the dissolution of pyrite needs the presence 8f, s is shown in Table 4.4. Furthermore,
there would be few, if not at all, Eein the water phase in this study. Therefore, the
dissolution of pyrite is negligible compared wittetprecipitation of pyrite.

Since the simulations considered herein are réstrito moderately to extremely
acidic conditions, only the acid-catalyzed mechanisas a significant effect upon
reaction rates, and the other two mechanisms agkgiee in comparison and therefore
are ignored herein. The mineral dissolution rat@upeters are summarized in Table 4.4.
Mineral precipitation rates were computed by dinglithe dissolution rate by the

equilibrium constant, based on the principle ofn@scopic reversibility (Lasaga, 1998).

5.4 Results and discussion

Three model scenarios are analyzed in this chapitr,the base case describing
scSQ mass transfer limitation from scG@ the brine with the assumption of Darcy-
Forchheimer flow, and the second scenario for thgecof Darcy flow and kinetic
dissolution of SQ and the third scenario for the case of Darcy-Roeimer flow and
SO, phase equilibrium between the entire volumes QfGscand brine. To simplify the
notation, these three cases are denoted as ‘Farfid’‘FE’, respectively. This simplified
notation will be used throughout the chapter.

In this section, the results for the base case Witbtic mass transfer and Darcy-
Forchheimer flow will be presented and discussest.firhen a comparison among the
three cases will be conducted. In addition, impiases for CQ injection and storage in

deep saline aquifers will be also discussed dfir. t

5.4.1 Base case (Case ‘F)

Before presenting the results for the base cagbinlomain, it needs to be noted
that there are four Forchheimer numbers noteda¢fdr wetting phase in the x-axis
direction), f« (for non-wetting phase in the x-axis directiony), ffor wetting phase in the
z-axis direction) and,f (for non-wetting phase in the z-axis directiomyrtRermore, it is
important to note that all Forchheimer numbers egldcities are values evaluated at the

individual interface between its two neighboringittal nodes (vector quantity) while all
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the other variables such as saturation and presserevaluated as values of central
nodes (scalar quantity).

CO, saturation profiles are shown in Figure 5.2, frehich it can be seen that the
injected CQ at Node (251, 1) spread to the right and left heidd in a symmetric way. It
is also easy to observe that, more ,pread along the x direction than the vertical
direction. For example, at Day 180 as is showrhelower graph in Figure 5.2, the 0.16
saturation contour line has reached the points evker 4800 m or 200 m with a travel
distance of 2300 m while it has not hit the top ary with a travel distance less than
100 m. In addition, a high-saturation profile isselved near the injecting node (251, 1).
The high saturation contour line (e.g., 0.48) exjsahorizontally with time while it
expands vertically from Day 45 (Top Middle (TM) gig to Day 135 (Lower Middle
(LM) graph), but stops expanding from Day 135 todiDay 180 (Lower graph).
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Figure 5.2 Spatial distribution of G@aturation over time for Case ‘F’ (the Top, Top
Middle (TM), Lower Middle (LM) and Lower graphs afe Day 45, 90, 135 and 180,
respectively)

93



The reasons for the transport behavior of,@G® is shown in Figure 5.2 can be
illustrated by a comparison among Figure 5.2, 58 &.4. Before that, the spatial
distribution for the Forchheimer number in the xlandirection will be analyzed first.

Since fx is vector quantity evaluated at the interface eetwtwo neighboring
nodes and the injecting node (Node (251, 1)) hasitterfaces along the x direction, it
can be observed from the Top Left (TL) graph inuFgy5.3 that Node (251, 1) has
transitioned from Darcy flow to Forchheimer flowitt eastern and western interfaces at
Day 3. In Darcy-Forchheimer flow as is defined ecton 3.3.5, a positive Forchheimer
number indicates Forchheimer flow for the interfadgle a zero Forchheimer number
suggests Darcy flow numerically. The Forchheimgiae in the x direction expands to
Node (251, 2) at Day 26 and further expands to N@%d, 3) at Day 104, but stops
expanding from then on. Therefore, the Forchheimenber in the x direction expands
vertically, but not horizontally. The reason forsgitve f.x not expanding horizontally will

be explained next.
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Figure 5.3 Spatial distribution of,f over time for Case ‘F (In the figure, white
rectangles represent Darcy flow at the horizomtrface while grey rectangles stand for
Forchheimer flow at the horizontal interface)
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As for the spatial distribution forf the Forchheimer expansion is much faster than
that for fx, as can be seen from Figure 5.4. Although positivenly expands vertically
to the third row @ Day 180, positivg, has already covered most of the lower half of the
studied domain. As is pointed out by Wu (2001), Aldmet al. (2010) and Zhang et al.
(submitted), the displacement of the water by,@Oinhibited by inertial effects in
Forchheimer flow. Therefore bothfand f,, will affect the transport of the injected CO2
at Node (251, 1) withuf inhibiting CQ, from flowing horizontally and.f inhibiting CQ
from flowing vertically and thus less GQwill flow out horizontally and vertically.
Consequently, more and more £@ill be inhibited and accumulated in the regionend
fnx and f,; are positive (indicating Forchheimer flow) and thhibition of CG flow is
both horizontal and vertical, as is shown in Figbi2 for the 0.48 saturation contour line
whose evolution is consistent with the evolutionf@fand f.. As for the other region
with zero fx, the transport of C8s majorly impacted by the evolution gf.fActually, if
one compares the profiles of g&aturation in Figure 5.2 withfdistribution in Figure

5.4, the two profiles resemble each other striking|
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Figure 5.4 Spatial distribution of fover time for Case ‘F’ (In the figure, white regio
represents Darcy flow at the vertical interfacele/igrey region stands for Forchheimer
flow at the vertical interface)
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Since the profiles for,§ share so much in common with those of,C§€bme may
argue why the profiles of,f look so different from those of GOThe reason can be
attributed to the reason why the Forchheimer expanis much faster vertically than
horizontally. When C@is continuously injected to the middle bottom atddq251, 1),
the injected C@will move preferentially upward over horizontallyel to the buoyancy
effects caused by the density and viscosity diffeeebetween the scG@nd the water
phase and thus the vertical velocity is much highan the horizontal one. The higher
vertical velocity would cause a larger vertical ¢fdreimer number, indicating that the
Forchheimer effect is much stronger vertically thaorizontally. This point can be
verified from Figure 5.5, which shows that both thetical velocity and Forchheimer
number are almost 4 times larger than the horizaeti@city and Forchheimer number,
respectively. Therefore the stronger Forchheimégcein the z direction caused by the
buoyancy effects is the dominating factor which asgs on the migration of G@vhile

horizontal Forchheimer effects are only functiomaar the injecting well.
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Figure 5.5 Temporal evolutions of important varegblor Case ‘F’in the first row

Since the vertical Forchheimer effect is much genvertically than horizontally,
the inhibition of vertical flow of CQ will definitely take place where,f has the

momentum to transition from Darcy flow to Forchhemflow. This indicates that more
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and more CQ will be accumulated in the node due to the vertiohibition and the
accumulation of C@in the node would be more and more difficult withe progressing
and some portion of the accumulated ;C@ill be pushed to move downstream and
horizontally. Partially due to the much weaker hontal Forchheimer effects which
suggest less momentum for the transition, it wdadgdmore and more difficult for the
horizontal interfaces to transition from Darcy flaew Forchheimer flow because the
transition to Forchheimer flow indicates additiofradtion and less flow velocity which
would otherwise cause more €@ be accumulated in the node. Therefore, the areak
horizontal Forchheimer effects give way to the rsfyer vertical Forchheimer effects and
thus positive fx do not expand horizontally, as is shown in Figou®& Accordingly, it is
clear that CQspreading vertically is inhibited by the higherti@l resistance, leading to
CO, spreading in favor of the x direction (shown iguie 5.2).

As for the water phase, all the nodes’ interfac@geha Forchheimer number less
than the critical Forchheimer number (with gliset to be zero to account for the Darcian
flow), which implies that water flow in the domasDarcian with the specified injecting
rate of CQ. This could be attributed to the fact that watengvement is intrigued by the
injection of CQ and the velocities of water are far less than thafs€0, so that the
Forchheimer number is smaller than the criticatieal

Since the flow is symmetric in the x-direction, issshown in Figure 5.2, it is
enough to analyze the evolution of important vdeaabfor the right hand side. The
evolution of CQ saturation (§, potential (R), Forchheimer number in the x direction
(frx), horizontal velocity (v), vertical Forchheimer number{f and vertical velocity (32)
for the bottom row is shown in Figure 5.5. IniyalCG; in all the nodes in the transport
domain is in a Darcian manner with the injection @D, at node (251, 1). Its east
interface (251.5) waits until 72 hours (shown ie thiddle right graph in Figure 5.5) to
transition to Forchheimer flow. The transition iésun faster accumulation of GQlue
to inertial effect and requires a higher pressufferénce to overcome this additional
friction. However, the east interface for node (232 never realizes the transition
because of the weaker horizontal Forchheimer effggiding to the much stronger
vertical Forchheimer effect. The transition for tingper interfaces of each node would

require much less time when compared with the spoeding eastern and western
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interfaces of the specified node due to the stroRgechheimer effects resulted from the
buoyancy effects. For example, the time requiredHe injecting node’s upper interface
to transition to Forchheimer flow is only 4 houshdwn in the lower right graph in
Figure 5.5). Also, with the transition, there islaarper increase in G@®aturation and
pressure, as can be seen in the top left andgbpgraphs in Figure 5.5.

It is plausible from a first look at the,wand \ history in the middle right and
lower right graphs in Figure 5.5 that the velodit@e oscillating. However, a careful
observation would refute the argument. The shagpedese in the velocity history is due
to the fact that the velocity before the transiti®ivased on Darcy flow while the velocity
after the transition is based on Forchheimer flowl ¢he difference between the two
regimes is by a factor of (1% or (1+f). If the velocity after the transition (e.g., 72
hours for yx of Interface 251.5) is depicted as Darcy flow buyltiplying a factor of
(1+f,x) with the fx larger than 10, then there would not be a shayedse in the
absolute value of velocity. In this discussion #®alysis on water phase is skipped
because the change in water phase is induced bghidwege in CQand a complete
analysis on C@is adequate.

As to SQ concentration in the scGQa constant mass ratio (one percent of BO
the scCQ) is assumed in the injecting well since 3@ether with scCgis continuously
injected into Node (251, 1) and the mass transierSIQ; from the scCQto the water
phase has proven not to be fast enough to deplet&® in the scCQ in the injecting
node. As is shown in Figure 5.6, M the scCQ@expands horizontally and vertically
with time. It needs to be noted that it seems thatregion beyond the most outside
contour line in Figure 5.6 has zero concentratib®®,, however this region does have
very small concentration, for which the figure caot display them completely since the
values are very small (close to zero). Figure Bd Rigure 5.8 have similar problems.

The SQ solubility in the water (shown in Figure 5.7) hadigect relationship with
SO, concentration in the scGQas is ruled by Henry's Law, so the profiles of ,SO
solubility in the water are similar to those for S€bncentration in the scGOSQ
concentration in the water (shown in Figure 5.8% laatime lag compared with the
profiles of SQ solubility because of the mass transfer limitatidnsaddition, the actual

SO, concentration in the water is a little smallerrtiihe SQequilibrium concentration
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in the water because the buffering capacity ofrtingeral (in terms of sulfur and acidity

consumption) keeps S@oncentration in the water from reaching its sitydimit.
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Figure 5.6 Spatial distribution of S@ass ratio in the scG@ver time for Case ‘F’
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It is more obvious to observe (in the middle rightl lower right graphs in Figure
5.9) the time lag between $©@oncentration in the water and S€blubility in the water
due to the mass transfer limitations from the sg@®the water phase and small
concentration difference between the two becauskeomineral’s buffering capacity. As
is expected, S©concentration in the scG@nd SQ solubility in the water share almost
the same profiles in the top two and middle twophsabecause of Henry’'s Law. As for
the difference among the three nodes in the fnatfor SGQ concentration in the scGQO
SO, solubility and S@ concentration in the water, there is marginaledghce since the

advection and diffusion effects are strong compaoeithe simulation time in this study.
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Figure 5.8 Spatial distribution of S@quatic concentration over time for Case ‘F’

A comparison between Figure 5.8 and 5.10 can cdecthat the profiles of H
have similar profiles with those for $Oconcentration in the water since the
concentration of His highly dependent of S@oncentration in the water.

As we can see from Equation (5.1) and (5.2), theetic reactions for both the
dissolution of hematite and the precipitation ofifgycan be accelerated by the presence
of H* (the more of A, the faster for the reactions). Therefore, thengea in the porosity

and permeability (shown in Figure 5.11) induced thyg mineral dissolution and
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precipitation share similar profiles with those k. The porosity experiences a maximal
decrease percentage of 0.103 while the maximakdserpercentage for the permeability
is 0.427 in the injecting node at Day 180. It netedise noted that it seems that the region
beyond the most outside contour line in Figure 5hB8 zero concentration of 'H
however this region does have very small conceatraif H', for which the figure can
not display them completely since the values arg senall (close to zero). This small
concentration does contribute to the dissolutiohevhatite and the precipitation of pyrite
and the accumulated contributions become noticesidehus the profiles for porosity in
the x direction are wider than those fof ilone compares Figure 5.10 to Figure 5.11.
The profiles for absolute permeability are simigith those for porosity and are not

displayed here due to the fact that the changesoheability is based on the change in

porosity according to Equation (4.13).
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Figure 5.9 Temporal evolutions of important varegblor Case ‘F’ in the first row
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Figure 5.11 Spatial distribution of porosity oviené for Case ‘F’
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As for the evolution for H concentration in the top left graph in Figure 5.12
similar profiles can be found for S@oncentration in the water phase in the LL graph i
Figure 5.9 because the concentration &fisdhighly dependent of SQoncentration in
the water. At the end of one half year, the poyoskperiences a decrease percentage of
0.103, 0.096, and 0.094 for Node 251, 252, andi@58Be first row, respectively, as is
shown in the middle left graph in Figure 5.12. Timagnitude in the changes of porosity
would have corresponding decrease percentage éqoeimeability (LL graph in Figure
5.12) of 0.427, 0.401, and 0.392 for Node 251, 26| 253 in the first row, separately.
The magnitude of the change might not be as saamfias someone might expect, but
the changes are for a simulation time of half aryedy. The changes would be much
more significant if an injection period of more thd80 years is considered. In addition,
the combination of these minor changes in the piyremd permeability would have a
collective impact that might be much more importtnain expected and therefore needs
further investigations, especially on the water &4} pressure because the pressures are
very sensitive to the change of porosity and pehitigaand these pressures are very
important operating parameters during Qi@ection and storage.
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5.4.2 Model comparison

To observe the contrast between the solutionsapipdication presented above is
simulated again with the same parameter valuegpéxcat all four Forchheimer numbers
are set to be zero to account for the complete\Didwey condition in the domain, noted
as Case ‘D’. Another scenario is noted as Case t&Eepresent Darcy-Forchheimer flow
and SQ phase equilibrium between the entire volumes d@Gcand brine. The
discussion here will focus mostly on the resultthvabvious difference among the three
cases.

The CQ profiles for Case ‘D’ are shown in Figure 5.13. far@ comparison
between Figure 5.2 and 5.13, we can find that §i@ead in a more evenly way in Darcy
flow when compared to Darcy-Forchheimer flow andhigh-saturation profile in the
Forchheimer region is observed and can be atétbtd the additional friction caused by

the inertial effect near the injecting node.
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Figure 5.13 Spatial distribution of G@aturation over time for Case ‘D’

In addition, it is obvious that CQlow preferentially along the x direction and most
of the injected CQ are kept in the lower half of the studied domaan Darcy-
Forchheimer flow whereas G@low preferentially along the vertical directiomdathe
injected CQ are more evenly distributed near the injected Yeglcomplete Darcy flow.
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The major difference in the GQOnigration can be attributed to the much stronger
Forchheimer effects as a result of the buoyancgcesfdue to the smaller density and
viscosity of CQ compared with the brine.

As for the comparison for the flow pattern for EdBE’ and ‘F’, no noticeable
difference can be observed, as can be seen fronefthealf of Figure 5.14. For Case
‘FE’, CO; saturation, pressure and velocity for the two somtethe first row overlay
those for Case ‘F’, which indicates that the impatthe flow pattern of the difference
between S@ kinetic dissolution and equilibrium assumption nsinor under the

conditions of the simulation in this chapter.
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Figure 5.14 Comparison of the evolution for Cfaturation, pressure and velocity for

nodes in the first row

It is clear that Forchheimer flow can result in Heg CQ saturation near the

injecting nodes, suggesting higher displacementieficy, as is illustrated in the top

right graph in Figure 5.14. But this higher disglaent efficiency would require a higher

pressure, which can be verified by comparing thessure results of Darcy flow and

Darcy-Forchheimer flow in the middle right graphFigure 5.14. As for the velocity, the

velocity after the transition is based on Forchleiftow for Darcy-Forchheimer flow, so
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its actual velocity is much larger than that of ®aflow. One can easily conclude that
Forchheimer effect can improve displacement efficiebut at the expense of a higher
injection pressure and the stronger vertical Foeghbr effects as a result of the
buoyancy effects can help keep more ,Ctorizontally at a larger distance to the
overlying cap-rock. It is important to consider timertial effect in near-wellbore area
otherwise significant errors can be introducechrhodeling.

The profiles for S@ aquatic concentration over time for Case ‘D’ ah@wen in
Figure 5.15. A comparison between Figure 5.8 aid® $an lead to the fact that $O
concentration profiles for Case ‘D’ are more unifiovertically and horizontally and the
transport speed of SCalong the x direction is slower than that for Case The
underlying reason is the difference in the migmao@havior of the injected GODue to
the Forchheimer effect and the buoyancy effect, @@Rmigrate preferentially along
the x direction over the vertical direction in Cas& therefore, more SOwill be
dissolved into the brine horizontally, resulting anwider SQ@ aquatic concentration

profiles in the x direction.
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Figure 5.15 Spatial distribution of $@quatic concentration over time for Case ‘D’
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As is presented in Section 5.4.1, S@quilibrium concentration and S0
concentration in the scG@ave similar profiles with those for S@quatic concentration;
therefore, their profiles are not presented here.

Because the concentration of ¥ highly dependent of SQoncentration in the
water, the profiles of H(shown in Figure 5.16) have similar profiles witiose for S@
concentration in the water. Also, the changes m plorosity (shown in Figure 5.17)
induced by the mineral dissolution and precipitatthare similar profiles with those for
H*. Both H and porosity have narrower profiles along the reation if compared to

those for Case ‘F'.
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Figure 5.16 Spatial distribution of tdver time for Case ‘D’

Since the region near the injecting node is verpdrtant to CQ injection and
storage, the evolution of several important vagabWill be presented and compared
among the three scenarios for nodes in the first. rds for SQ equilibrium
concentration, S@concentration in the scG@nd SQ aquatic concentration, only minor
difference can be observed (shown in Figure 5A48)e first few days for Node (251, 1)

and Node (252,1) between Case ‘F’ and Case ‘D’réfoee, there is minor difference
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for H", porosity and absolute permeability for the ffesty days between the two cases as

well, as can be seen in the right half of Figu5.
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Figure 5.17 Spatial distribution of porosity ovene for Case ‘D’
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Figure 5.18 Comparison of the evolution for seldatariables for nodes in the first row
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As we can see from the top left graph in Figur@5H' concentration is a little
higher for Case ‘FE’ than Case ‘E’ because moreg 8 be dissolved into the water for
Case ‘FE’. Since the kinetic reactions for bothdissolution of hematite and the
precipitation of pyrite can be accelerated by tresence of H(the more of H, the faster
for the reactions), the magnitude for the changg®rosity and permeability for Case
‘FE’ would be a little larger than that for ‘E’, @an be observed in the middle left and
lower left graphs in Figure 5.19. The porosity exgreces a maximal decrease percentage
of 0.103 and 0.133 for the cases ‘F’ and ‘FE’, ezgjwely, while the maximal decrease

percentage for the permeability is 0.427 and 0.855the injecting node at the end of one

half year.
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Figure 5.19 Comparison of the evolution for, iHorosity and K for nodes in the first row

5.4.3 Implications
The results from the base case and the comparigbrihe other two scenarios

have significant implications for GOnjection and storage in deep saline aquifers.
First of all, it is important to incorporate Forahimer effect into the numerical
simulation of multiphase flow to properly characterthe additional friction caused by

the high flow velocity of C@ As is analyzed in Section 5.4.1 and 5.4.2, tletusion of
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Forchheimer effects into the multiphase flow models change the flow pattern of GO
a lot near the wellbore area in terms of Q&Patial and temporal saturation profiles and
pressure distribution. Neglecting the inertial effewould definitely introduce
considerable errors to the simulation results.

Secondly, compounded by the buoyancy effects, thelfheimer effect would lead
to CO, migration preferentially along the horizontal ditiens over the vertical direction,
indicating that more COwill be stored in the lower half of the saline dguand less
CO, will move upward to the lower boundary of the daging cap-rock. In other words,
less pressure will be imposed on the cap-rock layeter Darcy-Forchheimer flow,
which is a significant merit for safely storing €@ saline aquifers. Traditionally, with
the assumption of complete Darcy flow, the injec@®@, will move upward favorably
and quickly with the influence of the differencedansity and viscosity between sc£O
and the saline and accumulate below the lower banynoff the overlaying cap-rock and
the pressure imposed on the cap-rock will incredtie the accumulation of C{QHayek
et al., 2009; Oldenburg et al., 2011), which wiltiease the possibility of fracturing the
cap-rock and thus the leakage of CQpward toward the ground and atmosphere.
However, the introduction of Forchheimer effectsydther with the buoyancy effects,
will lead to more CQ accumulation in the lower half of the domain aedsl pressure
imposed on the cap-rock. For example, Figure 5n2@vs the comparison of the temporal
evolution for CQ saturation and potential for Node (251, 10), tbheenjust below the
cap-rock in the injecting column. From the top Igfaph, it is obvious that far less €0
would reach the upper boundary in Darcy-Forchheiftogr than Darcy flow. As a result,
CO; potential for Darcy-Forchheimer flow would be lawkan that for Darcy flow, with
a difference of 2000 pa (0.02%) at the end of caleyear.

Thirdly, the higher displacement efficiency by £@& good news for CO
sequestration into deep saline aquifers. This méaatsfor the same volume of porous
media, more pore space can be occupied by i@®orchheimer flow than Darcy flow
for the same injection rate and time. A comparibetween Figure 5.2 and 5.13 would
indicate that more CfOcan be stored in Forchheimer regime than DarciymegWhen
compared with Figure 5.13 where the saturationaarilines expand smoothly with time

for Darcian flow, Figure 5.2 shows that higher C€aturation would accumulate inside
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the Forchheimer regime. In addition, as we canfsma the comparison of Figure 5.2
and 5.4 that the region with high saturation matchell with the Forchheimer zone. A
careful comparison of Figure 5.2 and 5.13 can sti@at/the 0.48 saturation contour lines
for Darcy flow lie inside the 0.48 saturation camtdines for Forchheimer flow at the
same time. This means that more Q@n be stored in Forchheimer regime. This point
can be verified by quantitative analysis as wetlDay 180, if we sum up all the G@n

all the nodes in the Forchheimer region (based.9gnthe accumulated GOn this area
accounts for 91% of all the injected €0p to Day 180 with 4.3% of the total GO
flowing away from the domain through the westerd aastern boundaries. However, for
the complete Darcy flow in Case ‘D’, the same ragimly stores 57% of all the injected
CO, with the same percentage of £fwing out from the domain. This means that the
displacement efficiency in Forchheimer flow is 58¢§her than that for Darcy flow. This
more thorough displacement of water by G®Forchheimer flow should be a significant
merit if the cost associated with the screening seldction, injection well design and
construction, and injection operation of a £€equestration site is considered, not to
mention that the compounding of the Forchheimezatfand buoyancy effect will lead to

less pressure imposing on the lower boundary ot#éperock.
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Fourthly, we should also recognize that the highgrction pressure required in
Forchheimer flow is problematic for G@jection applications. Everything comes with a
price. The price for higher displacement efficiengya higher injection pressure. As is
shown in Figure 5.21, the pressure required byt¥ainer flow in the injecting node is
more than 0.04% higher (more than 4000 Pa) than firaDarcy flow at Day 180.
Although the magnitude in the changes of porogity permeability in the injecting node
is a little larger in Case ‘FE’ than that for CaBg the CGO, pressure in the node has no
noticeable difference, as is seen in Figure 5.2 Righer pressure requirement would
be more significant if one considers that the itggcperiod would in general be more
than 30 years. Higher pressure requirement wousdl éintail more energy cost. What is
more troublesome is that the pressure will contiouacrease and might even exceed the
litho-static stress, then there is an increasisk for triggering fracturing or shear-slip at
or near the injection point. Therefore, it is vit@aimonitor the hydro-mechanical behavior
in the near-wellbore area while continuing the é¢tign of CQ. Furthermore, the tradeoff
between the improved displacement efficiency argl iticreasing injection pressure
should be well balanced in order to store as muCh & possible while keeping the
storage zone secure and safe. This point needs tarefully analyzed for site specific

cases especially for a more realistic injection dionand a larger time scales of injection

period.
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Figure 5.21 Comparison of the evolution of gfessure for Node (251, 1)

112



Fifth, since the Forchheimer effect has determinamtact on C@ migration and
SO, transports together with scGQhe Forchheimer effect has important impact @ th
transport and fate of the co-injected ;S@nd thus on the profiles of the saline
acidification and the induced changes in porosiy permeability changes. For example,
in Case ‘F, CQ moves in favor of the horizontal direction ovee thertical direction
while the movement of COs more evenly in Case ‘D’. According, the trangpf SO,
is more along the x direction and less along tlrection, resulting in wider horizontal
profiles of SQ aquatic concentration and the resultahiceincentration and porosity and
permeability.

Last, but not least, the accumulated differencéhen saline acidification and the
induced porosity and permeability changes betwepeatik and equilibrium dissolution
of SO, is moderate. Although the $@oncentration increases fast for the first fewsjay
it will never hit the S@ equilibrium concentration due to the buffering @eaipy of the
mineral dissolution and precipitation. If more cdexpmineral composition is considered,
the buffering capacity might be even stronger, itleguto a larger difference between SO2
aquatic concentration and its solubility limit. Taetore, to simulate a field case,
assuming equilibrium dissolution of 3®om scCQ to the saline would overestimate the
brine acidity and its induced porosity and permigtihanges and introduce even larger
errors into the simulation results.

It is important to point out that the magnitudetioé pressure difference between
Darcy and Forchheimer flow in the injecting noderetatively small compared to the
scale of CQ pressure (10 MPa) in this study. The first reaBonthe small pressure
difference is that the CQnjecting rate is relatively small. The injectingte specified in
this study is chosen based on the emission ratestandard size 1,000-MW coal-fired
power and the disposal capacity of current pilatjgnts for CQ injection and storage.
However, these are small by comparison with the s projects required to store
gigatonnes of C@within a decade (Haszeldine, 2009). Full-scalgguts are anticipated
to be five-to-ten million tonnes or more per year gite. With that injection rate, the
Forchheimer flow would be much stronger and thessuee difference between Darcy
and Forchheimer flow would be significantly highehich may intrigue more issues for

COyinjection and storage.
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The second reason for the small pressure differeisceahat the absolute
permeability used in this chapter (selected basedhe experimental results for water
flooding experiments conducted by Sobieski and dxido (2012)) is relatively large
compared to that for a candidate £gborage site. That is also the reason for the stimo
no noticeable pressure difference between Casan@& Case ‘FE’, although the changes
of porosity and permeability in Case ‘FE’ is almosie third larger than those for Case

‘F’, respectively.

5.5 Summary

The methods and the multiphase flow, contaminamsport and geochemical
models developed in Chapter 3 and 4 are employexhatyze the Darcy-Forchheimer
flow and the brine acidification and the inducedrmdes in porosity and permeability due
to SQ co-injection with CQ. We have performed three simulations of acid-ggction
into a 2-D formation with typical hydro-geologic gmerties and simplified mineral
compositions. Major findings and conclusions aréodews:

vii. It is important to incorporate Forchheimer effetbithe numerical simulation of
multiphase flow to properly characterize the addiil friction caused by the high
flow velocity of CQ because the inclusion of Forchheimer effects ithe
multiphase flow models will significantly changestfiow pattern of C@

viii. ~ The high vertical velocity resulting from the buogs effects would lead to
higher Forchheimer number and thus inhibit,G@m spreading vertically due to
the stronger resistance in the vertical directidhus, more C@ would be
accumulated in the lower half of the domain and dowpressure would be
imposed on the lower boundary of the cap-rock.

ix. Compounded by the buoyancy effect, the Forchheieffact would result in
higher displacement efficiency in the Forchheimegime. For example, the
displacement efficiency in Forchheimer flow is 5%gher than that for Darcy
flow at the end of one half year. The higher disptaent efficiency increases the
storage capacity for the same injection rate arianve of a site;

X.  The higher injection pressure required in Forchlegirihow is problematic for
CO, injection applications. The higher pressure regpliiwvould entail more
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Xi.

Xil.

Xiil.

energy and other costs. More importantly, the highgction pressure (may
increase as the injection continues) would expbsewthole domain to a higher
pressure by a difference of 2l®a at least. Higher pressure exposure might
increase the risk of fracturing the domain and, @fkage into the atmosphere,
especially for a field case where the absolute pabitity is relatively small (with
a magnitude of darcy even millidarcy).

The tradeoff between the improved displacementieficy and the increasing
injection pressure should be well balanced in ortdestore as much GQOas
possible while keeping the storage zone securesafel When the increase of
injecting pressure may not cause major issuesgiangection rate of C@can be
injected to maximize the storage capacity; howetrer,increase in displacement
efficiency should yield to the safety and secuatyCQO; injection and operation
when the magnitude in the increase of injectingsguee is relatively large and
may significantly increase the possibility of fraghg the formations and leakage
of CO, toward the ground and atmosphere.

It is important to include the kinetic dissolutioh SO, from the scCQ to the
water phase into the simulation models becauseSthe concentration in the
agueous phase would not be close to its solulifiti for the injecting node even
at the end of one half year. The accumulated etittte difference between the
actual SQ concentration in the aqueous phase and its sihjubrhit would be
considerable and can not be neglected, especially complex mineral
composition which has higher buffering capacity.

The co-injection of S@with CGO, results in a substantially acid zone near the
injecting well. For the base case by the end ofmigyear, the Hconcentration
in the injecting node is 0.045mol/L and the regwith H" concentration larger
than 0.01mol/L expands to a distance 450 meterm ftbe injecting node
horizontally (to the top boundary vertically). Theasons for the relatively fast
expansion of the acid zone can be attributed tdabethat the simplified initial
mineral composition does not have enough pH bulffercapacity as other
complex mineral composition does and to the faat tihe advection and diffusion

effects are relatively strong in this study.
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xiv.  The porosity experiences a maximal decrease pagerdf 0.103 and 0.133 for
the cases ‘F’ and ‘FE’, respectively, while the maxl decrease percentage for
the permeability is 0.427 and 0.554 for the caBéand ‘FE’, respectively, in the
injecting node at the end of one half year.

Xv.  Since the Forchheimer effect has determinant impad€Q migration and S@
transports together with scGQhe Forchheimer effect has important impact on
the transport and fate of the co-injected,®@d thus on the profiles of the saline
acidification and the induced changes in porogity permeability changes

xvi.  The initial mineral composition is simplified antlet important pH buffering
capacity of complex mineral composition is not ua®d in this study. Therefore,
the results for a single scenario in this study @aly be interpreted as the ‘worst-

case scenario’.

These conclusions are only quantitatively dependgmin the choice of the
capillary pressure curves and the Forchheimer oo&fts that were determined here
from experimental data provided in the literatufais study provides a useful tool for
future analysis and comprehension of multiphasecyp&orchheimer flow and brine
acidification of SQ co-injection with CQ into deep saline aquifers. However, the
conclusions for the application problem are pratiany, as they are limited by model
simplifications due to insufficient thermodynamiata, kinetic and physical data, and
limited computational power. For example, sincadlee no C@flooding experimental
data found in the literature, the data for wateodling experiments are used to determine
the critical Forchheimer number for @Qvhich may lead to some uncertainty. Therefore,
further experimental studies and numerical invesiomns will be required, especially in
terms of CQ flooding experiment for a field scale and the kimereaction of

disproportionation of S©
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Chapter 6 Conclusions

The global climate change as a result of the eomnssf greenhouse gases (GHG)
becomes more and more acknowledged within the totercommunity. The most
important GHG is carbon dioxide (GQbecause it is emitted in very large quantitied a
may persist in the atmosphere for thousands ofsyéarcher, 2005). In the broad
portfolio of strategies to reduce carbon emissiasiag methods such as carbon capture
and sequestration, enhanced efficiency of poweemgion and use, use of low carbon
fuels and renewable energy sources, storage ofrauagenic CQ within geologic
reservoirs is one of the favorable methods of aarkequestration (Bachu, 2002).
Geologic sequestration represents an immediatedyiadle option for mitigating the
global environmental impact of Gby removing large amounts of the gas from the
atmosphere. However, before the application ofdo#lle commercial projects become
practical for geological carbon storage, the falsibof applying this method to large
guantities of C@has to be investigated with all available scientiieans.

One important aspect of GBequestration is the carbon dioxide flow and arts
within the porous media used as a storage forma@Questions regarding the evolution
of the CQ plume in the subsurface, its long-term behavieqaipemical reactions and
the effects of its co-injected impurities have ®dnswered. Because of the complexity
and the large time scale, the most efficient wayadfiressing these issues is the
mathematical description of the processes thatraoctne subsurface and the numerical
solution of the resulting complex equations.

Therefore, numerical models for multiphase flownteoninant transport and
related geochemistry have been developed and agaddstigate the transition behavior
between Darcy flow and Forchheimer flow for mulégle cases, and to investigate the
brine acidification and the induced porosity andnpeability changes due to sulfur
dioxide (SQ) co-injection with supercritical CO(scCQ). In the following sections,

general conclusions and directions for future sttalyered in this thesis are presented.
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6.1Summary and Conclusions

As far as the fluid flow is concerned, the numdrinaltiphase model developed in

this thesis has been validated and shown good ragrgewith a semi-analytical solution

inspired from the Buckley-Leverett model with inarteffects. Moreover, in order to

analyze the transition behavior between Darcy awdctheimer flow, the critical

Forchheimer numbers for water and L@ave been determined with the method

proposed in Section 3.2. Since bgghand f, are functions of saturation @f phase,

there is a critical Forchheimer number for the ¢raon for a specific saturation for each

phase in multiphase flow system. From the analysisrms of Darcy-Forchheimer flow

during CQ injection into deep saline aquifers in Chapter 8l &, the following

conclusions can be obtained.

It is important to incorporate Forchheimer effewtioi the numerical simulation
of multiphase flow to properly characterize theitiddal friction caused by the
high flow velocity of CQ. As is analyzed in Section 5.4.1 and 5.4.2 (otiSec
3.51 and 3.52), the inclusion of Forchheimer effaoto the multiphase flow
models will change the flow pattern of €®lot near the wellbore area in terms
of CO, spatial and temporal saturation profiles and presdistribution.
Neglecting the inertial effect would definitely fotluce considerable errors to
the simulation results;

The proper way to determine the critical Forchheimeamber for the transition
between Darcy flow and Forchheimer flow can crugialffect the extent to
which Forchheimer effect can influence the transmdrCO, in deep saline
aquifers. It is for sure that Forchheimer effech ceever impact the complete
domain in a large C£injection field (e.g., kilometers in width and &th), but

it is essential to find out the region for Forchher flow near the injection point
by applying the critical values for the transitisince unacceptable errors would
be induced if we neglect the nonlinear terms neairjection region;
Compounded by the buoyancy effects, the Forchhegffect would lead to
CO, migration preferentially along the horizontal diens over the vertical
direction, more C@accumulating in the lower half of the domain aondér
pressure imposed on the cap-rock. For example,r&i§w20 shows that, for
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Vi.

Node (251, 10), the node just below the cap-rockhainjecting column, far
less CQ would reach the upper boundary in Darcy-Forchheiff@v than
Darcy flow and CQ potential for Darcy-Forchheimer flow would be lavikan
that for Darcy flow, with a difference of 2000 ga@2%) at the end of one half
year;

The higher displacement efficiency by €& a significant merit for CO
sequestration into deep saline aquifers. This m#@tdor the same volume of
porous media, more pore space can be occupied bhyirCBorchheimer flow
than Darcy flow for the same injection rate andetinkor example, for the
application in Chapter 5, at Day 180, the accunedla@Q in all the nodes in
the Forchheimer region (based @p) ficcounts for 91% of all the injected €O
up to Day 180 with 4.3% of the total G@lowing away from the domain
through the western and eastern boundaries. Howrethe complete Darcy
flow, the same region only stores 57% of all thedted CQ with the same
percentage of COflowing out from the domain. The comparison suggéisat
the displacement efficiency in Forchheimer flow58% higher than that for
Darcy flow at the end of one half year;

The higher injection pressure required in Forchlegifftow may be problematic
for CO; injection applications. As is shown in Figure 5.8fe pressure required
by Forchheimer flow in the injecting node is mohart 0.04% higher (more
than 4000 Pa) than that for Darcy flow at Day 180e higher pressure
requirement would be more significant if one coessdan injection period
generally more than 30 years, a higher injectiote,rand lower absolute
permeabilities in full-scale commercial projects;

The tradeoff between the improved displacementieficy and the increasing
injection pressure should be well balanced in otdestore as much CQas
possible while keeping the storage zone securesafed When the increase of
injecting pressure may not cause major issueselangection rate of C®can
be injected to maximize the storage capacity amimize the pressure imposed
on the cap-rock; however, the increase in displacgrafficiency should yield

to the safety and security of G@jection and operation when the magnitude in
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the increase of injecting pressure is relativelggegaand may significantly
increase the possibility of fracturing the formasoand leakage of GQoward
the ground and atmosphere.

These conclusions are only quantitatively dependgmin the choice of the
capillary pressure curves and the Forchheimer ii&fts which were determined here
from experimental data provided in the literaturlis thesis provides a useful tool for
future analysis and comprehension of multiphase cyp&orchheimer flow and
Forchheimer effects of CQinjection into deep saline aquifers. However, thest
uncertainty during the analysis is associated withstrength of the Forchheimer effect,
which depends on CQinjection rate, the magnitude of absolute permggpbithe
magnitude of the critical Forchheimer number, th@chheimer coefficient, and the
properties of the injected GOIn addition to the direct impact on the Forchheim
number, the properties of GOuch as density and viscosity can play an importda by
changing the strength of the buoyancy effects whchild change the flow pattern of
CO, combining with the Forchheimer effects. Therefdo, the methods and models
proposed in this thesis to be applicable to anatiizeDarcy-Forchheimer flow in field
cases, more experimental and field studies willnbeded before any analysis. These
studies should include GCGand water flooding experiments, reservoir charaagon
and so on.

With regard to the effects of S@o-injection with CQ into deep saline aquifers,
the contaminant transport and simplified geochelhmuadels have been developed and
employed to investigate the brine acidification anduced porosity and permeability
changes due to kinetic or equilibrium dissolutidn 80, from scCQ to the aqueous
phase. Based on the simulation results in Chapteand! 5, the major findings and
conclusions are listed as follows.

I. It is important to include the kinetic dissolutioh SO, from the scC@to the
water phase into the simulation models becauseés@econcentration in the
agqueous phase would not be close to its solubihityt for the injecting node
even by the end of the simulation period. The aedated effect of the

difference between the actual agueous &@hcentration and its solubility limit
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would be considerable and can not be neglecteeécedly for complex mineral
composition which has higher buffering capacity;

It is not necessary to include the kinetic dissohutof CQ, from the scC@to
the water phase into the simulation models sineeGf} concentration would
reach its solubility limit in a time scale of seakrdays. Therefore, for
simulations with a time scale larger than weeks,isitvalid to assume
equilibrium dissolution of C®from the scCQ@to the aqueous phase;

The coupling between the fluid flow and the changesporosity and
permeability is critical to the C{njection into deep saline aquifers in that the
coupling would require significantly higher injemti pressure and higher
pressure all over the domain, as is shown in Chapt&€he pressure difference
between the coupling and non-coupling cases isiiorder of 10 Pa and the
pressure for coupling cases would experience arease of more than 0.1%
over the non-coupling cases for most of the sinratime. At the end of one
year, the case ‘Equi-cou’ has a pressure increbg81d9 Pa (0.55%) over the
non-coupling cases while the increase for the téseou’ is 58669 Pa (0.41%).
The case with the kinetic mass transfer of, 8&n save energy and money for
the pressure difference of 19450 Pa over the catbeeguilibrium assumption
at the end of one year,

The co-injection of S@with CO, results in a substantially acid zone near the
injecting well. For the base case in Chapter Shigyend of one half year, thé H
concentration in the injecting node is 0.045molfhd athe region with H
concentration larger than 0.01mol/L expands tossadce 450 meters from the
injecting node horizontally (to the top boundarytigally). The reasons for the
relatively fast expansion of the acid zone can theébated to the fact that the
simplified initial mineral composition does not kawnough pH buffering
capacity as other complex mineral composition daed to the fact that the
advection and diffusion effects are relatively sgon this study;

Since the Forchheimer effect has determinant impadQ migration and S©
transports together with scGQhe Forchheimer effect has important impact on

the transport and fate of the co-injected,S@d thus on the profiles of the
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saline acidification and the induced changes inogity and permeability

changes. For example, for the base case in Chapt&€Q moves in favor of

the horizontal direction over the vertical direatiowhile the movement of GO

is more evenly in Case ‘D’. Accordingly, the trandpof SQ is more along the

x direction and less along the z direction, resglin wider horizontal profiles

of SO, aquatic concentration and the resultafntddncentration and porosity
and permeability;

vi. The accumulated difference in the saline acidiicatand the induced
porosity and permeability changes between kinetit equilibrium dissolution
of SO, is moderate. Although the $©@oncentration increases fast for the first
few days, it will never hit the SOequilibrium concentration due to the
buffering capacity of the mineral dissolution andgipitation. If more complex
mineral composition is considered, the bufferingpamty might be even
stronger, leading to a larger difference between &§atic concentration and
its solubility limit. Therefore, to simulate a ftelcase, assuming equilibrium
dissolution of S@ from scCQ to the saline would overestimate the brine
acidity and its induced porosity and permeabiliharmges and introduce even
larger errors into the simulation results;

vii. The initial mineral composition is simplified andet important pH buffering
capacity of complex mineral composition is not uddd in this study.
Therefore, the results in terms of brine acidifimatand induced porosity and
permeability changes for a single scenario in $tigly can only be interpreted
as the ‘worst-case’ scenario;

viii. From the sensitivity analysis in Chapter 4, it d@nfound that the hematite
and SQ dissolution rates have significant impact on,@@essure, hematite and
pyrite abundance, porosity and permeability. As 8®, and H aqueous
concentration, K_S@does have significant positive impact while K_hes la
less significant effect.

The conclusions provide insightful recommendatifanrCO, injection and storage

and numerical investigation on the impacts of tleingected SQ@ However, the
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applicability of these recommendations is limiteg model simplifications due to
insufficient thermodynamic data, kinetic and phgbsidata, and limited computational
power. The first uncertainty is related to the difrgation of the initial mineral
composition. Then the kinetic reaction of dispraporation of SQ can lead to
considerable uncertainty, as is discussed in Sedtib. Therefore, further experimental
studies and numerical investigations will be reedifor successful implementation of
these realistic simplified models to field cases.

To summarize, the conclusions and findings of thisis have practical use for
scientists and engineers concerned with the desxeripf flow behavior, and transport
and fate of S@during SQ co-injection with CQ in deep saline aquifers. In spite of the
simplifying assumptions, the analysis providesneates of relevant processes and their
effects regardless of the site-specific reservoiffie results provide a better
understanding of the flow behavior and the brindification in porous media and can be
used to perform a more detailed further analysthsas three-dimensional field-scale
modeling as well. However, successful implementatad these simplified models
requires further test through a series of botlifald laboratory experiments. The degree
of matching will either confirm current simulatioos indicate how the modeling should
be adjusted with an ultimate goal to verify the kegpdel assumptions by field and

laboratory observations.

6.2 Futurework

Numerical fluid flow and reactive transport modgliis a powerful tool that can be
used to investigate the behavior of long term flilndv, and reaction and solute transport
which can not be readily studied at laboratory ietdf scale in short period of time.
However, it is always critical to note that a nuio&r model is only a simplified
representation of reality, which produces outpat ik only accurate to the same degree
at most as the input data, and thus reflects onlyumderstanding of a given system.
Consequently, the greatest challenge in applyingaric models is, and always will be,
to evaluate how well the conceptual model of aesysis defined, based on real field
observations, and how well that conceptual modelbmmanifested in the model. Hence,

with regard to C@ geological storage, it is imperative to model aonceptualized
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system or process based on appropriate: €@ubility model, realistic yet simple

geometrical configuration, flow conditions, andrthedynamic and kinetic data set with

improved data quality. For this, future work needsinclude experimental and field

observation pertinent to the intended purpose.

Based on the findings of the study presented i thesis, the following research

topics can be recommended as further research areas

Vi.

Experimental investigation of GQand water flooding in candidate formations
for CO, storage under realistic conditions to better deilee the critical
Forchheimer number;

Numerical investigation on the geo-mechanical clkangnduced by the
injection of CQ, especially for Darcy-Forchheimer flow where trezjuired
injection pressure is higher than that for Darowfland thus the possibility for
fracturing the porous media might increase sigaittty;

Experimental studies on the Kkinetic reaction rate the homogeneous
disproportionation of S&

Numerical and experimental research on the potegifiects of nitrogen oxides
(NOy) co-injection with scCQ

Investigation on the combing effects of impuritiesluding NQ, and sulfur
oxides (SQ), hydrogen sulfide (k§), and so on. Whether the combing effect is
of synergism or antagonism needs further study;

Comprehensive cost-benefits analysis o @D NGO, H,S and other impurities)
disposal with CQ@in deep saline aquifers is required before coctiga of these

impurities into field reservoirs.
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