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SUMMARY 

 

The objective of this dissertation is to improve the service quality of broadband 

optical access networks by developing advanced link- and transport- layer protocols. 

Access networks connect business and residential premises to metropolitan area networks 

or wide area networks. Current access technologies represent a significant bottleneck in 

bandwidth and service quality between a high-speed residential/enterprise network and a 

largely overbuilt core backbone network. Although it is believed that passive optical 

network (PON) will be the most promising solution to provide truly broadband 

connections to end users, a suit of protocols are required to provide dedicated bandwidth, 

controlled delay and jitter, and preferable packet loss characteristics, for quadra play 

applications including data, voice, video, and interactive multimedia games. This 

dissertation studies three key techniques for improving quality of service (QoS) 

performance of broadband access networks, including transport protocol for broadband 

networks, media access control (MAC) protocol for PON, and delta compression for fast 

content download. 

 In this dissertation, we design a new reservation MAC scheme that arbitrates 

upstream transmission, prevents collisions, and varies bandwidth according to demand 

and priority. The new access scheme exploits both WDM and TDM to cater for both light 

and heavy bandwidth requirements. We analyzed, evaluated, and simulated the 

performance and practicality of the proposed scheme. 

 Next, we introduce delta compression algorithms as an efficient method for fast 

content download. We present a theoretical framework for delta compression based on 



 xv

information theory and Markov models, including insights into the compression bounds. 

We also simulated and implemented a generic delta compression scheme and 

demonstrated its real-time and non real-time performance. 

 In the third part of this dissertation, we enhance the transport performance of 

Ethernet services by addressing the throughput optimization issue at the edge of the 

network. The performance of TCP over SLA driven Ethernet services is not adequate, 

because the mechanisms of TCP are designed for best effort networks and cannot utilize 

the reserved bandwidth efficiently. In this research, an SLA-aware transport protocol is 

proposed to increase the end-to-end throughput for Ethernet services.  

 To reduce the impact of random loss to application layer throughput, a resilient 

transport control scheme dealing with random error is proposed for Ethernet services. 

Transport layer congestion control is stated as a hypothesis test process making decisions 

through the ACK feedbacks.  It is shown that traditional TCP adopts a very simple 

decision rule making decisions based on only a single sample. A novel resilient 

congestion control scheme is proposed with a better decision rule using multiple samples. 

The new method increases throughput significantly by keeping false-alarm probability 

under control and adjusting congesting window adaptively. 
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CHARPTER 1 

INTRODUCTION 

 

1.1 Motivation 

 Access networks connect business and residential premises to metropolitan area 

networks (MANs) or wide area networks (WANs). Because of the explosive growth of 

broadband multimedia applications, such as video streaming, high-definition television 

(HDTV), video on demand, and interactive games, a huge demand for bandwidth has 

been imposed on the access infrastructure. As DWDM technology was developed for the 

long haul network and Gigabit Ethernet for the local area network (LAN), access 

networks tend to be the bottle-neck for end-to-end broadband applications. Today, the 

two most popular access network solutions are digital subscriber line (xDSL) 

technologies deployed by telephone companies, and cable modems from cable 

companies. These access technologies do not have comparable bandwidth capability with 

Gigabit Ethernet and have limitations in providing high-quality integrated services, 

including video, voice, and data. Unlike metro and long-haul networks, access networks 

must serve a more diverse and cost-sensitive customer base. End users may range from 

individual homes to corporate premises, and services must therefore be provisioned 

accordingly. Data, voice, and video must be offered over the same high-speed connection 

with guarantees on quality of service (QoS) and the ability to upgrade bandwidth and 

purchase content on a needed basis [1]. Therefore, the next-generation access solutions 

have to be cost efficient when providing more bandwidth.  
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 In the so-called FTTx access networks, optical fiber replaces copper in the 

distribution network. For example, in fiber to the curb (FTTC) or home (FTTH), the 

capacity of access networks is sufficiently increased to provide broadband services to 

subscribers. Because of the cost sensitivity of access networks, passive optical networks 

(PONs) are considered to be the most promising technology, as they can provide reliable 

yet integrated data, voice, and video services to end users at bandwidths far exceeding 

current access technologies. Unlike other access networks, PONs are point-to-multipoint 

networks capable of transmitting over 20 kilometers of single-mode fiber. PONs can 

offer symmetrical data transmission on both the upstream and downstream links, 

allowing the end user to provide Internet services such as music file sharing and Web 

hosting. In addition to providing a good alternative, PONs represent an excellent 

evolutionary path for current access technologies such as cable and DSL. By using 

passive components (such as optical splitters and couplers), PONs reduce the installation 

and maintenance costs of fiber as well as connector termination space. These costs still 

require laying fiber, which makes PONs more expensive to install. However, since fiber 

is loss limited rather than bandwidth limited (as opposed to copper wires, cable, and 

wireless), the potential performance gains and long-term prospects make PONs well-

suited for new neighborhoods or installations. 

 Enabling technologies for broadband optical access involve the lower four layers 

of the Open System Interconnection (OSI) reference model, i.e., physical layer, data link 

layer, network layer, and transport layer. In the physical layer, components for optical 

access, such as light source, photo detector, splitter/coupler, inter-leaver, and amplifier, 

are already commercially available. In the data link layer, media access control (MAC) 
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protocol plays an important role for providing dedicated bandwidth, controlled delay and 

jitter, and preferable packet loss characteristics. Although frameworks have been 

proposed [2] [3] for optical access, detailed QoS provisioning schemes are still under 

investigations. In the network layer, protocols to provide QoS with IP, including 

DifferServ [4], IntServ [5], and DS-MPLS-TE [6], have been standardized by the Internet 

Engineering Task Force (IETF) and implemented in real networks. In the transport layer, 

despite the widespread deployment of TCP protocol, current TCP congestion control 

schemes based on additive increase and multiplicative decrease (AIMD) and slow-start 

are challenged to improve the efficiency of the link bandwidth utilization as well as 

fairness among multiple users for next-generation broadband networks with large 

bandwidth delay product (BDP).  

 

1.2 Objectives 

 The objective of this dissertation is to improve the service quality of broadband 

optical access networks by developing advanced link- and transport- layer protocols.  

Research efforts focus on three areas: 

• Media access control (MAC) protocol for PON 

• Delta compression for fast content download 

• Transport protocol for Ethernet services 

 Current access technologies represent a significant bottleneck in bandwidth and 

service quality between a high-speed residential/enterprise network and a largely 

overbuilt core backbone network.  Although it is believed that passive optical network 

(PON) will be the most promising solution to provide truly broadband connections to end 
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users, a suit of protocols are required to provide dedicated bandwidth, controlled delay 

and jitter, and preferable packet loss characteristics, for integrated applications including 

data, voice and video. This research studies several key techniques for improving quality 

of service (QoS) performance of broadband access networks. 

 

1.3 Outline 

 The dissertation is organized as follows:  

 Chapter 2 reviews the literature in the field of broadband access. The existed and 

emerging solutions of broadband optical access networks are presented. Delta 

compression is introduced to reduce Internet traffic volume. Several problems with the 

current TCP in broadband access networks are discussed. 

 In Chapter 3 [7], we propose a new reservation MAC scheme that not only 

arbitrates upstream transmission and prevents collisions, but also varies bandwidth 

according to demand and priority, reduces request delay using pre-allocation, and handles 

the addition/reconfiguration of network nodes efficiently. The new access scheme 

exploits both WDM and TDM to cater for both light and heavy bandwidth requirements 

and supports both Ethernet and ATM packets without segmenting or aggregating them. 

We analyzed, evaluated, and simulated the performance and practicality of the proposed 

scheme. 

 Delta compression algorithms take advantage of the statistical correlations 

between different files or packets so that common sequences between two files can be 

encoded using a copy reference. Delta compression forms the core of fast and efficient 

content download. In this dissertation, we present for the first time, a theoretical 
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framework for delta compression based on information theory and Markov models, 

including insights into the compression bounds. We also simulated and implemented a 

generic delta compression scheme and demonstrated its real-time and non real-time 

performance [8, 9]. 

 In Chapter 5 [10, 11], we aim to enhance the transport performance of Ethernet 

services by addressing the throughput optimization issue at the edge of the network. 

Ethernet services convert Ethernet from a best effort technology to a service level 

agreement (SLA) driven carrier-grade technology, extending the simplicity and flexibility 

of Ethernet beyond the LAN to the MAN/WAN. The performance of TCP over SLA 

driven Ethernet services is not adequate, because the mechanisms of TCP are designed 

for best effort networks and cannot utilize the reserved bandwidth efficiently. In this 

dissertation, a novel SLA-aware transport protocol is proposed to increase the end-to-end 

throughput for Ethernet services. The performance of the proposed protocol is compared 

with traditional TCP through theoretical analysis and simulation. 

 In Chapter 6 [12], a resilient transport control scheme is proposed for Ethernet 

services to reduce the impact of random loss to application layer throughput. Transport 

layer congestion control is stated as a hypothesis test process making decisions through 

the ACK feedbacks.  It is shown that traditional TCP adopts a very simple decision rule 

making decisions based on only a single sample. A novel resilient congestion control 

scheme is proposed with a better decision rule using multiple samples. The new method 

can keep false-alarm probability under control and adjust congesting window adaptively, 

therefore it increases throughput significantly. 
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 Finally, Chapter 7 concludes the dissertation and provides future research 

directions. 
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CHARPTER 2    

BACKGROUND 

 

2.1 Broadband Access Solutions 

 Current access technologies represent a significant bottleneck in bandwidth and 

service quality between a high-speed residential/enterprise network and a largely 

overbuilt core backbone network. Backbone networks are provisioned for operation 

under the worst-case scenarios of link failures, and thus backbone links are lightly loaded 

most of the time. In addition, high-capacity routers and ultra-high-capacity fiber links 

have created a true broadband architecture. However, large backbones are not the whole 

equation; the distribution of that connectivity to individual enterprises and homes is just 

as critical for meeting the huge demand for more bandwidth (Figure 1). Unfortunately, 

the cost of deploying true broadband access networks with current technologies remains 

prohibitive. This in turn makes it difficult to support end-to-end quality of service (QoS) 

for a wide variety of applications, particularly non-elastic applications such as voice, 

video, and multimedia that cannot tolerate variable or excessive delay or data loss.  

2.1.1 Existing Access Solutions  

 When it comes to access networks, network operators have a difficult choice 

among competing technologies – digital subscriber line (DSL), cable, optical, and fixed 

wireless. Key considerations to the choice include deployment cost and time, service 

range, and performance. The most widely deployed solutions today are DSL and cable 

modem networks, which had a combined total of roughly 25 million users by the end of  
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Figure 1: Distributing optical backbone connectivity to enterprises and homes. 
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2003. Although they offer better performance over 56 Kbit/s dial-up telephone lines, they 

are not true broadband solutions for several reasons. For instance, they may not be able to 

provide enough bandwidth for emerging services such as content-rich services, media 

storage, peer-to-peer services, multiplayer games with audio/video chat to teammates, 

streaming content, on-line collaboration, high-definition video on demand, and 

interactive TV services. In addition, fast Web-page download still poses a significant 

challenge, particularly with rich, engaging, and value-added information involving high-

resolution DVD video streaming, multimedia animation, or photo quality images. Finally, 

only a handful of users can access multimedia files at the same time, which is in stark 

contrast to direct broadcast TV services. To encourage broad use, a true broadband 

solution must be scalable to thousands of users and must have the ability to create an 

ultra-fast Web-page download effect, superior to turning the pages of a book or flipping 

program channels on a TV, regardless of the content.  

 A major weakness of both DSL and cable modem technologies is that they are 

built on top of existing access infrastructures, not optimized for data traffic [13]. In cable 

modem networks, RF channels that are left over after accommodating legacy analog TV 

services are dedicated for data. DSL networks do not allow sufficient data rates at 

required distances because of signal distortion and crosstalk. Most network operators 

have come to realize that a new, data-centric solution is necessary, most likely optimized 

over the Internet Protocol (IP) platform. The new solution should be inexpensive, simple, 

scalable, and capable of delivering integrated voice, video, and data services to the end 

user over a single network. 
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2.1.2 Broadband Optical Access 

 DSL or cable modem access provides the benefits of installed infrastructure, 

virtually eliminating deployment costs. If fixed wireless access is chosen, network 

providers gain the benefit of quick and flexible deployment. However, these access 

methods may suffer bottlenecks in bandwidth-on-demand performance and service range. 

For example, cable networks are susceptible to ingress noise, DSL systems can be 

plagued by significant crosstalk, and unprotected broadcast wireless links are prone to 

security breaches and interference. Furthermore, current DSL and cable deployments tend 

to have a much higher transmission rate on the downstream link, which restricts Internet 

applications to mostly Web browsing and file downloads. 

 While wireless access is excellent for bandwidth scalability in terms of the 

number of users, optical access is excellent for bandwidth provisioning per user. 

Furthermore, the longer reach offered by optical access potentially leads to more 

subscribers. Optical access networks offer symmetrical data transmission on both the 

upstream and downstream links, allowing the end user to provide Internet services such 

as music/video file sharing and Web hosting. In addition to providing a good alternative, 

such networks represent an excellent evolutionary path for current access technologies. 

These costs still require laying fiber, which makes optical access networks more 

expensive to install. However, since fiber is loss limited rather than bandwidth limited (as 

opposed to copper wires, cable, and wireless), the potential performance gains and long-

term prospects make optical access networks well-suited for new neighborhoods or 

installations. In addition, there are innovative solutions for deploying fiber in the last 

mile, even in established neighborhoods [14].  
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 The passive optical network (PON) is a technology viewed by many as an 

attractive solution to the last-mile problem as PONs can provide reliable yet integrated 

data, voice, and video services to end users at bandwidths far exceeding current access 

technologies. Unlike other access networks, PONs are point-to-multipoint networks 

capable of transmitting over 20 kilometers of single-mode fiber. As shown in Figure 2, a 

PON minimizes the number of optical transceivers, central office terminations, and fiber 

deployment compared to point-to-point and curb-switched fiber solutions. By using 

passive components (such as optical splitters and couplers) and eliminating regenerators 

and active equipment normally used in fiber networks (e.g., curb switches, optical 

amplifiers), PONs reduce the installation and maintenance costs of fiber as well as 

connector termination space. The general PON architecture consists of the optical line 

terminator (OLT) on the service provider side and optical network unit (ONU) (or 

sometimes the optical network terminal) on the user side (Figure 3). The ONUs are 

connected to the OLT through one shared fiber and can take different FTTx 

configurations, e.g., fiber to the home (FTTH), fiber to the curb (FTTC), and more 

recently fiber to the premise (FTTP). The upstream and downstream optical bands 

specified by ITU-T for dual- and single-fiber PONs are shown in Figure 4. 
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Figure 4: Upstream and downstream optical bands for dual and single-fiber PONs. 
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 PONs typically fall under two groups: ATM PONs (APONs) and Ethernet PONs 

(EPONs). APON is supported by FSAN and ITU-T because of its connection-oriented 

QoS feature and extensive legacy deployment in backbone networks [2] [3]. EPON is 

standardized by the IEEE 802.3ah Ethernet in the First Mile (EFM) Task Force. EPONs 

leverage low cost, high-performance, silicon-based optical Ethernet transceivers. With 

the growing trend of GigE and 10GigE in the metro and local area networks, EPONs 

ensure that IP/Ethernet packets start and terminate as IP/Ethernet packets without 

expensive and time-consuming protocol conversion, or tedious connection setup. 

 Wavelength division multiplexing (WDM) is a high-capacity and efficient optical 

signal transmission technology that is prevalent in long-haul backbone applications, but is 

now emerging in metropolitan area networks (MAN). WDM uses multiple wavelengths 

of light, each wavelength corresponding to a distinct optical channel (also known as 

lightpath or lamda, λ), to transmit information over a single optic fiber simultaneously. 

Current backbone commercial WDM systems have been increased up to 40 (100GHz 

spacing),80 (50GHz spacing) in C-band or 160 wavelengths in C+L-band on a single 

fiber. It is an economical alternative to installing more fibers and a means to dramatically 

provide higher capacity. 

2.1.3 Ethernet for the First Mile and Ethernet Service 

 Ethernet for the First Mile (EFM) is an effort to extend the Ethernet’s reach over 

the first-mile access link between end users and carriers, and to make Ethernet a low-cost 

broadband alternative to technologies such as DSL and cable. The motivation for doing 

this is sound since there are currently more than 500 million Ethernet ports deployed 
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globally and it is advantageous to preserve the native Ethernet frame format rather than 

terminate it and remap its payload into another layer 2 protocol (e.g., point-to-point 

protocol, PPP). The EFM specifications are developed by the IEEE 802.3ah Task Force 

(http://www.ieee802.org/3/efm), which was formed in November 2000. The draft 

standard (version 3.0 was issued on January 2004) includes physical layer specifications 

for copper, fiber point-to-point, fiber point-to-multipoint topologies, shown in Table 1. 

The EFM draft standard also defines operations, administration, and maintenance (OAM) 

aspects of the technology, which local carriers and network operators will use to monitor, 

manage, and troubleshoot access networks. The same management protocols and 

architecture work across all EFM topologies.  

 

 

Table 1: EFM topologies. 

Topology Feature 

EFM Copper Existing copper wire (Cat 3) at more than 10 Mbit/s for a range of up to 

at least 750 m 

EFM Fiber Single-mode fiber at 0.1 to 1 Gbit/s for a range of at least 10 km 

EFM PON Optical fiber at 1 Gbit/s for a range of up to 20 km 

EFM Hybrid Topologies that combine the three topologies listed above 
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 The Metro Ethernet Forum (MEF) is an effort to utilize Ethernet as a core 

protocol for the connectivity from user site to public Internet and connectivity between 

geographically separate corporate sites (LAN extension). As shown in Figure 5, Ethernet 

services are classified into either E-Line (point-to-point), or E-LAN (multipoint-to-

multipoint). While Ethernet was originally developed as a data-centric protocol, it has 

evolved to support a full range of services, including real-time services with stringent 

bandwidth, delay, and loss requirements. The features of a number of existing and future 

IEEE standards have been employed (e.g., prioritization, virtual LAN or VLAN tagging, 

traffic shaping, bandwidth management, and resource reservation). Quality of service 

(QoS) is defined in service level agreement (SLA) and achieved by using a combination 

of techniques. 
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E-Line (point-to-point)  

  

 

 

           (b) E-LAN (multipoint-to-multipoint) 

Figure 5: Two types of Ethernet virtual connections. 
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2.3 Transport Protocol for Broadband Networks 

 Despite the widespread deployment of the protocol, standard Transmission 

Control Protocol (TCP) is demonstrated to have a poor performance in the broadband 

networks [15]. Current TCP implementations rely on packet loss as the only indicator of 

network congestion, based on the fact that a congested router is the most likely reason for 

a packet loss in the wired portion of the network. In broadband optical networks with 

large bandwidth-delay product (BDP), TCP congestion window size will be very large. A 

very small chance of packet loss will be enough to prevent AIMD-based standard TCP 

from utilizing available bandwidth efficiently. Therefore, TCP needs to progress from its 

original low-speed network oriented design and advance to meet the challenges 

introduced by the broadband using more aggressive congestion control algorithms. 

TCP is a connection-oriented transport protocol to provide congestion control and flow 

control with a sliding window. Four congestion control algorithms are defined in standard 

TCP [16]: slow start, congestion avoidance, fast retransmit and fast recovery, and 

congestion is indicated by packet loss. The performance of two implementations of 

standard TCP (Tahoe and Reno) as well as two modifications of TCP Reno (New-Reno 

and SACK) are compared in [17]. TCP Tahoe refers to TCP that operates with the slow 

start, congestion avoidance, and fast retransmission algorithms. TCP Reno refers to TCP 

that operates with the earlier algorithms plus fast recovery. TCP New-Reno eliminates 

Reno's wait for a retransmit timer when multiple packets are lost within a window period. 

In SACK, the receiver reports a non-contiguous set of data that has been received and 

queued to the sender. Therefore, the case of multiple packet loss can be handled more 

efficiently. A window-based congestion control mechanism is used in standard TCP. The 
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slow start and congestion avoidance algorithms must be used by a sender. A congestion 

window is maintained by the sender to control the amount of delivered data into network 

before getting an acknowledgement from the receiver, where the ideal value is the 

bandwidth-delay product (BDP is the product of the available bandwidth and the round-

trip delay).  Another state variable, the slow start threshold (ssthresh), is used to 

determine whether the slow start or congestion avoidance algorithm is used to control 

data transmission. In the congestion avoidance phase, TCP probes the available 

bandwidth by increasing the congestion window slowly, approximately one segment per 

round-trip delay (RTT), and reduces the congestion window dramatically in the case of 

congestion, which is indicated by packet loss.  

 Although the so-called additive increase multiplicative decrease (AIMD) used by 

TCP successfully solved the stability problem in the 1980s, some disadvantages are 

exhibited with the increase of network link capacity and diversity of access technologies 

[18]. TCP has poor link utilization when operated on broadband networks with high 

bandwidth-delay product because of the conservative AIMD algorithm; long RTT flows 

obtain less throughput than short RTT flow because the congestion window is increased 

in the time unit of the RTT. 

 Besides the simple solution of using multiple TCP connections in parallel, two 

types of efforts are making for better broadband transport protocols: modifying 

traditional TCP protocols and redesigning new congestion control schemes based on 

UDP. Much research has been carried to incrementally modify standard TCP, such as 

HighSpeed TCP [15], Scalable TCP [19], Explicit Control Protocol (XCP) [20], etc. 

HighSpeed TCP acts the same as traditional TCP in the case of small BDP, but uses a 
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more aggressive response function for the congestion window in the case of high 

bandwidth and long delay. In Scalable TCP, a more aggressive MIMD congestion control 

algorithm is used instead of AIMD. Based on the observation that packet loss is a poor 

indication of congestion (since this occurs after congestion has occurred), XCP extends 

the idea of Explicit Congestion Notification and adds a congestion header. Because the 

per-flow congestion state is carried in packets, intermediate routers can help senders to 

choose better congestion windows through the feedback header field. However, the 

requirement of modifying all intermediate routers in the path may not be realistic. Other 

researchers developed rate-based congestion control algorithms on top of UDP, including 

SABUL [21], Tsunami [22], Hurricane [23], RBUDP [24], RUNAT [25], etc. These 

solutions are implemented at the application layer above UDP. Much better bandwidth 

utilization can be achieved by both types of solutions, whereas the latter one avoids the 

modifications to operation system kernels, routers, and other network infrastructures. 

 

2.4 Delta Compression for Internet Traffic 

 The idea of delta compression has been applied pervasively in different forms but 

optimized for specific applications: MPEG coding of video sequences, software patch 

update, Web page refresh/caching, storage backups for multiple versions of data, TCP/IP 

header suppression, and even genetic sequence decoding. Delta compression computes 

the difference (or delta) corresponding to the new information between two files, packets, 

or bit strings. The difference is used by the receiving party to construct the new file or 

packet. This difference is often a few orders smaller than the original and smaller than a 

direct compression of the original. Delta compression also offers many other advantages 
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over the individual compression of each file version. For example, it facilitates real-time 

transmission (similar to MPEG encoded video) and is inherently secure: only the client 

with the original file can successfully generate the new version. Moreover, the hash 

function used to generate real-time delta files can be integrated with cryptographic hash 

functions. 

 Internet traffic can be regarded as a sequence of content units (packets or files). A 

strong correlation exists among adjacent files. For example, the web pages from the same 

web site may share related content and similar frame layout. Conventional compression 

algorithms, such as LZ [26], are designed to remove the redundancy inside a single file, 

whereas delta compression algorithms can be more efficient to reduce the correlation 

among adjacent files. Many delta compression algorithms proposed in the past (e.g., 

Xdelta [27], Vdelta [28], Zdelta [29], VCDIFF [30]) are copy-based algorithms that 

replace the prefix of the encoded string by a reference to an identical substring in the 

previous file. Some efforts have been made to include delta compression in the http 1.1 

protocol [31]. Compression ratio is the most important metric for a compression 

algorithm. Although it is proven that the greedy differencing algorithm finds the most 

compact delta with fixed-length encoding in [32], there is no theoretical analysis for the 

best compression ratio that can be achieved by delta compression algorithms. This 

research aims to validate the effectiveness of delta compression using theoretical analysis 

rather than heuristics. 
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CHARPTER 3    

A RESERVATION MAC PROTOCOL FOR WDM PON 

  

3.1 Media Access Control for Conventional PONs 

 For conventional PONs, two kinds of upstream/downstream channel separation 

methods are available. In space-division multiplexing, two separate optical fibers are 

used, one for the upstream and the other for the downstream. However, the most popular 

solution is to use the 1550 nm wavelength for downstream and 1310 nm wavelength for 

upstream. In this case, only one optical fiber is used.  

 Because of possible contention in the upstream, the media access control (MAC) 

protocol is needed to resolve these conflicts and in addition, facilitate statistical 

multiplexing and provision multiple services for different types of traffic. CSMA/CD, 

WDM, and TDM are the three main types of MAC protocols, as shown in Table 2. In the 

CSMA/CD protocol for EPONs, a portion of the upstream signal power from any ONU 

to the OLT is redirected to the downstream and broadcast to all ONUs [33]. An additional 

receiver at the wavelength of the upstream is needed at each ONU for collision detection. 

A distributed random backoff algorithm is activated by each ONU to resolve collisions. 

In WDM PONs, different ONUs use different wavelengths. Therefore, no collision 

occurs in the upstream. In the TDM scheme, the upstream is divided into multiple time 

slots and only one ONU can transmit in any time slot. Two types of TDM slot allocation 

methods are static-TDMA, where a fixed slot is allocated to an ONU in each fixed-length 

TDM frame cycle, and dynamic-TDMA, where the OLT polls the status of each ONU 
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and allocates a variable-length time slot to ONUs based on the request and grant 

mechanism [34] [35].  

 

 

Table 2: MAC Protocols of PONs. 

Name Feature Advantage Disadvantage 

CSMA/CD Collision based, upstream 

signal loop back to all 

ONUs at splitter, 

distributed collision backup 

algorithm 

Simpler OLT 

function 

Additional receiver 

for upstream 

wavelength is 

needed at each 

ONU 

WDM Collision free  Simple, high 

bandwidth 

Expensive 

Static-

TDMA 

Collision free Inexpensive, 

simple, small 

access delay 

Low bandwidth 

utilization 

Dynamic-

TDMA 

Collision free Inexpensive, high 

bandwidth 

utilization 

Complex dynamic 

bandwidth 

allocation, larger 

access delay 
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 Currently, dynamic TDMA is the most promising solution, and a polling protocol 

based on MPCP (multi-point control protocol) has been designed by the IEEE 802.3ah 

Task Force group. MPCP carries bandwidth polling, bandwidth allocation, auto-

discovery, and ranging functions. As shown in Figure 6, dynamic bandwidth allocation is 

achieved through two control messages, REPORT and GATE. An ONU sends the 

REPORT message with its buffer status to OLT for requesting bandwidth; the OLT sends 

a GATE message to an ONU with the beginning time and time slot size for transmission. 

A REPORT message could be sent together with data packets at either the beginning or 

the end of the allocated time interval. If an ONU has an empty buffer, a small time slot 

will still be allocated to guarantee sending the REPORT message in the next TDMA 

cycle. The ONU buffer consists of multiple queues with different priorities to provide 

differentiated services. Eight queues can be supported in the REPORT message and four 

time slots can be granted in one GATE message [36] [37].  

 

Splitter/C
om
biner

Slot N

 

Figure 6: The system architecture of EPON. 
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 As the centralized controller, the OLT polls ONUs one by one to arbitrate 

upstream bandwidth. The conventional polling method, so-called poll-and-stop polling, is 

OLT stop sending GATE message to the second ONU until getting the data and REPORT 

message from the first ONU. Because of the round-trip time (RTT) delay of the GATE 

message, there is a wasted gap between two ONU’s data transmission, as shown in 

Figure7a. An efficient polling method, interleaved polling, is proposed in [38], that 

allows the OLT to poll the next ONU before obtaining all data packets from the first 

ONU. The OLT keeps the RTT information for all ONUs and sends a GATE message in 

advance, as shown in Figure 7b, so that the time gap between two ONUs’ transmissions 

can be minimized. A significant improvement of bandwidth utilization and access delay 

can be achieved by interleaved polling.  
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Figure 7: Polling policies of EPON. 

 

 

3.2 A Novel Reservation MAC Protocol for WDM PONs 

 The benefits of PONs can be combined with WDM, giving rise to WDM PONs 

that provides increased bandwidth and allows scalability in bandwidth assignment. Key 

metrics in the physical layer performance of WDM PONs include latency, link budget, 

transmitter power and passband, receiver sensitivity, number of serviceable wavelengths, 

and distance reachable. Several APON and EPON MAC protocols have been suggested 

in the literature [5 – 8]. The APON protocols are mostly TDMA-based with variations 

involving dynamic bandwidth allocation and others. EPON MAC protocols are in general 
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polling-based. Unfortunately, none of the proposals integrate both ATM and Ethernet on 

a WDM PON. This research focuses on the QoS improvement of access network. A 

MAC protocol for WDM PONs based on dynamic TDMA and pre-allocation is proposed 

and evaluated through OPNET simulation. 

A new contention-free MAC protocol that has flexible controls for both legacy 

APONs and emerging EPONs is proposed in this research. In addition, the protocol can 

support WDM, QoS, and dynamic bandwidth allocation. The proposed protocol employs 

synchronous TDM with the network synchronized at the byte level, allowing the data slot 

size to be efficiently varied from one byte to a full-length data packet. The various 

parameters are specified as follows. 

QoS Levels 

We consider 3 main classes of traffic although more classes can be included as 

needed (as shown in Table 3). 

 

Table 3: QoS levels of the proposed MAC protocol. 

Class Traffic Priority 

CBR Voice 1 

VBR-rt Video 2 

Bursty Web 3 

User-defined User-defined 4 

Note: priority 1 > 2 > 3 > 4 

 



 28 

Link Speed 

The link speed between OLT and ONU is shared by the MAC protocol. The 

lowest speed is assumed to be 155 Mbps. This is scalable to 622 Mbps, 1.2 Gbps, 2.4 

Gbps, and higher speeds. 

TDM Frame Length 

We assume a maximum access distance of 15 km, which gives a maximum one-

way propagation delay of 75 µs. The TDM frame length corresponds to the 2-way 

propagation delay (i.e., 150 µs). 

Request Packet 

Request packets (format shown in Figure 8) are transmitted on the minislots of the 

TDM frame (each minislot of size 3 bytes) and 1 minislot is assigned per user. Thus, the 

total size of the reservation interval will be 3N bytes, where N is the number of active 

users. Here, we assign 3 bits for the CBR class to accommodate for 8 simultaneous 

channels of voice traffic. 

 

Packet Size RequestCBR VBR-rt

3 Bits 1 Bit 17 Bits

Bursty

1 Bit

User-
Defined

2 Bits
 

Figure 8: Request format of the proposed MAC protocol. 

Grant Packet 

This is sent by OLT to ONU and specifies the ONU identity number and the 

number of data slots allotted. Note that the grant packet is received on the downstream 

channel by users in different locations at different times but within the TDM frame time. 

Packet Header 
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This contains ranging, TDM frame and byte synchronization, and ONU identity 

bits.  

 

The operation of the MAC protocol is shown in Figure 9 and summarized as 

follows: 

• Users send request packets (RPi) in their assigned minislots at start of the i
th

 

TDM frame (Fi); 

• ONUs then transmit their respective data packets in accordance with the OLT 

grants received in the (i – 1)
th

 TDM frame (Fi – 1);  

• Once RPi is received by OLT, it computes the grants and broadcasts it back to 

the ONUs in the (i + 1)
th

  TDM frame (Fi + 1). 

 

User 1

User 2

User 3

User 4Priority 1 (Highest) Priority 2

Priority 3 Priority 4 (Lowest)

Multiple Request Packets from 

ONUs (transmitted on minislots) Fi+2
Fi+1Fi

Fi+2 Fi+3
Fi+4      

Minislots 
(non-contention)

Data Slots 

(for reservations made in previous TDM frame)

2-Way Maximum Propagation Delay

Grant Packet from OLT

Additional minislots on 

idle data slots allow new 
nodes to be added and 

old nodes deleted

 

Figure 9: Operation of the proposed MAC protocol in single wavelength for 4 users. 
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Figure 9 also shows the physical flow of packets arriving at different users and 

transmitted on the link according to the proposed MAC protocol. For simplicity, we show 

4 users generating fixed-size packets of priorities 1 to 4, where priority 1 is the highest 

and priority 4 is the lowest. The MAC protocol serves priority 1 packets of all the users in 

a cyclic way, then priority 2, and so on. As such, it may be treated as a class-based cyclic 

server. For the case when ONUs with the same priority request for more bandwidth 

exceeding one TDM frame time, the available bandwidth will be allocated to each ONU 

in proportion to the requested bandwidth. The ONUs will then need to submit another 

reservation in a subsequent TDM frame to request for additional bandwidth. A packet is 

only considered for transmission if it is completely generated or has reached the buffer of 

the user before the end of the TDM frame. This is because the grant packet is sent at the 

start of next TDM frame and cannot be included by the user unless it is complete. Hence, 

a data packet goes through a mandatory delay of one TDM frame due to the request and 

grant mechanism. We can reduce this delay by pre-allocating a minimum number of data 

slots to the users, which can increase in subsequent TDM frames if the users make 

reservations in their minislots.  

Figure 10 shows how multiple wavelengths are multiplexed in the WDM PON. 

Multiple TDM frames of different wavelengths with different priorities are transmitted in 

parallel using WDM, and each TDM frame may come from a single heavy user or shared 

by several light users in the time domain. 
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Figure 10: Multiple wavelength (WDM) upstream bandwidth sharing. 

 

 Most PON protocols either use reservation protocols (where minislots are used to 

reserve for larger data slots) or static time division multiple access (TDMA) protocols 

(where each ONU is statically assigned a fixed number of data slots). The access scheme 

that we present here combines the advantages of reservation and static TDMA by 

preallocating a minimum number of data slots for the ONU, which can be increased 

dynamically in subsequent TDM frames through reservation minislots on a needed basis. 

By preallocating data slots, a data packet can be transmitted immediately instead of 

waiting for a duration equivalent to the two-way propagation delay associated with the 

request and grant mechanism in reservation protocols. However, the number of data slots 

that can be pre-allocated must be kept to a minimum since if more slots are preallocated, 

then there is a possibility that slots could become wasted when the network load is low 

and this is the main disadvantage of static TDMA. Other novelties of the scheme are that 

it not only arbitrates upstream transmission and prevents collisions, but also varies 

bandwidth according to QoS demand and priority, accounts for varying delays caused by 
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physical fiber length difference, and handles the addition/reconfiguration of network 

nodes efficiently [7].  

 

3.3 Performance Evaluation 

The performance of the proposed MAC protocol is analyzed and extensively 

simulated using OPNET. We consider both ATM and Ethernet traffic types at each ONU. 

In the case of ATM traffic, an arrival corresponds to a single ATM cell whereas for 

Ethernet, we modeled each variable-size Ethernet packet as a batch (bulk) arrival of ATM 

cells. In each case, the arrival probability distribution is Poisson. We employ simulation 

parameters that are consistent with the ITU-T standards and they are described as 

follows. For the single arrival ATM case, the link rate is chosen to be 155.52 Mbit/s 

shared by 10 ONUs. A data cell comprises 3 header bytes and 53 data bytes, and a TDM 

frame comprises 53 data slots (equivalent to the duration of 53 data cells of 56 bytes 

each) with 1 data slot allocated for minislot reservation (i.e., 52 slots allocated for data 

cells). For a system with more ONUs, a TDM frame with more minislots can be used for 

reservation. This gives a TDM frame duration of 53 x 56 x 8 bits / 155.52 Mbit/s = 

152.67 µs and a slot time of 152.67 µs / 53 = 2.8807 µs. Note that since the TDM frame 

duration is typically designed for the maximum round-trip (two-way propagation) delay, 

our TDM frame duration is equivalent to a maximum distance of (152.67 x 10
-6

 s) x (2 x 

10
8
 m/s) / 2 or roughly 15 km. The traffic load refers to the ratio of the data generation 

rate over the link rate. The batch arrival interval in each ONU is exponential distributed 

with mean 10 x (53 x 8)/(link rate x load x average batch size), while single arrival is a 

special case with batch size of 1. The bandwidth is dynamically allocated using the 
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request and grant mechanism, and no prioritization is considered. For the batch arrival 

Ethernet case, the TDM frame and network settings are the same as before. The only 

change is the traffic pattern where we have simulated Poisson arrivals at each ONU with 

batch size uniformly distributed between 1 and 30 data cells (30 data cells is roughly 

equivalent to one maximum-length Ethernet packet of 1,500 bytes). 

As can be seen in Figure 11, the proposed MAC protocol is able to accommodate 

both traffic types very efficiently, achieving a high normalized throughput of 0.928. The 

average queue length (Figure 12), indicating the number of buffered packets, remains low 

up till a load of about 0.8 after which it increases dramatically due to heavy traffic. The 

average delay is depicted in Figure 13. 

 

 
Figure 11: Comparison between single arrival and batch arrival: normalized throughput 

versus offered traffic load. 
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Figure 12: Comparison between single arrival and batch arrival: average queue length 

versus offered load. 

 

 
Figure 13: Comparison between single arrival and batch arrival: average delay versus 

offered load. 
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3.3.1 Queue Length and Delay Analysis of the Proposed MAC Protocol 

In the Appendix, we modeled the average queue length and delay using the 

discrete-time, bulk-service D/D/1 model. Figure 14 to 17 show both upper and lower 

bounds of the analytical equations yielded a close match against the simulation. 

 

 
Figure 14: Comparison between analysis results and simulation results: average queue 

length versus offered load (single arrival). 
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Figure 15: Comparison between analysis results and simulation results: average delay 

versus offered load (single arrival). 

 

 

 

Figure 16: Comparison between analysis results and simulation results: average queue 

length versus offered load (batch arrival). 
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Figure 17: Comparison between analysis results and simulation results: average delay 

versus offered load (batch arrival). 

 

3.3.2 Effect of Data Slot Pre-allocation on the Proposed MAC Protocol 

In this section, we demonstrate the beneficial effect of data slot pre-allocation on 

the performance of the proposed MAC protocol. The parameters for the simulation are 

the same as the previous section except that there are no batch arrivals. For the pre-

allocation case, each ONU is pre-assigned a minimum of one data slot. A request packet 

transmitted on a minislot increases this minimum number to a number indicated in the 

request packet. For the case without pre-allocation, all data slots are assigned only after a 

request is made on a minislot. 

From Figure 18, it is evident that the throughput of the pre-allocation is as 

efficient as the case without pre-allocation, indicating that a pre-assignment of data slots 

will not lead to a possible sacrifice in bandwidth when these data slots are idle when 



 38 

users do no have data packets to transmit. Figure19 and 20 show the more interesting 

case on the average queue length and delay performance. Pre-allocation of data slots 

clearly reduces the average queue length and delay, even when the network is heavily 

loaded. Under extreme high loads, the performance of both protocols converge which is 

expected since all data slots in a TDM frame tend to become filled continuously. In 

Figure 18 to 20, we also illustrate the performance of static TDMA where 5 cells are 

allocated for each ONU with the remaining 3 slots of the TDM frame are wasted. 

Although static TDMA performs best under low load, it is due to the single arrival 

assumption. With batch arrivals, static TDMA performs the worst, as shown in the next 

section. 

To simulate Ethernet PON, traffic is generated as a batch arrival pattern with 

batch size uniformly distributed between 1 and 30 cells and exponentially distributed 

inter-batch arrival time. As can be seen from Figure 21 to 23, static TDMA performs 

poorly because the average batch size is 15.5 cells per packet, which implies an average 

of 3 TDM frames are needed to transmit all cells in a packet. Since each packet arrives 

randomly, in static TDMA, users are not able to request for more bandwidth appropriate 

for the batch size. Note that the performance of the pre-allocation algorithm is now 

slightly better than without pre-allocation under light load. Under heavy load, the pre-

allocation algorithm incurs slightly more overheads. 
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Figure 18: Comparison among different allocation schemes: normalized throughput 

versus traffic load (single arrival). 

 

 

 
Figure 19: Comparison among different allocation schemes: average queue length versus 

traffic load (single arrival). 
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Figure 20: Comparison among different allocation schemes: average delay versus traffic 

load (single arrival). 

 
 

 
Figure 21: Comparison among different allocation schemes: normalized throughput 

versus traffic load (batch arrival). 
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Figure 22: Comparison among different allocation schemes: average queue length versus 

traffic load (batch arrival). 

 

 

 
Figure 23: Comparison among different allocation schemes: average delay versus 

normalized traffic load (batch arrival). 
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CHAPTER 4 

DELTA COMPRESSION FOR FAST CONTENT DOWNLOD 

 

4.1 Problem Definition 

In the previous chapter, we proposed a new MAC protocol for WDM PON with 

pre-allocation, which provides QoS with tremendous bandwidth. In this chapter, we 

investigate how to improve application performance by reducing traffic redundancy. 

Internet traffic can be regarded as a sequence of packets or files. The redundancy among 

adjacent files or packet can be removed by delta compression algorithms. Although there 

are some heuristics about how to do delta compression, there is no theoretical analysis for 

the best compression ratio that can be achieved by delta compression algorithms. In this 

research, based on a two-state Markov content generation model, two closed form 

expressions are derived for the compression ratios of the delta compression with fixed-

length coding and variable-length coding. It is also shown that the lower bound for delta 

compression ratio is the conditional entropy. This research aims to validate the 

effectiveness of delta compression using theoretical analysis and measurement rather than 

heuristics. 

The delta compression problem can be stated more precisely as: Given the 

previous packet Xk as a reference, design an invertible, lossless compression algorithm F, 

such that the length of compressed packet F(Xk+1) is minimized. Xk is called the reference 

packet and Xk+1 is called the target packet. Let us denote the (k+1)th packet as a byte (i.e., 

8-bit) sequence Xk+1 = {Xk+1(1), Xk+1(2), … , Xk+1(N)} with length N. Hence, Xk+1(i) 

represents the ith byte of packet Xk+1. Let L(Xk+1) denote the packet length of Xk+1. Let 
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Xk(position, len) denote a substring of Xk. The variable “position” is the location of this 

substring in Xk, and “len” is the length of this substring. For example: if Xk = [0101100], 

then L(Xk) = 7, Xk(2, 4) = [1011]. Let 
1

~
+kX denote the compressed packet of  Xk+1. Then 
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In the classical Lempel-Ziv (LZ) algorithm, a single, individual packet Xk+1 is 

compressed. The average entropy per bit of Xk+1 is H(Xk+1)/8N, which is the lower bound 

of the compression ratio (defined as compressed packet size/uncompressed packet size). 

In delta compression, the previous packet Xk is known to both sender and receiver. As a 

result, H(Xk+1Xk)/8N, the average conditional entropy per bit of Xk+1, becomes the lower 

bound of the compression ratio. Because H(Xk+1Xk) is not greater than H(Xk+1), a higher 

compression ratio can be achieved by delta compression compared to classical LZ.  

 

3.2 Analytical Model 

3.2.1 Content Generation Model 

Some fundamental limits on the bandwidth savings achievable with delta 

compression are provided in this section. Delta compression can, in general, improve the 

download of Internet traffic as long as inter-packet correlation exists. However, the 

complexity of real Internet traffic does not permit a close form expression for the 

compression ratio. To simplify our analysis, we assume all packets have the same size of 
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N bytes. Suppose packet Xk+1 is generated from the previous packet Xk (i.e., old 

information already sent) and an N-byte packet V (can be considered new information, 

independent of old information, to be included in packet Xk+1) according to a two-state 

Markov model as shown in Figure 24(a). When the process is in state S0, a byte of old 

information is copied from Xk(n) to Xk+1(n) and a byte of new information is copied from 

V(n) to Xk+1(n) in state S1. The transition matrix is 









−
−

11

00

1

1

pp

pp

, where 0 ≤ p0 ≤ 1, 0 ≤ p1 

≤ 1. 

By setting p = p0 = 1 – p1, a simplified model can be expressed as: 


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 ,   where n = 1, 2, … , N. 

 

S0:

Xk+1(n)=Xk(n)
S1:

Xk+1(n)=V(n)

1-p0

1-p1

p0

p1

V(n)

white uniform 
noise

…

Xk+1

p

…

Xk

(a) State transmission diagram for packet generation

(b) Simplified packet generation model  

Figure 24: Packet generation model. 
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As shown in Figure 24(b), Xk+1 is generated by copying a byte from Xk with 

probability p or copying a byte from V with probability 1 – p. Subsequently, we assume 

each byte of Xk and V is generated as an independent and identically distributed (i.i.d) 

random variable with a discrete uniform distribution between 0 and 255.  

3.2.2 Analysis of Entropy Rate 

Based on the simplified packet generation model, the conditional entropy of Xk+1 

can be calculated. Because Xk(n) and V(n) (where n = 1, 2, … , N) are i.i.d. random 

variables with a discrete uniform distribution between 0 and 255, Xk+1(n) (where n = 1, 2, 

… , N) is also an i.i.d. random variable with a discrete uniform distribution between 0 and 

255. Since 
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Denoting q = p + (1 - p)/256 as the probability that Xk+1(n) is equal to Xk+1(n), this 

gives the average conditional entropy per bit as 
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For comparison purposes, note that average entropy per bit is 
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For a sequence of packets {X1, X2,…, Xk, Xk+1}, assuming it is a Markov process 

and stationary, the entropy rate of the content traffic process is 
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3.2.3 Compression Ratio Analysis of Fixed-length Coding 

The average conditional entropy per bit is the lower bound of delta compression 

ratio, which may only be approached by highly efficient coding of the delta file. In this 

section, a closed form expression for the compression ratio with fixed length coding is 

derived. According to the simplified content generation model in Figure 24(b), the new 

packet Xk+1 is a mixture of old information bytes from Xk and new information bytes from 

V. The distance between two adjacent new information bytes can be modeled as a 

Geometric distributed random variable W: P(W = n) = C(1 - C)
n-1

, where n=1, 2, … and C 

= 1 - q = 255(1 - p)/256. The substring between the two adjacent new information bytes 

in Xk+1 is copied from Xk with a length of W-1. The compression ratio for a fixed-length 

coding scheme is: 

)(

)2()2(),min()1(0 2211

WE

WPLWPLLWPL >⋅+=⋅+=⋅+
=η  

where L1 is the coded length of a new information byte copied from V, and L2 is the 

coded length of a multiple-byte substring copied from Xk. The specific values for L1 and 

L2 depend on the coding scheme. Because a one-byte substring copied from Xk can also 
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be treated as a new information byte, it can be coded either by L1 or L2 bytes. When L1 < 

L2, the closed form expression is 

C

LCLCCL

/1

)1()1( 2

2

11 −+−+
=η  

3.2.4 Compression Ratio Analysis of Variable-length Coding 

As mentioned in the previous section, the difference sequence generated by the 

differencing algorithm is a mixture of “copy” and “add” instructions. According to the 

simplified content generation model shown in Figure 24(b), the “copy” and “add” 

instructions are interleaved one after the other. The difference information is contained in 

the “copy” length parameter, the “add” length parameter, and the added new bytes. 

Therefore, by performing entropy coding to those three parts will yield an optimal 

compression ratio. Note that while the length of copied substring can be modeled as a 

Geometric distributed random variable Y: P(Y=n)=A(1-A)
n-1

, where A = 1-q, the size of 

added substring can also be modeled as a Geometric distributed random variable Z: 

P(Z=n)=B(1-B)
n-1

, where n = 1, 2, … and B = q. The lower bound of the compression 

ratio η for an entropy coding scheme can be derived: 
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3.3 Implementation 

 Using C++, a fast content downloading application is implemented based on the 

delta compression scheme with fixed-length coding. The scheme gives an excellent 

compression gain (and yields a short delta by using greedy differencing algorithm) but 

not necessarily the best delta creation time. Three bytes are used to code each substring: 

two for the location of a substring and one for the length of a substring. Therefore, we 

enforce the maximum size of one matched substring to be 256 bytes. We employ a set of 

HTML Web pages with different content and random lengths from a forum website, and 

save them at a content server in both delta compressed and uncompressed formats. The 

client downloads and decompresses the web pages one after the other in real time over a 

1 Mbps 802.11b wireless link.   

 As shown in Figure 25, the average real-time throughput improvement using delta 

compression is about 4 times more than the case when there is no compression. This 

takes into account the overheads needed to transmit and decode the delta file. The 

average static compression gain is also more than twice that of the commercial WinZip 

software. 
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Figure 25: Delta compression performance. 
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 The access delay is an important metric for content downloading, which is 

defined as the time difference between the instance when the client sends a request 

message to the server and the instance when the client retrieves the original content from 

the server. The access delay has several components: transmission delay, which is 

defined as packet size divided by link rate; propagation delay, which is the speed of light; 

queuing delay, which depends on traffic load at network nodes; and processing delay at 

application layer. Moreover, HTML files are delivered by TCP protocol, which involves 

congestion control delay by TCP window control mechanism. The effects of compression 

to those delay components are listed in Table 4. Denoting coding/decoding delay as the 

total time used to compress content at the server and the time to decompress at the client, 

denoting transfer delay as the summation of other delay components other than 

coding/decoding delay, we trade computing power and coding/decoding delay for 

network bandwidth and transfer delay, by using delta compression. In order to obtain a 

shorter access time, the transfer delay gained from compressed content should be larger 

than the additional coding/decoding delay of delta compression. 

 In order to improve the speed of delta compression, hash table can be used for 

substring matching. The flow chart of setting up a hash table based on the reference file is 

shown in Figure 26. The measured delay components are shown in Table 5. The greedy 

differencing algorithm is used. The computer used for measurement is a Dell laptop with 

one P4 2GHz CPU.  
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Table 4: Effects of compression to delay components. 

 No compression With compression 

File size Larger Smaller 

Processing delay Smaller Larger 

Transmission delay Larger Smaller 

Propagation delay Same Same 

Queuing delay Larger Smaller 

TCP control delay Larger Smaller 
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Figure 26: Hash table set up. 
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Table 5: Measured delay components. 

 Transfer delay 

(Sec) 

Compression 

delay (Sec) 

Decompression 

delay (Sec) 

Without delta 

compression 

1.1 0 0 

Delta compression 

without Hash method 

0.2 2.7 0.05 

Delta compression with 

Hash method 

0.2 0.1 0.05 

*File size is about 44kB 
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CHAPTER 5  

AN SLA-AWARE TRANSPORT PROTOCOL FOR ETHERNET 

SERVICES 

 

5.1 QoS in Ethernet Services 

 Carrier-grade Ethernet is currently regarded as one important driving forces for 

the growth of the telecommunication market [39]. The high capital and operational 

expenditure of today’s MAN/WAN is due to the legacy IP/ATM /SONET/WDM overlaid 

architecture. As shown in Figure 27, The new transport solution consolidates the lower 

three layers and replaces them by an optical Ethernet transport [40]. Ethernet services 

convert Ethernet from a best effort technology to a service level agreement (SLA) driven 

carrier-grade technology, extending the simplicity and flexibility of Ethernet beyond the 

LAN to the MAN/WAN [41]. 

 

IP

ATM

WDM

SONET

IP

Optical Ethernet

 

Figure 27: Evolution of transport networks. 

 

 The concept of Ethernet service is defined by Metro Ethernet Forum (EFM). A 

Metro Ethernet Network (MEN) is a network that connects geographically separated 

enterprise LANs in a metro area using Ethernet. Customer Equipment (CE) attaches to a 

MAN at the User-Network Interface (UNI) using a standard 10M/100M/1G/10G Ethernet 
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interface. The concept of Ethernet virtual connection (EVC) is defined as an association 

of two or more UNIs (subscriber sites) enabling the transfer of Ethernet frames between 

them. Ethernet services can be point-to-point (called Ethernet Line) and multipoint-to-

multipoint (called Ethernet LAN). EFM defined two types of Ethernet line services: 

Ethernet private line (EPL) and Ethernet virtual private line (EVPL). EPL is the Ethernet 

equivalent to the leased line. Bandwidth is dedicated to each customer with excellent 

quality of service (QoS). In EVPL, Multiple EVCs are statistical multiplexed in a UNI. 

Therefore bandwidth can be shared among customers with high bandwidth utilization. 

Traffic policing has to be used to provide QoS, similar with Frame Relay and ATM. 

Bandwidth profile can be defined per class of service (CoS), per EVC, or per ingress UNI 

in an SLA. A bandwidth profile includes at least four parameters: CIR, CBS, EIR, and 

EBS. CIR conformant traffic will be delivered with high priority, as required by SLA. 

EIR conformant traffic will be delivered with best of effort if spare bandwidth is 

available. The traffic out of EIR profile will be discarded [42]. In [43], a centralized 

admission control scheme is proposed for Ethernet services. In [44], the bandwidth 

endowed spanning tree problem is investigated in detail to ensure each hop have 

sufficient capacity to satisfy bandwidth demands. Verizon’s experience with deploying 

Ethernet services is introduced in [45]. 

 

5.2 EVPL Channel Capacity 

 According to information theory, the capacity of a channel, which is defined as 

the mutual-information between sender and receiver, is the upper bound of the data rate 

that can be delivered through the channel without error [46]. In order to evaluate the 
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channel capacity of EVPL, an erasure channel model is proposed. As shown in Figure 28, 

the traffic from the sender is policed according to the SLA at the egress point. The packet 

that falls into the CIR profile will be marked with high priority and delivered with 

guaranteed QoS. A packet that falls out of the CIR profile, but still in the EIR profile, will 

be marked with low priority and delivered in a best-effort manner. A packet that falls out 

of the EIR profile will be discarded immediately. Within the transport network, a high 

priority packet suffers a loss probability of α, which is defined in the SLA. A best-effort 

packet suffers a loss probability of β, which depends on background traffic, and can be 

any value between 0 and 1.  For a prioritized channel as shown in Figure28, the capacity 

can be expressed as: 

 )1()1( βα −⋅+−⋅= EIRCIRC       (1) 

 Given that 0≤β≤1, the lower bound of EVPL channel capacity can be derived as: 

 )1( α−⋅= CIRC          (2) 

which is equal to the capacity of a EPL channel with the same CIR and loss rate 

parameters. 
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Figure 28: Channel model for Ethernet Virtual Private Line. 

 

5.3 Constrains of Traditional TCP over EVPL 

 In this dissertation, TCP-Reno and TCP-Sack are considered as two examples of 

traditional TCP protocols. TCP-Reno reduces the number of timer-out and the slow start 

occurrences by using fast retransmission [16]. TCP-Reno retransmits a packet after the 

number of duplicate acknowledgments (ACKs) for the packet exceeds a threshold. The 

threshold is normally three. Two state variables are kept at the TCP sender: slow start 

threshold (ssthresh) and the size of congestion window (Cwnd).  

 TCP-Sack has a better lost recovery algorithm in that the receiver can inform the 

sender about all TCP segments that have arrived successfully [47]. TCP senders need 

only retransmit the segments that are actually lost and can recover more effectively from 

the case of multiple losses in one RTT. Both TCP-Reno and TCP-Sack share the AIMD 

feature of TCP congestion control. In the congestion avoidance phase, the Cwnd is 

incremented by one segment per RTT if there is no loss, but decreased by a half after a 

single loss event indicated by triple duplicate ACKs.  
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 When all packet losses are indicated by triple duplicate ACKs, the TCP 

throughput B can be expressed as: 

 sizePacket
bpRTT

B _
2

3
×=        (3) 

where RTT is the round trip time, p is the packet loss rate, and b is the number of packets 

that are acknowledged by a received ACK [48]. In many TCP implementations, b is 2.  

 TCP cannot fully utilize the reserved bandwidth when RTT is large, because TCP 

throughput is inversely proportional to RTT. This problem can be relieved temporally by 

using jumbo frames. But the inverse proportional decay of TCP throughput is a 

fundamental constraint. TCP was designed for best-effort packet switching networks 

without previous knowledge about available bandwidth. The TCP sender has to probe the 

available bandwidth using the acknowledgement feedback from the receiver. As RTT 

increases, TCP estimates available bandwidth less accurate and responds to congestion 

slower. However, with the previous knowledge of SLA, the channel capacity of an EVPL 

service is lower bounded by CIR. Comparing (2) and (3), it is clear that for EVPL 

services with a certain loss rate, the TCP throughput will deviate from the channel 

capacity. 

 

5.4 SLA-Aware Transport Protocol Design 

 There are two approaches to improve transport throughput. One approach is to 

start with a new slate and design a brand new transport protocol. This method is very 

complex and may not match upper layer applications or lower layer infrastructure very 
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well. In this research, we extend the window control mechanism of existing TCP. Our 

approach targets general TCP, not limited to specified TCP flavors.  

 The mismatch between the channel capacity and the throughput of TCP over 

EVPL is due to the lack of SLA information at the TCP sender. Using packet loss as the 

only congestion indicator, traditional TCP protocols cannot distinguish the reasons for 

packet losses. However, in EVPL services with SLA, it is reasonable to assume that the 

losses in CIR traffic (the high priority traffic) are due to random loss, and the losses in 

EIR traffic (the best effort traffic) are due to congestion. Because the minimum available 

bandwidth is CIR and the minimum RTT is the two-way propagation delay, a new state 

variable Cwnd_Min is proposed as: 
CIRDelayMinCwnd npropagatio ⋅⋅= 2_

, which is the 

amount of data that EVPL can handle with high priority in one RTT interval with traffic 

shaping.  

 The modification here is replacing the multiplicative decrease behavior of 

traditional TCP, 

 2/CwndCwnd =         (4) 

by a shifted multiplicative decrease function:  

 2/)_()_( MinCwndCwndMinCwndCwnd −=−     (5) 

 Therefore, the congestion window Cwnd is lower bounded by Cwnd_Min in the 

congestion avoidance phase. Comparing (4) and (5), it is easy to find that the proposed 

SLA-aware transport protocol is a shifted version of the traditional TCP multiplicative 

decrease mechanism. In another words, the traditional TCP is a special case of the 

proposed protocol with Cwnd_Min equals zero, which means no QoS guarantee.  
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 From (4) and (5), it is clear that the proposed protocol deliver Cwnd_Min plus a 

variable amount of data in one RTT. Assuming EIR>CIR and traffic shaping is used, the 

throughput of the proposed protocol can be expressed as: 

 sizePacket
bqRTT

CIRB _
2

3
⋅+=       (6) 

in which q is defined as the ratio of the number of lost packets divided by the total 

number of transmitted best effort packets. Denoting the loss rate of CIR traffic by p1 and 

the loss rate of best effort traffic by p2, q can be expressed as: 
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 In a special case, when there is no QoS guarantee and CIR is 0, the throughput of 

the proposed protocol will be: 

 
2

2

2

2

_3

RTTpb

sizePacket
B

⋅⋅
⋅

=
,  

which is the same with the throughput of traditional TCP, as expected. 

 

5.5 Simulation  

5.5.1 Simulation Setup 
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 OPNET simulations are carried to evaluate the performance of the proposed SLA-

aware transport protocol over EVPL services. In the simulation, we implement our 

approach based on TCP_Sack. The simulation setup is shown in Figure29. 

A 200 Mbyte file is delivered from the sender to the receiver using FTP at the 

application layer through an EVPL across a WAN. The traffic controller is an OPNET 

node module programmed to simulate EVPL service behavior, as shown in Figure 30, 

including traffic policing/shaping, loss events generation, and delay/jitter insertion. The 

end-to-end throughput at application layer is calculated as file_size/FTP_time. When the 

packet loss rate is small and retransmission is rare, the difference between application 

layer throughput and link layer throughput is marginal.  Traffic shaping using a dual-

token bucket [49] is used in addition to policing, so that the traffic is smoothed with less 

packet loss. RTT is modeled by propagation delay plus a small random delay jitter. EIR 

is set to be twice as large as CIR. The EVPL simulation parameters are shown in Table 6, 

with QoS parameters set to the bronze service class in [50]. Here, high priority CIR 

traffic enjoys a lower loss rate of 0.1%. Best-effort traffic suffers a higher loss rate of 1%. 
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Figure 29: Simulation setup for EVPL services. 
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Figure 30: Functions of the traffic controller module. 
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Table 6: Simulation parameters for SLA-aware transport protocol. 

CIR 100Mbps 

CBS 25Kbytes 

CIR traffic loss rate 0.1% 

EIR 200Mbps 

EBS 50Kbytes 

Best-effort traffic loss rate 1% 

Round-trip propagation delay [1, 10] ms 

Jitter 0.1ms 

Traffic shaping buffer size 125 Kbytes 

Receiver buffer size 250Kbytes 

Packet size 1.5Kbytes 

 

5.5.2 Simulation Results 

The throughput of the proposed protocol is shown in Figure 31. The values of the 

simulation results are slightly lower than the analytical results, because the analytical 

throughput includes retransmissions and is for the congestion avoidance phase only, 

whereas the simulation throughput is pure goodput and is for the whole FTP session, 

including both slow start and congestion avoidance phases.  

For comparison, the throughput of TCP_Sack in the same network configuration 

is shown in Figure 32. Because the loss rate for high priority traffic is 0.1% and the loss 

rate for low priority (best-effort) traffic is 1%, the average packet loss rate is between 
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0.1% and 1%. The simulation results are lower bounded by the analytical results with a 

loss rate of 1% and upper bounded by the analytical results with a loss rate of 0.1% in (3). 

For smaller RTT, the throughput is higher and more packets are delivered in a best-effort 

manner, so the simulation results are closer to the analytical curve with a loss rate of 1%. 

For larger RTT, the throughput is smaller and more packets fall into the CIR profile. The 

simulation results are closer to the analytical curve with a loss rate of 0.1%. 

 

 

Figure 31: Throughput of the SLA-aware transport protocol. 
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Figure 32:  Throughput of TCP_Sack. 

 

To compare the congestion window control behaviors, a snapshot of the Cwnd 

state variable trace is shown in Figure 33 for the proposed protocol, and in Figure 34 for 

traditional TCP_Sack, in the case that RTT is 4ms (Cwnd_Min is 50Kbytes). It is clear 

that the proposed protocol has a larger congestion window size than traditional TCP. A 

larger congestion window leads to higher throughput for a window-based control 

protocol like TCP. Because the proposed protocol has larger throughput, it suffers more 

packet loss events per unit time. However, the proposed protocol reduces its congestion 

window less severely than tradition TCP, and its congestion window size is always larger 

than Cwnd_Min in the congestion avoidance phase. 
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Figure 33:  Congestion window trace of SLA-aware transport protocol.  
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Figure 34:  Congestion window trace of TCP-Sack.  
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CHAPTER 6 

A RESILIENT TRANSPORT SCHEME FOR ETHERNET SERVICES 

 

6.1 Reasons of Packet Loss in Ethernet Services 

 Congestion and random loss are two reasons of packet loss in Ethernet services. 

Although QoS mechanisms at link layer can allocate dedicated bandwidth for each user 

and keep loss rate small enough as the requirement in SLA, because of the stochastic 

nature of Ethernet networks, a small but non-zero random loss rate is inevitable. This 

random loss can be tolerated by Ethernet services, but not by TCP. Traditional TCP was 

designed for best-effort networks, assumed all packet losses are because of congestion. 

Therefore, TCP cannot utilize available bandwidth efficiently in a broadband link when 

there is no congestion but rare random loss present.  

 In the previous chapter, it was shown that traditional TCP has a poor performance 

in high speed Ethernet services environments. It is proven that the channel capacity of 

Ethernet services is lower bounded by the reserved bandwidth based on an erasure 

channel model, and the traditional TCP is not able to approach that bound. An SLA-

aware transport protocol was proposed using a shifted AIMD algorithm [10]. Although 

that protocol can fully utilize the reserved bandwidth and achieve much better throughput 

performance than conventional TCP, it still cannot utilize the available bandwidth very 

efficiently.  

 In this chapter, a new channel model is proposed for Ethernet services by 

considering both SLA and available bandwidth information. As shown in Figure 35, the 

traffic from the sender is policed according to the SLA at the egress point. The packet 
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that falls into the CIR profile will be marked with high priority. A packet that falls out of 

the CIR profile, but still in the EIR profile, will be marked with low priority and 

delivered in a best-effort manner. A packet that falls out of the EIR profile will be 

discarded immediately. Transport layer congestion control is expressed as a hypothesis 

test process making decisions through the ACK feedbacks. 
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Figure 35: Channel model of EVPL with available bandwidth and random loss. 

 

 Within the transport network, three parameters are used to describe the network 

condition: time-varying available bandwidth A(t), random packet loss rate α, and a time 

delay. Due to the bursty nature of Internet traffic, the instant value of background traffic 

depends on the time scale [51]. In this research, we assume the value of available 

bandwidth A(t) is calculated with a time granularity comparable with or larger than RTT, 

and A(t) should be larger than CIR. Packet losses in the transport network are caused by 

two reasons: congestion and random loss. We define the congestion suffered by a flow as 
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the status that the available bandwidth A(t) is smaller than the sending rate. We define 

random loss as the packet loss due to physical layer random error or transient burst of 

background traffic (in the time scale smaller than RTT). 

 According to the erasure channel model in Figure 35, where packets will be either 

delivered successfully or discarded, the average channel capacity of EVPL can be 

expressed as 

[ ]∫
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Given that A(t) ≥ CIR and EIR ≥ CIR, the same lower bound of EVPL channel capacity 

can be derived as  

)1( α−⋅= CIRC      

that is the same with (2) in the previous chapter. 

 

6.2 Adaptive AIMD Algorithms 

 In this dissertation, we want to distinguish the causes of packet loss and adjust the 

congestion window size adaptively. Several protocols have been proposed to improve the 

throughput in large bandwidth environments by modifying the AIMD behavior 

dynamically. 

 HighSpeed TCP, a modification to TCP's congestion control mechanism for use 

with connections with large congestion windows, is proposed in [15].  As an evolutional 

alternative to traditional TCP, HighSpeed TCP behaves identical to conventional TCP 

when the congestion window size is small. For the case that the congestion window size 
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is large, HighSpeed TCP increases its congestion window faster when there is no packet 

loss, and decreases its congestion window less aggressively when there is a packet loss, 

comparing with traditional TCP. 

 Instead of changing AIMD behavior dynamically based on the current congestion 

window size, an adaptive AIMD congestion control algorithm is proposed based on 

whether there is a packet loss in the previous RTT period [52]. For each round of RTT, 

the additive increase parameter will be increased cumulatively and the multiplicative 

decrease parameter will be reset to the default value in the case of no packet loss present 

in the previous RTT. On the other hand, the multiplicative decrease parameter will be 

increased cumulatively and the additive increase parameter will be reset to the default 

value in the case of some packet losses present in the previous RTT. Although this 

algorithm is adaptive in heuristic, it cannot estimate the loss rate value, because the 

sender does not count the number of successfully delivered packets and the number of 

lost packets. 

 In this chapter, a stochastic model is proposed to capture the random nature of the 

network environments. For each packet loss indicated by triple duplicate ACKs, a 

hypothesis test is carried to estimate the reason of the packet loss, due to congestion or 

random factors. We limit this research by utilizing packet loss information only, without 

any queuing model for the network or any additional function in the router. 

 

6.3 Transport Control for Ethernet Services Based on Hypothesis Test 

 TCP was designed for best-effort packet switching networks without previous 

knowledge about available bandwidth. The TCP sender has to probe the available 
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bandwidth using the acknowledgement feedback from the receiver. The congestion 

control and error control functions of TCP are bonded together, because it is difficult to 

distinguish triple duplicate ACKs because of congestion from triple duplicate ACKs 

because of random loss in a best-effort network. However, in the Ethernet services, the 

QoS parameters in SLA offer valuable information. The guaranteed loss rate for CIR 

traffic can be used as a threshold to distinguish network conditions, between the state of 

congestion and the state of non-congestion. However, the network status is an inherent 

property inside the network, which is not directly known by the TCP sender.  We model 

the congestion control algorithm as a system with a binary feedback indicating 

congestion and random loss.  

6.3.1 A Stochastic Model for TCP Loss Events in Ethernet Services 

 We model the network conditions with a state variable of available bandwidth 

A(t), a constant of random loss rate α, and the round trip delay RTT. TCP throughput is a 

function of the network conditions. Because the TCP sender is located outside the 

network, the network is a black-box from the perspective of the TCP sender, and the TCP 

sender cannot observe the internal states of the network directly in real time. The TCP 

sender can only probe the network conditions by sending data packets and waiting for 

ACK feedbacks after a time interval of RTT, as shown in Figure 36. The measurement 

results of TCP probing can be expressed as a binary sequence L = [L1, L2, L3, … , Lj], in 

which Lj = 0 if the j'th packet is acknowledged successfully, and Lj = 1 if the j'th packet is 

lost (indicated by either timer-out or triple duplicate ACKs). The binary sequence L is a 

measurement result at the TCP sender, and is a stochastic function of the available 

bandwidth A(t) and the random loss rate α. In this paper, α is assumed to be equal to the 
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guaranteed loss rate in SLA, which is used as a model parameter to derive the threshold 

to differentiate congestion from non-congestion network status. 

 

…
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Figure 36: A stochastic model for TCP congestion detection. 

 

 

 For Ethernet services, QoS is provided in layer 2 as follows: for CIR traffic, the 

loss rate is guaranteed to be less than or equal to α; for EIR traffic, the loss rate could be 

any value between 0 and 1, depending on network conditions. In transport layer, P(Lj), 

The loss probability of the j'th TCP segment, can be expressed as:  
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The response function of the conventional TCP to a packet loss, for example, the 

measurement result of Lj = 1, is: 

2/CwndCwnd = . 

 In Ethernet services, we model the network status with two states: congestion and 

non-congestion. In the state of congestion, available bandwidth A(t) is smaller than the 
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average sending rate, Cwnd / RTT, and the packet loss probability is larger than α. 

Whereas in the state of non-congestion, available bandwidth A(t) is larger than or equal to 

the average sending rate, and packet loss probability is smaller than or equal to α. 

6.3.2 A Simple Hypothesis Test Adopted by Traditional TCP 

 In mathematical statistics, approaches are available to address the problem of 

making a definite decision with respect to an uncertain hypothesis which is known only 

through its observable consequences. A statistical hypothesis test, or more briefly, 

hypothesis test, is an algorithm to state the alternative (for or against the hypothesis) that 

minimizes certain risks [53]. The mapping from observable measurements to the decision 

of accepting/rejecting a certain hypothesis is called the decision rule. In this research, we 

define the hypothesis as follows: 
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 Combining (9) and (10), we derive the loss probabilities conditioned on different 

hypothesis:  
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 Traditional TCP adopts a very simple decision rule which is only based on a 

single measurement result. For the measurement that the j’th packet is acknowledged 



 74 

successfully (Lj = 0), since P(Lj = 0|H0) is larger than P(Lj = 0|H1), H0 is accepted by 

TCP.  

 For the event that there are triple duplicate ACKs for the j’th packet (Lj = 1), since 

P(Lj = 1|H1) is larger than P(Lj = 1|H0), H1 is accepted by TCP. As a result, TCP will 

deduce that congestion happened and will halve its congestion window size. 

 In detection theory, false-alarm probability PF and detection probability PD are the 

two metrics to evaluate the performance of a hypothesis test. False-alarm probability PF 

is defined as the probability that the hypothesis H1 is declared to be in effect when H0 is 

actually in effect. Detection probability PD is defined as the probability that the 

hypothesis H1 is declared to be in effect when H1 is actually in effect. As shown in Table 

7, in this dissertation, PF is the probability that the transport protocol declares congestion 

by mistake, when there is no congestion in the network; PD is the probability that the 

transport protocol declares the congestion presence correctly, when there is congestion in 

the network. 
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Table 7: Probabilities related with congestion detection. 

 Definition in detection theory Meaning in congestion control 

PF the probability that we declare 

hypothesis H1 to be in effect 

when H0 is actually in effect 

False alarm of congestion 

detected when there is no 

congestion present in the 

network 

1-PF the probability that we declare 

hypothesis H0 to be in effect 

when H0 is actually in effect 

Correct detection when there is 

no congestion present in the 

network 

PD the probability that we declare 

hypothesis H1 to be in effect 

when H1 is actually in effect 

Correct detection when there is 

congestion present in the 

network 

1-PD the probability that we declare 

hypothesis H0 to be in effect 

when H1 is actually in effect 

Miss probability that the 

congestion present in the 

network is overlooked 

 

 

 In practice, it is desirable to find a decision rule that can keep PF as small as 

possible and increase PD as large as possible. Unfortunately, PF and PD are correlated in a 

way that PF and PD are either increased or decreased together when we adjust the 

decision rule. Depending on the optimization criteria, a certain trade-off between PF and 

PD has to be made. Traditional TCP has a very rigid decision rule:  given the current 

event of Lj = 1 (the j’th packet is lost), congestion is declared for sure. This rule leads to 

PF = PD = 1, which means that both false-alarm and detection probability are maximized. 
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As a result, TCP decreases its congestion window aggressively for each packet loss, and 

the congestion window size oscillates severely during a TCP session. As shown in [15], 

conventional TCP cannot utilize available bandwidth efficiently in a broadband link 

when there is no congestion but rare random losses. 

 

6.3.3 A Hypothesis Test to Distinguish Congestion from Random loss in Ethernet 

Services 

 Traditional TCP adopts a very simple decision rule by making decision based on 

only a single measurement sample, which is inaccurate in networks with stochastic 

nature. We propose a novel hypothesis test with a decision rule using multiple recent 

measurements. For the current measurement of Lj = 1 (get triple duplicate ACKs for the 

j’th packet), a new decision variable X is defined as the number of recent packets 

delivered continuously and successfully before the j’th packet is lost. Denote p as the loss 

probability present in the network, each packet delivery is modeled as a Bernoulli trial 

and X is a Geometric distributed random variable:  

n
pppnXP )1(),( −⋅==        (12) 

where p is the loss probability described in (9). A threshold γ is chosen to distinguish 

congestion and random (non-congestion) loss. A general decision rule is: congestion will 

be declared if X is smaller than γ; non-congestion will be declared if X is larger than γ. 

Combining (9) and (12), we derive the probabilities conditioned on different hypothesis: 
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 From the definitions of false-alarm probability PF and detection probability PD, 

under the condition that the current packet is lost, we have 
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 The comparison of traditional TCP decision rule and the new decision rule is 

shown in Table 8: 

 

Table 8: Performance comparison of two decision rules. 

 Decision rule of traditional TCP The new decision rule 

PF 1 γα )1(1 −−
 

PD 1 γα )
/

)(
(1 −−

RTTCwnd

tA

 

 

 

 The decision rule of traditional TCP is a special case of the proposed decision 

rule, when γ equals to ∞ (which means congestion always be declaimed after a packet 

loss). By using the proposed decision rule instead of the simple rule adopted by 

conventional TCP, we can make a trade-off between false-alarm probability PF and 
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detection probability PD to optimize the throughput performance. Moreover, because 

available bandwidth A(t) is smaller than Cwnd / RTT in the presence of congestion,  the 

improvement of PF  is larger than the degrading of PD as shown in Table 8. 

 To alleviate the degrading of PD, moderate congestion control can be carried for 

the declaiming of non-congestion. For example, the congestion window can be reduced to 

75%, instead of 50%, in the shifted AIMD. The heuristic of a new response function for 

packet loss is show in Figure 37. Because moderate congestion control is used instead of 

aggressive congestion control, when non-congestion is declared for a packet loss, the 

congestion window oscillates much less than conventional TCP. Therefore, the proposed 

scheme can tolerate random losses in Ethernet service and is able to achieve better 

throughput performance than conventional TCP. 

 

 

Triple duplicate ACKs

Congestion detection: X < γ

Moderate congestion control Aggressive congestion control

Error control

N Y

 

 

Figure 37: Heuristic of the proposed response function. 
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6.4 Simulation Results 

 Simulations are carried using OPNET to evaluate the performance of the 

proposed transport scheme over EVPL services. In the simulation, we implement our 

approach based on TCP-Sack. The simulation setup is shown in Figure 38. 
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Figure 38: Simulation setup for EVPL services. 

 

 

 A 400 MB file is delivered from the sender to the receiver using FTP at the 

application layer through an EVPL connection. The traffic controller is an OPNET node 

module programmed to simulate EVPL service behavior, including traffic 

policing/shaping, loss events generation, and delay/jitter insertion. The end-to-end 

throughput at the application layer is calculated as file_size / FTP_time. RTT is modeled 

by propagation delay plus a small random delay jitter. EIR is set to be twice as large as 

CIR. The EVPL simulation parameters are shown in Table 9, with QoS parameters set to 

the bronze service class in [50]. The packet loss rate of EIR traffic is periodically time-
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varying, as shown in Figure 39. During the non-congestion periods (4 second per period), 

EIR traffic enjoys a low loss rate of 0.1%, the same with CIR traffic. During the 

congestion periods (1 second per period), EIR traffic suffers a high loss rate of 10%. 

 

 

 

Table 9: Simulation parameters for hypothesis test based transport control. 

CIR 100 Mbps 

CBS 25 kB 

CIR traffic loss rate 0.1% 

EIR 200 Mbps 

EBS 50 kB 

Best-effort traffic loss rate See Figure 39 

Round-trip propagation delay [1, 10] ms 

Jitter 0.1 ms 

Traffic shaping buffer size 125 kB 

Receiver buffer size 250 kB 

Packet size 1.5 kB 
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Figure 39: Loss rate pattern for EIR traffic. 

 

 The threshold γ is calculated dynamically to satisfy the following condition: the 

probability without congestion in (12) (p = 0.001) equals the probability with light 

congestion in (12) (the product of available bandwidth A(t) and RTT is one segment less 

than congestion window Cwnd): 

)001.0
_/

1
,()001.0,( +===

sizePacketCwnd
XPXP γγ

 

The throughputs of the proposed scheme based on the hypothesis test, the SLA-aware 

transport protocol in the previous chapter, and the traditional TCP-Sack are shown in 

Figure 40.  

 



 82 

 

Figure 40: Throughput comparison. 

 

 The proposed transport scheme based on a hypothesis test can increase throughput 

significantly, because the congestion window size is adjusted adaptively based on the test 

result. When there is a packet loss and the current loss rate is small, random loss is 

declaimed, and the congestion window will be reduced moderately, which helps to 

improve end to end throughput. Congestion is declaimed when there is a packet loss and 

the current loss rate is high. The congestion window will be reduced by half, which is 

back compatible with TCP.  
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CHAPTER 7 

CONCLUSIONS 

 

 In this dissertation, we first studied the media access control in broadband optical 

access. We then explored the delta compression algorithm that can improve content 

download performance. We investigated the transport control protocol for Ethernet 

services. Two novel approaches: an SLA-aware transport protocol and a resilient 

transport scheme based on hypothesis test are proposed. 

 

7.1 Contributions 

 Primary contributions of this dissertation are summarized here: 

• Designed an efficient MAC protocol with pre-allocation for WDM PONs. The 

proposed MAC protocol supports prioritized traffic flows and scalable bandwidth 

granularity by combing WDM and TDM. A pre-allocation scheme is proposed to 

reduce access delay. 

• Evaluated the performance of the proposed MAC protocol in details through both 

queuing model analysis and OPNET simulation. 

• Analyzed and implemented a delta compression scheme for fast content download. 

For the first time, a theoretical analysis for delta compression algorithms is carried 

based on information theory. Implementation and measurement results are presented 

to verify the efficiency of delta compression in real network environments.   
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• Proposed, analyzed, and simulated an SLA-aware transport protocol for Ethernet 

services. It is shown that the proposed protocol outperforms traditional TCP in the 

terms of throughput. Traditional TCP can be regarded as a special case of the 

proposed protocol without QoS information. 

• Proposed a resilient congestion control scheme for broadband metro Ethernet 

services. The congestion window is controlled adaptively with current congestion 

status, which is estimated by a hypothesis test. It is demonstrated that the proposed 

scheme can increase the end-to-end throughput significantly.   

In addition, I have investigated DOCSIS 2.0 protocol for hybrid fiber coax (HFC) 

networks in details as a reference to WDM PON research. A test bed is set up based on 

an Arris DOCSIS 2.0 CMTS, 10 Arris DOCSIS 2.0 cable modems, and a Spirent 

SmartBits 6000 traffic generator. The end-to-end delay and throughput performance of 

DOCSIS 2.0 is measured by feeding Ethernet traffic flows through the DOCSIS 2.0 cable 

network with different priorities. Peer-to-peer file sharing and video streaming 

applications are also investigated based on this test bed. 
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7.2 Suggestions for Future Research 

 This dissertation can be extended in a number of directions, including: 

• Designing a MAC protocol to achieve end-to-end QoS for wireless/PON hybrid 

access networks, where a wireless access point is integrated in an ONU. Wireless is 

used in local area and PON is used in the first mile. 

• Designing a WDM PON test bed with MAC control logic to deliver integrated 

applications, including voice, video, and data. 

• Investigating the TCP acceleration technology that can improve TCP throughput 

using a proxy at center office. 



 87 

• Combining the SLA-aware and hypothesis test based approaches proposed in this 

dissertation with other broadband TCP solutions, to further improve transport 

efficiency and fairness in Ethernet services 
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APPENDIX A: QUEUING ANALYSIS OF THE PROPOSED PON 

MAC PROTOCOL  

 

We wish to analyze the upstream connection from 10 ONUs to 1 OLT in a logical 

bus architecture (Figure 41). At each ONU, the traffic arrival is Poisson and an 

independent and identically distributed (i.i.d.) Poisson. Each arrival can be either single 

packet or a batch of packets. We define Tf = TDM frame time and Ts = slot time. The 

access delay due to the request and grand mechanism of ONU 2 is shown in Figure42. 
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Figure 41: PON upstream channel model. 
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Figure 42: Access delay for ONU 2. 

 

Without propagation delay, the average end-to-end delay can be viewed as the 

sum of the access delay (D1 + D2 + D3) and the packet transmission time (D4): 

4321 DDDDD +++=
  (Α.1) 

where 

D1 =  Waiting time for request slot (i.e., the time between the arrival of a packet 

and transmission of a request packet). 

D2 =  Interval between transmission of request packet (from ONU) and the first 

data slot in the following TDM frame. 

D3 =  Queuing delay to model multiple packet arrivals in one TDM frame as 

well as possible backlog in previous TDM frames. 

D4 =  Packet transmission delay (which equals packet size/link rate). 

Note: The bar on top of each delay component represents average time. 
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The access delay can be computed using the queuing model shown in Figure43. A 

private individual queue of each ONU is modeled for D1. The departure rate µp(t) of the 

private queue is time varying and is an impulse time sequence with deterministic interval 

Tf (Figure 44): 

)()( ifp OnTtt −−= δµ             (Α.2) 

where Oi = time offset of request minislot from beginning of current TDM frame 

for the i
th

 ONU. After the TDM frame reservation time (modeled using a delay line), 

packets from different ONUs are added into a single common (global) queue served by 

the OLT. 

For single arrival case, the arrival process of the i
th

 ONU to the common queue is 

a deterministic interval process with batch size represented by a Poisson distributed 

random variable Yi(n). The overall arrival process A of the common queue is the 

aggregation of the individual arrival processes from each ONU. Because all request 

minislots are in the first slot of each TDM frame, we have
∑=
=

10

1

)()(
i

i nYnA
, where 

∑
=

−

===
10

1

,
!

])([
i

i

m

and
m

e
mnAP λλλ λ

            (Α.3) 



 91 

Z-1

Common queue

D/D/1 with batch arrival

Or D/G/1 in simple

Private queue

M/G/1

Delay line

Random process 1: 

Poisson arrival

Random process 2: 

Deterministic batch 
arrival process with 

fixed interval Tf

Random process 3: 

Delayed version of 
random process 2.

λi

µp(t)

 

 

Figure 43: Access delay queuing model. 
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Figure 44: Time-varying departure rate µp(t) of the private queue. 
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For the batch arrival case, we define 

Y =  Number of Poisson batches arriving in one Tf.  

Bi = Number of packets in the ith batch: an i.i.d. random variable with a 

discrete uniform distribution between 1 and 30 (a specific case based on our assumption), 

for i = 1 … N. 

A =  Number of packets arriving at the common queue in one Tf.  
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The mean and variance of A (i.e., µA, σ2
A) can be calculated as follows: 
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The common queue can be modeled as a discrete-time, bulk service D/D/1 queue 

with batch arrivals of data cells. Alternatively, each batch can be treated as a varying size 

packet in continuous time, giving rise to a D/G/1 queue [54] for the common queue, 

where the service time is Poisson distributed (this model is not considered in this paper). 

We now derive the discrete-time queue size analysis of the common queue. Time 

is assumed to be slotted with a given slot duration, in our case, this duration is TDM 
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frame time Tf. In [55], the discrete-time queuing model with bulk service is defined by 

the recursion: Xn+1 = max{Xn – s, 0} + An, where Xn denotes the queue length at the 

beginning of slot n, An denotes the number of new arrivals during slot n, which is the 

same with A in (A.3) and (A.4), and s denotes the fixed number of customers that can be 

served during one slot time (corresponding to one TDM frame).  

The mean value of Xn can be solved using a numerical method. However, this is 

computational complex and lack connection to the first and second order moments of An. 

Instead, we can employ the bounding techniques [55] to derive the upper bound and 

lower bound of the average discrete-time queue: 
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where µA is the mean of An, σA
2
 is the variance of An, and µX is the mean of Xn.  

Another lower bound can be derived: 

AAnX sXE µµµ ≤+−= })0,(max{ . (Α.6) 

It can be shown that for Poisson distributions, An, the lower bound in (A.6), is 

tighter than (A.5) except under high traffic load. In this paper, the lower bound is 

expressed as: 
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We are now in a position to derive all the delay components associated with 

equation A.1. As the arrival process is random,  
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The average delay from the i
th

 request minislot of TDM frame n to the first data 

slot of TDM frame n + 1 is computed as follows. In the simulation, the first slot (56 

bytes) is divided into minislots for transmission of request packets and each request 

packet (and minislot) is 4 bytes. Hence, the first 40 bytes are used for request packet 

transmission, giving: 

sf TTD 40/56/2)-(12 +=
 

The average queuing delay for the common queue is 

timeserviceaveragearrivaluponoccupancyaverageD _____3 ×=
 

If the length of common queue is less than s (i.e., Xn ≤ s), all queued packets can 

be transmitted in the current TDM frame, so average_service_time = Ts = Tf/53. 

However, if the common queue length is larger than s (i.e., Xn > s), some queued packets 

will be transmitted in a later TDM frame, so Ts = Tf/53 ≤ average_service_time ≤ Tf/52. 

Thus, the lower and upper bounds for the mean of D3 are: 
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In our simulation, s = 52. In single arrival case, the relation between the normalized 

traffic load (0 ≤ ρ < 1) and packet arrival rate λ is λ = ρ x 53 x 56/53 = 56ρ. For a stable 

queuing system, the arrival rate must be less than the departure rate, so λ < s = 52 or 

equivalently 0 ≤ ρ < 0.928. For 10 ONUs, the average queue size in each ONU is (µX 

+λ)/10, where λ/10 is the average number of packets in the private queue and delay line. 
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