
ABSTRACT 

WELLE, ERIC JAMES.  The Frequency Response of Counterflow Diffusion Flames.  
(Under the direction of William Roberts.) 

 
Most practical combustion processes rely on turbulent diffusion flames due to their 

higher heat release rates when compared to laminar diffusion flames.  The higher heat release 

rates occur because of the increased mixing that results from the flame’s interaction with the 

turbulent flow field.  Unfortunately, the turbulent combustion process is very complex; 

therefore, simplified models have been constructed.  Flamelet Theory is a method that 

characterizes turbulent diffusion flames as a collection of strained, laminar, one-dimensional 

flamelets.  One caveat of this model is the flamelets are assumed to respond quasi-steadily to 

the applied flow field.  The focus of my research has been to elucidate the influence of a time 

varying flow field on the combustion process. 

 To test the response, the reaction zone of a propane-air counter-flow diffusion flame 

was subjected to time varying flow fields using speakers.  The results of the experiments 

illustrate a reaction zone that responds quasi-steadily at forcing frequencies up to 50 Hz.  

Above this threshold, significant departures occur from steady flame behavior.  At elevated 

frequencies, conditions were found where the reaction zone temperature was found to be in 

phase with the strain rate, signaling a significant deviation from the quasi-steady state 

assumption.  In diffusion flames, the limiting step for the transport of reactants to the flame 

front is a diffusion process.  The time associated with the increasing phase difference is likely 

a result of the time necessary for reactants to travel through the diffusion layer.  As the 

forcing frequency is increased, the time rate of change of reactants delivered to the edge of 

the diffusive zone increases; however, a finite amount of time is still necessary for the 

reactants to diffuse to the flame front.  As the forcing frequency increases, this diffusion time 



 

becomes larger relative to the cycle time of the oscillation, which in turn shows up as an 

increasing phase difference. 

 Another aspect of this research was to determine the effects of the transient flow field 

on soot formation.  The formation of soot is of great concern as it is considered to be highly 

carcinogenic.  Unlike other flame parameters such as flame temperature and thickness that 

responded quasi-steadily at low forcing frequencies, the soot volume fraction showed 

significant deviations from steady flame behavior at lower frequencies.  At higher forcing 

frequencies, it was found that the soot field asymptotes to a steady structure.  The cause of 

the low frequency response is a result of the long time scales associated with soot production.   

 The results from this work help illuminate the fundamental physics that governs a 

flame’s response to a time varying flow field.  It has shown that significant errors can occur 

when following the quasi-steady state assumption of the traditional Flamelet Theory.  It was 

also shown that even moderately forced flames exhibit a dramatically different sooting 

structure when compared to steady flames. 
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1 Introduction 

The vast majority of practical combustion devices rely upon turbulent diffusion flames.  

Diffusion flames are desirable in many cases due to the added safety of not having fuel and 

oxidizer premixing prior to their introduction into the combustion chamber.  Turbulent diffusion 

flames are often most desirable due to their higher heat release rates relative to laminar diffusion 

flames.  Because of its very nature, the small scales in a turbulent flow field increase the mixing 

at a molecular level (Wilcox, 1998), and this mixing is much more effective at transporting 

energy and species than what is achieved via a pure gradient driven diffusion process.  Also with 

turbulence, the flame surface area is greatly increased by the large scales.  These two factors help 

to dramatically increase the heat release rate of turbulent flames over laminar flames.   

Flamelet theory is a method that models turbulent diffusion flames as a collection of 

strained, laminar, one-dimensional flamelets (Peters, 1984; Bray and Peters, 1994) and will be 

further described in Section 1-1.  These flamelets are assumed to respond quasi-steadily to the 

unsteady strain rates of the turbulent flow field.  If the turbulent Reynolds number is sufficiently 

large, there exists a range of eddy sizes where the characteristic turnover times of the smallest 

eddies are comparable to the diffusion times of the laminar flamelets (Im et al., 1995).  This also 

leads to a wide range of characteristic frequencies (Egolfopoulos and Campbell, 1996).  

Therefore, it is necessary to investigate the frequency response of flamelets to better understand 

the applicability of the flamelet model.  In doing so, it is also important to investigate the effects 

of the time varying flow fields on pollutant formation.  Of particular interest in this study were 

the effects of the unsteady flow field on the soot formation process.   
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In Diesel engines, the combustion process occurs in two sequential phases.  The first 

phase is primarily controlled by auto ignition and consumption of the premixed reactants.  The 

second phase is controlled by diffusion and in many cases, droplet evaporation.  In the 

combustion chamber, the liquid fuel is injected and on the fringes of the spray the fuel is gasified 

and mixes with the hot high pressure air.  In these areas, auto-ignition occurs and initiates the 

combustion process and quickly consumes the premixed gases.  Relatively speaking, due to the 

presence of molecular oxygen and chiefly the OH radical (Puri et al., 1994; Chao et al., 1998), 

soot formation is suppressed during the premixed phase.  But, as the temperature rises in the 

combustion chamber, pyrolysis of the parent fuel in the interior region of the spray occurs, which 

leads to the formation of soot precursors, and therefore large amounts of soot are produced in 

this fuel-rich/oxygen-poor zone.  Diesel engines, as well as other combustion devices, are well 

known for their tendencies to form large amounts of soot and previous investigators have 

suggested that flamelet theory may be an appropriate way of modeling the combustion process in 

practical burners (Krass et al., 1999). 

It is appropriate to briefly describe the mechanisms that govern soot production as well as 

describe its nature.  Soot is particulate matter formed during the combustion of gaseous fuels or 

vaporized components of liquid and solid fuels. Soot composition is very complex and is a 

function of the fuel, the combustion device, and the operating conditions; however, it is 

predominately carbon with small amount of hydrogen, which has an empirical formula of 

approximately C8H.  It has an emissivity (and absorptivity, due to Kirchoffs law) approaching 

that of a black body.  Soot particles are agglomerates of many smaller primary particles which 
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range from 10 to 200 nm in diameter and are nearly spherical.  Typical diameters of primary 

particles are 30-60 nm and they generally form within a few milliseconds.  The total amount of 

soot emission from a flame is determined by complex interactions between transport and 

chemical kinetic processes.  However, four characteristics of the mixture field/combustion 

process have a great impact on the sooting tendency of a flame; flame type (diffusion or 

premixed), fuel type (aliphatic or aromatic), flame geometry and stoichiometric mixture fraction, 

and flame temperature (Glassman, 1996). 

There are four interdependent and competing processes involved in soot formation: 

precursor formation, particle inception, particle growth, and particle oxidation (Zhang et al., 

1992).  The first two processes determine the number of soot particles and the last two processes 

determine the size of the soot particles (Haynes & Wagner, 1981).  The parent fuel molecule 

undergoes pyrolysis as it moves into the high temperature region of the flame resulting in the 

fracturing of the large hydrocarbon molecules to form smaller hydrocarbon compounds.  These 

unstable radicals are then available to form soot precursors.  Soot precursors, polycyclic aromatic 

hydrocarbons (PAHs), are the building blocks for soot particles and have a benzene ring 

structure.  The concentration of precursors formed controls the total amount of soot formed in a 

flame. 

Fuel type determines the rate of precursor formation.  Aromatic fuels, such as toluene, 

rapidly form soot precursors through condensation reactions, because they retain their ring 

structure during fuel pyrolysis.  Aliphatic fuels such as propane are chain molecules which form 

soot precursors via a fragmentation process.  The fragmentation process is much slower than the 
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condensation process, and therefore, for the same flame temperature residence time, an aliphatic 

fuel will form fewer soot precursors than an aromatic fuel, which reduces the total amount of 

soot formed in the flame.  For aliphatic fuels, an important contributor to soot formation has been 

attributed to acetylene (C2H2).  It has been shown that in ethylene flames close to the sooting 

limit, the soot formation reaction is first order with C2H2 concentration, which suggests the soot 

growth process is most likely to be dominated by reactions of aromatics and soot surfaces with 

C2H2 (Du et al., 1998).  Later, it was shown that soot mass growth stops when acetylene 

disappears in the flame (Xu and Faeth, 2001).   

The flame type, diffusion controlled or premixed, determines if molecular oxygen or 

more importantly if oxygen radicals such as OH are present during the initial stages of soot 

formation.  Large concentrations of oxygen radicals increase the rates of oxidation reactions with 

fuel radicals, limiting precursor formation.  As a result, PAH formation is inhibited in a premixed 

flame because of the large concentration of oxygen radicals available in the pyrolysis zone.   

With regards to diffusion flames, more PAHs are formed due to the absence of oxygen relative to 

a premixed flame and therefore have a higher sooting tendency. 

Glassman (1996) describes the particle inception process as being independent of fuel 

type or flame type. The precursors grow by surface reactions with the remaining hydrocarbon 

fragments and they are treated as particles when they reach a molecular weight on the order of 

1000.  The particles form in about 1 ms and are condensed-phase carbon with hydrogen.  The 

particles lose hydrogen to the high-temperature environment and other small hydrocarbons 

condense onto these primary particles to form larger soot particles.  These primarily spherical 
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particles then agglomerate and the aggregates may contain hundreds of soot particles.  

Simultaneously, surface reactions with oxygen and OH radicals reduce the agglomerate size.  As 

a result, particle growth and particle oxidation compete to determine the final agglomerate size. 

In an undiluted hydrocarbon/air counterflow diffusion flame, the stoichiometric contour 

is on the air side of the stagnation plane as shown in Figure 1-1.  The pyrolysis reactions that 

lead to soot precursor formation are highly temperature sensitive so once the parent fuel diffuses 

to the location where the gas temperatures are 1200 – 1500 K, these reactions will initiate.  

Given sufficient time, primary particles will be formed and begin to agglomerate.  Eventually, 

the agglomerated soot aggregate will reach the point where the concentration gradient driving it 

to the reaction zone is not sufficient to overcome the forces of the convective velocities, which 

are in the direction of the stagnation plane.  At this point the particle will be convected back to 

the stagnation plane.  In addition to the drag force exerted by the opposing flow field, the soot 

particles will be pushed back towards the stagnation plane by thermophoretic forces.   
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Figure 1-1 Undiluted hydrocarbon/air counterflow diffusion flame geometry and sooting structure from 
Zhang et. al. (1992) 

 

As a result, it is obvious that the stoichiometric mixture fraction is an important parameter in the 

counterflow geometry due to its affect on the location of the flame relative to the stagnation 

plane.  If the stoichiometry is such that the flame resides on the fuel side of the stagnation plane 

(reduced dilution of nitrogen in the air with diluted fuel), the transport mechanisms of the fuel 

are now convection coupled with diffusion.  With this flame configuration, permanently blue 

flames are found over a wide range of strain rates (Du and Axelbaum, 1995).  This is a result of 

the reduction in the amount of time available for the primary formation and agglomeration 

processes as well as the soot and its precursors must travel through the reaction zone and are 

oxidized at the flame front or via molecular oxygen or OH.           

It is obvious that soot formation is a complex process which can be affected by many 

variables.  In fact, the soot itself can affect the combustion process leading to a change in the 
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soot formation process.  This can be manifested via the depression of flame temperature due to 

radiation by soot particles, which in turn will affect the precursor formation process. 

In summary, the goal of this research was to determine the effects of an unsteady strain 

rate on global flame/flow field characteristics such as flame temperature, reaction zone thickness, 

and the flow field strain rate.  Once the effects of these flame/flow field parameters were 

determined, it was then necessary to determine how they affect the soot formation process.  

Performing these unsteady measurements will help to illuminate the fundamental mechanisms 

that govern flame response and soot formation in an unsteady flow field and determine when the 

quasi-steady assumption is reasonable for modeling turbulent reacting flow fields.  

1-1 Flamelet Theory 

Turbulent flamelet theory was developed as a conceptual model to describe the turbulent 

flame structure present in practical combustion devices using simple laminar diffusion flames 

(Bilger, 1976; Peters, 1984).  Flamelet theory treats the turbulent diffusion flame as an ensemble 

of strained, laminar, one-dimensional flamelets as illustrated in Figure 1-2. 

These flamelets must be thin relative to the smallest turbulence scales (Kolmogorov 

scale) so the laminar substructure of the flamelet is retained.  Flamelet theory has been 

successfully applied to both premixed and diffusion flames where the chemical time is much 

shorter than all relevant transport processes, i.e. Da >> 1 ( ateate/flow_rreaction_rDa = ).     
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Figure 1-2  Sketch of a turbulent diffusion flame which illustrates a diffusion flamelet 

Flamelet theory assumes the 1-D flamelet can be completely described by a single 

conserved scalar for Da =∞, Le = 1(Le=thermal_diffusivity/mass_diffusivity), and single step 

chemistry.  The conserved scalar used in flamelet theory is the mixture fraction Z, which is a 

function of the fuel and oxidizer mass fraction and is bounded between zero for pure air and 

unity for pure fuel. 

Equation 1-1 Mixture fraction 
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A single variable analysis such as this was first used by Burke and Schumann (1928) to describe 

a diffusion flame.  Their analysis was able to predict flame shape and height reasonably well for 

the first time.  An advantage of this formulation is that all species and temperature profiles are 

linear in mixture fraction space. 
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In diffusion flames, the equivalence ratio continuously varies throughout the flow field 

and in fact Equation 1-1 can be expressed as a function of the equivalence ratio.  In the limit of 

fast chemistry, the flame exists only at the stoichiometric mixture fraction contour.  The 

stoichiometric mixture fraction is calculated from Equation 1-1. 

Equation 1-2 Stoichiometric mixture fraction 
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Using this conserved scalar approach, the solution to the governing convective-diffusive 

equation leads to a universal description of the structure of these flamelets.  The above 

formulation assumes infinitely fast chemistry, Da =∞, so the flame is infinitely thin.  Non-

equilibrium effects of finite-rate chemistry must be included in the analysis to predict such 

phenomena as flame quenching or the formation of pollutants such as soot, and NOx.  Finite-rate 

chemistry means the flame is of finite thickness and is modeled as a diffusive-reactive zone.  A 

second variable, χ, the instantaneous scalar dissipation rate, accounts for non-equilibrium effects. 

Equation 1-3 Scalar dissipation, χ, rate defined 

( )ZZD ∇⋅∇⋅⋅≡ 2χ  
 

The scalar dissipation rate can be interpreted as the inverse of a characteristic diffusion 

time and due to the transformation that leads to this parameter, it incorporates the effects of 

convection and diffusion normal to the surface of the stoichiometric mixture (Peters, 1984 & 

1986).  The scalar dissipation rate varies inversely with Damköhler number, i.e. as the fluid 
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transport time gets shorter (higher strain rates), the dissipation rate increases.  Evaluating 

Equation 1-3 at Zst gives the stoichiometric scalar dissipation rate.  The scalar dissipation rate is 

a measure of the heat conduction from both sides of the diffusive-reactive zone.  If χ is increased 

past a critical value, χq, then the amount of heat conducted away from the reaction zone exceeds 

the amount of heat generated by the chemical reaction and the flame quenches.  This is shown in 

Figure 1-3 by the S-shaped curve. 

Tmax

log χst
-1χq

-1

Increasing strain rate

Da → ∞

unstable
solution

 
Figure 1-3  The S-shaped curve showing the quenching scalar dissipation rate 

The steady, laminar, counterflow diffusion flame (CFDF) has a scalar structure very 

similar to that of an unsteady distorted mixing layer in a turbulent flow field (Peters, 1984).  This 

makes the CFDF a good model of a flamelet.  To experimentally construct the CFDF, a 

counterflow diffusion flame burner is typically used.  Variations of this theme have been used to 

study the flame structure, reaction rates, and reaction mechanisms of laminar diffusion flames.  
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This investigation uses an opposed jet burner similar to the design of Seshadri (Puri & Seshadri, 

1986), but modified to generate an unsteady flow field (DeCroix, 1998). 

 
Figure 1-4  Schematic of the stagnation point flow for analysis of counterflow diffusion flames 

Figure 1-4 is a sketch illustrating a counterflow diffusion flame stabilized near the 

stagnation plane of two steady, laminar counterflowing jets of fuel and oxidizer.  For 

momentum-matched opposed jets which are not infinitely far apart, the axial velocity gradient 

(strain rate) is K = UG/(L/2), where L is the separation distance of the reactant tubes.  This value 

of strain rate is an exact potential flow solution to the isothermal stagnation point flow field. 
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For a counterflow diffusion flame, the scalar dissipation rate along the stoichiometric 

mixture fraction contour for stagnation point flow, has been shown to be a function of the axial 

strain rate, K (Peters, 2000) and is shown in Equation 1-4. 

Equation 1-4 Stoichiometric scalar dissipation rate as a function of the flow-field axial strain rate 

( ) [ ]( )[ ]21 22exp2
stst ZerfKZ ⋅⋅−⋅

⋅
= −

π
χ  

 

The scalar dissipation rate is a fundamental parameter as it describes the molecular mixing and 

couples the reaction zone response to the flow field.  Also, this relationship is of critical 

importance from the perspective that it relates the scalar dissipation rate to an easily measured 

parameter, K. 

For flamelets subject to unsteady strain rates, the scalar dissipation rate is a function of 

time.  As the mean scalar dissipation rate nears the critical value, the instantaneous scalar 

dissipation rate may make short excursions beyond χq, due to fluctuations in the flow field.  If 

the flamelet responds in a quasi-steady manner, then it will quench as soon as the scalar 

dissipation rate exceeds χq.  However, if the flamelet survives above the critical scalar 

dissipation rate, then the quasi-steady assumption is not valid for those hydrodynamic conditions.  

For unsteady hydrodynamics, flamelet theory may need another variable to account for the 

temporal dependence of χ.   

In a computational study, the issue of the transient response of the flamelet has also been 

approached using a Lagrangian description (Pitsch et al., 1998).  They defined a diffusion time 
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that helps to quantify the effects of the flow field’s rapid changes on the steady nature of the 

flamelet response as shown in Equation 1-5. 

Equation 1-5 Diffusion time 

( )
st

Zt
χχ ~

2∆
=  

Where ∆Z is considered to be the flame thickness in mixture fraction space, which has also been 

shown to be proportional to 
K

Z F
1)( ∝∆  (Peters, 2000) and stχ~ is the Favre mean 

stoichiometric scalar dissipation rate.  It was suggested that if the time necessary to exchange 

mass and energy over ∆Z is small relative to the Lagrangian time, the flamelet is able to follow 

changes in the scalar dissipation rate rapidly.  If this is not the case, they proposed that more 

unsteady terms in the computations must be retained to properly describe the flamelet response. 

 The topic of quasi-steady response of flamelets is of great interest and continual research.  

The results from this work will help to illuminate the controlling mechanism of this response.  

2 Laser Diagnostics 

When possible, non-intrusive diagnostics techniques are the tools of choice to determine 

desired quantities so the system is not significantly perturbed by the measurement.  The 

following sections describe laser diagnostic techniques that were used to evaluate the velocity 

field (Particle Image Velocimetry), reaction zone width (OH PLIF), reaction zone temperature 

(2-λ OH PLIF), and finally the relative response of the soot field (Laser Induced Incandescence).     
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2-1 Particle Image Velocimetry Measurements 

Particle image velocimetry (PIV) is a planar, non-intrusive technique that provides nearly 

instantaneous velocity field measurements in a flow-field.  In this method, two velocity 

components are measure to yield the resultant velocity vector.  Furthermore, it has been shown 

that PIV can accurately measure the entire strain field along laminar flames in axisymmetric flow 

field (Mueller et al, 1998).    

With PIV, velocity vectors are determined from sub-sections of the target area called 

interrogation regions by measuring the displacement of seed particles between two laser 

scattering events within these regions.  Once a sequence of two scattering events is captured and 

read into memory, the images can be analyzed using peak finding algorithms. 

Effectively, the images are divided into interrogation regions and the spatially coincident 

interrogation regions of the two images are cross correlated.  The output of the correlation 

algorithm is a signal peak that describes the displacement vector S
v

.  Once this displacement 

vector is determined, the velocity vector can be determined using Equation 2-1 since the time 

gap between the two pulses ∆t is a user adjusted parameter of the experiment.   

Equation 2-1 Velocity vector determined from PIV measurements 

t
SV
∆

=
v

v
 

This procedure is then performed throughout the entire field of a view in each 

interrogation region and results in a 2D visualization of the flow-field.  As stated, this method 

has the advantage of providing 2D snapshots of the flow-field where as methods such as LDV 
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provide point measurements and as a result are much more laborious in execution.  Essentially, 

the PIV technique is a Lagrangian particle tracking method that results in an Eulerian velocity 

field.  This is appropriate so long as the time step between laser pulses is small relative to the 

important time scales of the flow. 

The major sources of error that will be present in the PIV measurements are a result of 

the peak finding algorithm and perspective error.  The error introduced from the peak finding 

algorithm is exactly as expected, which is a result of the cross correlation algorithms ability to 

identify the appropriate peak that will define the displacement vector S
v

.  The perspective error is 

a result of the out of plane motion of the seed particles. 

The peak finding error in this experiment is expected to be very small.  This is based 

upon the observation that in the cold flow region of the flow field, very few bad vectors are 

found.  This is a result of proper seed density within the interrogation regions and proper 

displacement of the seeds between the two laser pulses.  As a rule of thumb, there should be at 

least 10 – 25 seed particles in each interrogation region and the particles should be displaced 

approximately 1/3 of the interrogation region length.  These parameters were satisfied in the cold 

flow region, but due to thermal expansion in the heat release zone, the seed density decreased 

and many more spurious vectors were found in the high temperature region.  This is to be 

expected due to the low seed density in these regions (Donbar et al., 2001), but this was of little 

consequence as the strain rate was being calculated in the cold flow region of the flow field. 

The perspective error is a result of the motion of the seed particles into and out of the 

plane of the laser sheets.  These unaccounted for components can result in spurious velocity 
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vectors due to the error it can introduce via the peak finding algorithm.  In the flow field studied 

in these experiments, this error is expected to be minimal due to its laminar axisymmetric nature.  

2-2 Laser Induced Fluorescence (LIF) 

Laser Induced Fluorescence is an optical technique that has been shown to be invaluable in 

the quest to describe a wide variety of systems that are of interest to engineers and scientists.  It 

has been shown to be a highly sensitive technique for determining information about population 

densities of molecular species, which in turn can yield information about species concentrations, 

density, temperature, reaction zone location and thickness, and velocity.  The sensitivity of LIF 

detection methods can be on the order of ppm or even sub ppm (Crosley, 1980; Crosley and 

Smith, 1983; Kohse-Höinghaus, 1994).  Furthermore, LIF has been successfully used to detect 

more than thirty species of molecules that include the atomic species O, N, H, C and S (Crosley 

and Smith, 1983).   Initially, LIF was executed as point measurements (Lucht et al., 1982; Chan 

and Daily, 1980), but has now evolved into planar measurements (Planar Laser Induced 

fluorescence-PLIF) (Seitzman and Hanson, 1993; Tait and Greenhalgh, 1992; Hanson et al., 

1990), which are extremely useful as they facilitate a simultaneous 2D imaging of the target 

species.  This section will briefly describe the theory of LIF and extrapolate it to the specific use 

of this study, which is to use it as a tool to determine reaction zone temperature and thickness.   

 Laser-induced fluorescence can be viewed as the absorption of a specific quantum of 

energy that then elevates the absorbing molecule to an excited state.  This excited molecule can 

then make a transition down to a lower ground state via a radiative decay process, which entails 
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the molecule re-emitting a photon, which is usually shifted to longer wavelengths (Stokes-

shifted), or the complete deactivation of the molecule via collisions with other molecules.  This 

deactivation via collisions is called collisional quenching.  Figure 2-1 illustrates the potential 

curves for two electronic states of the OH radical and a simplified fluorescence spectrum.  This 

shows the two u-shaped potential curves of two electronic states with various vibrational levels.  

Line (a) on the figure represents the absorption of a photon that bridges a quantized energy gap 

and elevates the molecule from the v˝=0 vibrational band of the X2Π electronic state to the v΄=1 

vibrational band of the A2Σ+ electronic state.  This quanta of energy that will bridge the energy 

gap to elevate the molecule to an excited state can be shown to be a function of Planck’s constant 

h, the frequency of the photon ν, or to the speed of light c and the wavelength λ.  This 

relationship is stated in Equation 2-2. 

Equation 2-2 Quanta of energy required to elevate a molecule to an excited state 

λ
chνh∆E 21
⋅

=⋅=→  

Upon excitation, a resonant fluorescence process can occur, which is illustrated by line (b), 

where a photon is re-emitted with the same frequency or wavelength as the incident light.   
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Figure 2-1 Potential curves of the OH radical which shows various vibrational levels and a simplified 

fluorescence spectrum 
 

Another possible process is illustrated by line (c), where the molecule is demoted from the v΄=1 

band to the v΄=0 vibrational band in the elevated electronic state as a result of collisional 

processes prior to transitioning down to the ground electronic state via fluorescence at a short 

wavelength.  Another possible process, line (d) is where a photon of a shorter wavelength is 

emitted as a result of a transition from the v΄=1, A2Σ+ state to the v˝=0, X2Π state.  Figure 2-1 is 
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a simplified description as it only depicts the vibrational levels and vibrational energy transfer 

via collisional processes, but these processes can also occur within rotational bands 

simultaneously.  It is also possible for an excited molecule to absorb another photon to elevate it 

to higher electronic states and possibly ionize the molecule.             

 
Figure 2-2 Two level energy diagram for LIF modeling 

 

Fundamentally, the models that describe LIF measurements are based upon rate equations.  

These rate equations describe the excitation rates of molecules to excited rotational, vibrational, 

or electronic states and the subsequent rates of radiative decay to a ground state as well as photo 

ionization and collisional quenching rates.  A simple two-level energy model is shown in Figure 

2-2.  In this model, b12 is the stimulated absorption rate constant, b21 is the stimulated emission 
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rate constant, A21 is the spontaneous emission rate constant, W2i is the photoionization rate 

constant, P is the predissociation rate constant and Q21 is the collisional rate constant.  The rate 

constants can be used to express the rate of population changes for the two levels as shown in 

Equation 2-3 and Equation 2-4 (Eckbreth, 1996, pp. 390).  

Equation 2-3 Rate of change equation for the ground state population N1 

( )2121212121
1 QAbNbN

dt
dN

++⋅+⋅−=  

 

Equation 2-4 Rate of change equation for the excited state population N2 

( )2i2121212121
2 WPQAbNbN

dt
dN

++++⋅−=  

It is typically a reasonable assumption to eliminate the rate constants for predissociation and 

photoionization, thus simplifying the rate equations.  It has been shown that the stimulated 

absorption and emission rate constants shown in Equation 2-3 and Equation 2-1 can be related to 

the Einstein coefficients for stimulated emission or absorption as shown in Equation 2-5.    

Equation 2-5 Relations for stimulated Einstein coefficients and rate constants 

c
IB

b ij
ij

ν⋅
=  

In Equation 2-5, Bij is the Einstein coefficient for stimulated absorption or emission, Iν is the 

incident laser irradiance per unit frequency interval and c is the speed of light.  If Equation 2-5 is 

substituted into Equation 2-3 and Equation 2-4, while assuming a steady state population has 

been achieved in the two energy levels and ignoring predissociation and photoionization rates, 
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the rate equations can be solved for the populations in the two states.  At this point, an expression 

for the molecules present in the elevated state (N2) is desired, because these molecules will be 

available for a possible fluorescence event, and how N2 is related to the initially undisturbed 

ground state population.  This relationship, which is a result of the solution of the rate equations 

under the conditions stated above, is illustrated in Equation 2-6.  

Equation 2-6 Relationship between the excited state population and the initial undisturbed ground state 
 

ν

ν
sat2112

120
12

I
I1

1
BB

BNN
+

⋅
+

⋅=  

 Where 0
1N  is the initial undisturbed ground state population and ν

satI  is the saturation spectral 

irradiance and is defined in Equation 2-7. 

Equation 2-7 Definition of saturation spectral irradiance 

( )
2112

2121ν
sat BB

cQAI
+

⋅+
≡  

Ultimately, a relation is sought between the fluorescence collected to the initially 

undisturbed ground state population of the molecule and intuitively it is expected to scale with 

the population of the excited state and the rate of spontaneous emission ( 212 ANF ⋅∝ ) or more 

specifically it can be shown in Equation 2-8. 

Equation 2-8 Fluorescence signal power 

lA
π4

ΩANνhF 212 ⋅⋅
⋅

⋅⋅⋅⋅=  
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In Equation 2-8, h·ν is the specific quanta of energy necessary to elevate the molecule to the 

excited state, Ω is the collection solid angle, l is the axial extent along the beam from which the 

fluorescence is observed, and A is the focal are of the beam.  Substituting Equation 2-6 into 

Equation 2-8, we can now express the result we ultimately seek which is shown in Equation 2-9. 

Equation 2-9 Fluorescence signal power as a function of initial undisturbed ground state population 0
1N  

ν

ν
sat

21

2112

120
1

I
I1

A
BB

BNAl
π4

ΩνhF
+

⋅
+

⋅⋅⋅⋅
⋅

⋅⋅=  

The result shown in Equation 2-9 is of fundamental importance as it relates the fluorescence 

yield, F, to the initially undisturbed ground state population, 0
1N .  Once this result is stated, the 

fluorescence can be classified as being in either the saturated or linear regimes.  Upon 

examination of Equation 2-7, if the rate of spontaneous emission is much smaller than the 

quenching rate ( 2121 QA 〈〈 ), we can describe the fluorescence signal using Equation 2-10. 

Equation 2-10 Fluorescence signal in the linear regime 

⋅
+

⋅⋅⋅⋅⋅⋅
⋅

⋅⋅=
2121

21
ν12

0
1 QA

AIBNAl
π4

ΩνhF  

This fluorescence regime is what researchers resort to when lower pulse energies are available 

and as shown in Equation 2-10, the fluorescence signal is linearly related to the laser irradiance.  

This is usually an unfavorable condition as it requires the quantification of the quenching rate 

Q12 before a true comparison can be made between the fluorescence signal and 0
1N .   
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Increasingly common, laser systems with higher pulse energies are becoming available that 

allow researchers to work within the saturation regime.  This condition is achieved when ν
satν II 〉〉  

and effectively shows that the fluorescence is no longer coupled to the laser irradiance, as shown 

mathematically in Equation 2-11. 

Equation 2-11 Saturated Fluorescence Regime 

21
2112

120
1 A

BB
BNAl

π4
ΩνhF ⋅

+
⋅⋅⋅⋅

⋅
⋅⋅=  

This pumping scheme is very desirable as it eliminates the daunting task of correcting for 

quenching as well as maximizes the signal-to-noise ratio.  This method has been successfully 

executed in many research efforts (Schäfer et al, 1991; Carter et al, 1994 & 1992; Lucht et al., 

1983), but the complete saturation of a transition is very difficult.  This is due to the fact that the 

laser pulse has a spatial energy distribution, which is often Gaussian, so saturation will not be 

achieved at the wings of the beam (Daily, 1978; Ahn et al., 1982).  It has been shown in previous 

saturation measurements using a monochromator (Daily, 1978; Carter et al, 1992), effects of the 

wings can be minimized by the orientation of the detector slit used.  To further complicate this 

situation, the energy of the pulse is also a function of time so only during the peak of the laser 

pulse will the transition be truly saturated.  To deal with this, researchers have used gate widths 

for detection on the order of a few nanoseconds that capture fluorescence signal during the peak 

of the laser pulse. 

 It should be noted that although the two-level model describes all the basic processes that 

affect the fluorescence yield, it should not be used if collisional processes are transferring 
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significant amounts of excited state molecules from the laser coupled state to neighboring energy 

states.  A four level model has been proposed that deals with the transfer of molecules to non-

laser coupled states as a result of collisions and spontaneous fluorescence. 

 
Figure 2-3 Four-Level model illustrating neighboring states that are populated via collisions, fluorescence or 

quenching from the non-laser coupled states 
 

Where W12 and W21 are the rates for upward and downward transitions between the laser 

coupled states, Rij represents the transfer rates between rotational levels and all other parameters 

have identical definitions as previously presented.  The above model better represents the 

possible processes occurring at the price of simplicity.   

 With the background just presented, it is now possible to describe the fundamentals of 2-

λ OH PLIF thermometry.  This topic will be described in Section 2-2-1.  
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2-2-1 2-λ OH-PLIF Thermometry 

The basic premise of the 2-λ thermometry technique is to collect the fluorescence from 

two sequentially excited states and then relate the ratios of the fluorescence collected to 

temperature using Boltzmann statistics or a calibration flame.  In a turbulent flow field the 

sequential pulses must occur on a time scale that is small relative to the times scales of a flow.  

As presented by Eckbreth (Eckbreth, 1996), a possible option of excitation and detection is 

presented in Figure 2-4.  Expressions for the resulting fluorescence signal power are shown in 

Equation 2-12 and Equation 2-13.  

Equation 2-12 Fluorescence from level 3 to 1 as shown in Figure 2-4, assuming steady state 

QAb
AbNF
++

=
32

31232
31  

Equation 2-13 Fluorescence from level 3 to 2 as shown in Figure 2-4, assuming steady state 

QAb
AbNF
++

=
31

32131
32  

In the above equations, A=A31+A32 and Q=Q31+Q32 .  If we assume the fluorescence is within the 

linear regime the temperature can be determined using Equation 2-14.  

Equation 2-14 Temperature as a function of measured fluorescence and fixed experimental parameters 
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As illustrated by Equation 2-14, the precision of the calculated temperature will be a result of 

how well fluorescence yields are measured and the pulse irradiance fluctuations quantified.  
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Figure 2-4 2-λ LIF approach as presented by Eckbreth 

 

Cattolica (1981) first applied a 2-λ technique using the OH radical in a flame that is 

similar to the method just presented.  The same rotational level in the upper A2Σ(v΄=0) state was 

excited from two different levels within the X2Π(v˝=0) ground state.  The resulting fluorescence 

events were then collected and the ratios yielded temperature.  Because the upper state was 

identical, the quenching rates were the same and therefore were fortuitously eliminated from the 

analysis.  This study reported temperatures that were within ±5% of absorption measurements at 

2000 K.  In a latter experiment, 2-λ saturation measurements were performed (Lucht, 1982) 

where no corrections for quenching were necessary as the transitions were saturated.  In this 

study, the 2-λ measurements were found to be within 3 – 5% of the temperature values 

determined by thermocouple and absorption measurements.     
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Unlike the scheme presented by Eckbreth, this study used two different rotational levels 

within the X2Π(v˝=0) ground state and sequentially excited them to the A2Σ(v΄=1) state.  The 

target specie for this study was the hydroxyl radical (OH) because of its abundance around the 

reaction zone.  The transitions chosen were the Q1(5) and the Q1(14) transitions because they are 

spectrally isolated, have high fluorescence yield and provide good temperature sensitivity.  The 

quenching effects were minimized using a calibration burner.  The two line technique has been 

successfully executed in various burners and with various target species (McMillin et al., 1992; 

Seitzman et al., 1994; Seitzman and Hanson, 1993; Tsujishita et al., 1999; Palmer and Hanson, 

1996).  

The hydroxyl radical, whose electronic states are illustrated in Figure 2-1, has been a 

widely used LIF species because of its unusually well known spectroscopic properties, its strong 

fluorescence yield and its importance as a reaction zone marker as well as the availability of UV 

laser sources and detectors with sufficient quantum efficiencies (Welle et al., 2000; Palmer and 

Hanson, 1996;Crosley and Smith, 1982).  For these reasons, it was chosen as the target LIF 

species in this study.  In many cases, the hydroxyl radical is ideally suited for LIF studies in 

combustion because extensive research has been performed on the emission spectra and 

collisional energy transfer rates which opens up the opportunity for several avenues of data 

analysis (Dieke and Crosswhite, 1962; Lengel and Crosley, 1977; Lengel and Crosley, 1978; 

Dimpfl and Kinsey, 1979; Chidsey and Crosley, 1980; Jeffries et. al., 1988; Raiche et. al., 1990; 

Tamura et. al., 1998).        
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2-3 Laser Induced Incandescence 

Laser Induced Incandescence (LII) is an optical diagnostics technique where thermal 

radiation from soot particles is used to deduce the soot concentration.  The thermal radiation or 

incandescence is a result of the soot particles absorbing incident laser energy and being heated to 

a temperature significantly greater than the ambient flame temperature.  It is a spatially and 

temporally resolvable measurement technique that has become very popular due to its simplicity.  

The LII technique has been used by several researchers to quantitatively measure soot volume 

fraction in steady flat and coflow diffusion flames when coupled with a calibration source (Appel 

et al., 1996; Will et al., 1996).  Vander Wal has used LII combined with laser induced 

fluorescence to investigate soot particle inception (Vander Wal, 1996; Vander Wal et al., 1997).  

Pinson et al. (1993) used LII to measure soot volume fractions in a test diesel engine.  Shaddix 

and Smyth (1996) measured soot volume fraction in an unsteady coflow diffusion flame using 

LII. 

An early investigation resulted in an energy balance that describes the dominant 

mechanisms of energy exchange for a soot particle (Melton, 1984).  This energy balance is 

shown in Equation 2-15 where the subscripts s and v denote properties for the solid and vapor 

phases of carbon respectively.   

Equation 2-15 Soot particle energy balance 
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The first term is the rate of laser energy absorbed by the particle, where q is the laser 

power density.  The absorption efficiency, Kabs, is a linear function of particle radius, r, when r < 

δ and is constant for r > δ.  The absorption length parameter, δ, is a function of the index of 

refraction, and is ~ 100 nm for the visible probe wavelengths used in this work.  The second term 

in the energy balance is conduction from the particle to the environment, which is assumed to be 

air at the flame temperature, T0.  Ka is the thermal conductivity and Gλ is a correction factor 

required to account for non-continuum heat transfer effects.  The last three terms in Equation 

2-15 are the energy required for vaporization of carbon, radiation of the particle to the 

environment, and rate of internal energy increase.  Similar expressions are reported in more 

recent studies (Stephan et al., 1998). 

Examination of the energy balance has led to some qualitative conclusions about the laser 

heating of soot particles (Melton, 1984).  Once the particle reaches the vaporization temperature 

(~ 4000 K – 4900 K), the dominant heat loss mechanism of the particle is the phase change, 

which limits the increase in temperature.  Radiation only becomes important at very high 

temperatures due to the T4 dependence and finally, the heat loss terms are only a function of 

temperature and not particle radius. 

 In the limit of high laser energy coupled with soot particles that are at the vaporization 

temperature, Equation 2-15 reduces to Equation 2-16. 

Equation 2-16 Soot particle energy balance for high laser fluence and particles at the vaporization 
temperature 
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If the particle size is limited to small particles, r < δ, it can ultimately be shown that the 

incandescent signal, J, from a soot field which has been heated to the vaporization temperature 

by laser radiation can be expressed using Equation 2-17, where N is the total number density and 

P(r) is the normalized probability density for particles of radius r:   

Equation 2-17 Soot field incandescence signal 
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∞
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For a black body, the wavelength of peak intensity, λem, is inversely proportional to the 

temperature by Wein’s law.  For a particle temperature of ~ 4000 K, λem is ~ 0.7 µm which 

yields an exponent of 3.21.  From this result, the incandescence signal approximately scales with 

soot particle diameter when detection is in the visible or infrared.  Therefore, in the maximum 

temperature limit, the laser induced incandescence signal is approximately proportional to the 

soot volume fraction.  In practice, using LII as a diagnostic technique requires appropriate 

choices for pumping and signal detection in order to maintain this proportionality to soot volume 

fraction. 

Melton’s analysis shows the LII signal is a function of particle size, temperature, time, 

laser fluence, detection wavelength and bandwidth.  Therefore, choices made by the researcher 
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for probe wavelength and laser fluence as well as detection wavelength and timing determine 

how closely the experiment matches the assumptions made in Melton’s analysis.  The following 

is a discussion of the choices available to the researcher and how they impact the LII 

measurement. 

The probe wavelength determines the absorption length parameter, δ, which defines the 

upper limit of small particle sizes, r < δ.  Longer probe wavelengths allow larger particles to 

satisfy the criteria, thereby, increasing the particle size range of the LII measurement.  However, 

probe wavelength has a more important role in determining the spectral range of detection.  

Probe wavelengths at the lower end of the visible spectrum cause both PAHs and C2 to fluoresce 

in many spectral bands within the range of detection wavelengths.  These fluorescence signals 

add to the LII signals and, in some cases, can entirely mask low LII signals if not properly 

filtered.  This severely limits the choice of detection wavelengths and bandwidths.  Infrared 

probe beams do not excite fluorescence of either PAHs or C2, which opens the entire visible 

spectrum for LII detection.  However, they are difficult to work with in the laboratory. 

The threshold fluence, which is the laser irradiance at which the LII signal becomes 

insensitive to changes in laser irradiance, is determined experimentally by monitoring the 

incandescent signal from a sooting flame over a range of laser fluences.  The curve rises rapidly 

until reaching the threshold fluence where the slope of the signal line adopts a value with a small 

positive slope.  This signal response is valid for a Gaussian beam profile (Tait & Greenhalgh et. 

al., 1993; Shaddix and Smyth, 1996).  With top hat profiles, significant vaporization can occur 

and the incandescence signal adopts a negative slope shortly after the threshold fluence is 
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reached (Shaddix and Smyth, 1996).   Shaddix and Smyth also did an extensive study of LII 

signal as a function of laser fluence using different fuels and detector gate widths.  When plotted 

on a log-log scale, their results clearly show a threshold fluence of ~ 0.03 J/cm2, which was 

independent of fuel and detector gate width.  Interestingly enough, this fluence is similar to that 

reported elsewhere as the lower range at which LII measurements can be calibrated to determine 

soot volume fraction (Vander Wal and Jensen, 1998).   

Recent research has shown excessive laser heating can change the soot particle 

composition and significant mass loss can occur by vaporization (Vander Wal et. al., 1995).  

However, significant beam or sheet attenuation can occur in flames with a high concentration of 

soot and the threshold laser fluence may not be sufficient to heat particles furthest from the laser 

to vaporization temperature (Quay et. al., 1994).  Both situations introduce error into the soot 

volume fraction measurements.  Therefore, the appropriate laser fluence is sufficient for heating 

all particles in the probe volume to the vaporization temperature without causing significant 

mass loss due to vaporization.  A laser fluence of ~0.5 J/cm2 was used in this work and was 

determined by the experimental method described above. 

Measurable incandescence signal can be seen for hundreds of nanoseconds after the laser 

pulse as the particle cools (Quay et. al., 1996; Bryce et al. 2000).   For time-resolved LII 

measurements, the long duration of the LII signal raises the issue of gate width and temporal 

position of the gate relative to the laser pulse, because it is easy to bias the measurements to large 

particle sizes.  Small particles cool faster than large particles, because they have a higher surface 

area to volume ratio.  Therefore, a long gate width or delaying the gate significantly after the 
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laser pulse biases the LII measurements to large particles.  Short gates do not bias the data but do 

significantly reduce the LII signal, which decreases the signal-to-noise ratio.  A medium width 

gate of 30 ns was used in this investigation with the gate opening just prior to the laser pulse.  

Based upon previous research (Shaddix and Smyth, 1996), this gate width should have no 

significant bias towards large particles. 

As previously noted, the LII signal decay is a function of particle size and persists at a 

detectible level for hundreds of nanoseconds.  In more recent studies, investigators have used 

ratios of time delayed images to infer information about particle size distributions (Will et al., 

1998; Mewes and Seitzman, 1997).  Due to the intense interest in size distributions of the soot 

particulates because of the health concerns associated with the size distributions, these efforts 

will be of continued interest.    

Without calibration, LII can provide qualitative information about the soot field (Cignoli 

et. al., 1992; Tait & Greenhalgh et. al., 1993; Greenhalgh, 1994).  In order to quantitatively 

measure soot concentrations, the LII technique must be calibrated to a known soot volume 

fraction.  This was not performed in this study as a qualitative description derived from the 

currently measurements were coupled with quantitative soot volume fractions from previous 

investigations in this lab (DeCroix and Roberts, 2000). 
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3 Experimental Apparatuses and Conditions 

As stated in Peters (1986), the counterflow diffusion flame burner is the most appropriate 

choice for constructing an experimental flamelet on which measurements may be performed.  

Section 3-1 describes the counterflow burner used in this study.  The optical systems used to 

perform particle image velocimetry (PIV), reaction zone thickness, reaction zone temperature, 

and laser induced incandescence (LII) measurements of soot are described in Sections 3-2, 3-3, 

and 3-4 respectively.   

3-1 Counterflow Diffusion Flame Burner 

Figure 3-1 is a schematic of the counterflow diffusion flame burner (CFDF).  This burner 

is a modified version of the burner designed by Prof. K. Seshadri (Puri and Seshadri, 1986). 

The burner was mounted on a lab jack and the jack was mounted on a self supporting 

platform.  This platform was then fixed to the optical bench via optical rails.  The height of the 

burner was adjusted by raising or lowering the lab jack.  The CFDF burner was operated at 

atmospheric pressure and was constructed of stainless steel except for the plenums which were 

fabricated from aluminum.  The reactants were delivered via 2.54 cm diameter tubes centered in 

the top (oxidizer side) and bottom (fuel side) halves of the burner.  The oxidizer side was 

supported above the fuel side by four threaded rods which allowed the easy removal of the upper 

half of the burner and the tube separation distance to be quickly changed.   
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                            Figure 3-1 Schematic of Counterflow diffusion flame burner 

 

The oxidizer tube was surrounded by a 0.6 cm thick annulus for a  nitrogen coflow, 

which prevented preheating of the oxidizer and entrainment of ambient air into the reaction zone.  

A separate nitrogen line was plumbed into the fuel line for purging the fuel plenum before and 

after shutting off the fuel.  The fuel tube was surrounded by an inner water jacket to prevent 

preheating of the fuel.  Combustion products were evacuated from the reaction zone by suction 

through an annulus surrounding the inner water jacket.  The suction was provided by a standard 

shop-vac attached to the burner with a vacuum hose.  The pressure in the vacuum was monitored 

with a manometer attached to the vacuum line.  For these experiments, the suction was 
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maintained at 2 inches of water.  Another water jacket formed the outside wall of the suction 

annulus and provided some cooling of the combustion gases.  A large heat exchanger was 

installed between the burner and the shop-vac to cool the gases to near room temperature. 

A 25-mesh screen was laid across the entrance to the exhaust annulus to help stabilize the 

flame.  The flame attached itself to the screen, so there was heat transfer and soot deposition to 

the screen.  In previous studies, it was found that this screen did not affect extinction values so it 

was deemed that there was no negative consequence of its use (DeCroix, 1998).   

Five one inch, 80-mesh, stainless steel screens, separated by 3 mm spacer rings, were 

press fit 6 mm from the exit of both delivery tubes.  The screens flattened the exit velocity 

profiles and broke up any large scale structure.  It was imperative that the screens were very flat, 

especially the last screen, because any curvature caused non-uniform velocity profiles.  This 

configuration proved to be very unwieldy during the PIV measurements as it required frequent 

screen changing due to seed particle buildup.  In the event of another burner being built, it would 

be advantageous to consider a converging nozzle to flatten the flow-field and possibly the use of 

a single exit screen.  In addition to the screens, a series of copper tubes, 5 cm in length and 3 mm 

outer diameter, were press fit into the entrance of each reactant delivery tube to help straighten 

the velocity profile down the centerline of the reactant tube.   

Aluminum plenums that were 20 cm outer diameter and 5 cm in length were placed on 

the fuel and oxidizer sides and sealed to the burner with silicon sealant.  The reactants were 

supplied to the burner through two 1/4″ NPT ports in the base plate of each plenum shown in                             

Figure 3-1.   
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The plenums were capped by 20 cm Kicker C8a subwoofer loudspeakers.  The speakers 

had a frequency response range of 30 to 600 Hz and were wired in parallel, as shown in                             

Figure 3-1, for an impedance of 4 Ω. 

The unsteady flow-field was generated by applying a sine wave with a set frequency and 

amplitude to the speakers.  The sine wave was generated by an SRS Model DS335 signal 

generator.  An inherent limitation of the signal generator was that it had an upper amplitude limit 

of 5 Vp-p and could not provide enough current to drive the loudspeakers at even small 

amplitudes.  A McIntosh amplifier was used to provide adequate current to the speakers and 

provide a 2:1 amplification of the signal for studying large amplitude fluctuations.  The amplifier 

response had a slight frequency dependence, so for a consistent amplification, the system was 

calibrated for a 2:1 amplification at a forcing frequency of 10 Hz and forcing amplitude 

(amplitude set on the signal generator) of 1 Vp-p.  Also, there was a switch between the amplifier 

and the speakers that allows signal interruption without powering off the signal generator. 

3-2 Simultaneous PIV and OH Field Thickness Measurements 

The layout for the optical system used to simultaneously measure the velocity field via 

PIV and the OH field thickness is illustrated in Figure 3-2.  The velocity field was measured to 

determine the strain rate, which is the inverse of a characteristic time scale for the flow field.  

The OH field thickness was measured so the response of the reaction zone to the unsteady flow 

field could be determined. 
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Figure 3-2 Optical Layout for PIV and OH-PLIF measurements 

 

3-2-1 PIV Measurements 

The PIV measurements were made using two frequency doubled Nd:YAG lasers (λ = 

532 nm).  The first PIV pulse was supplied by picking off approximately 10 % of the output of 

the first Nd:YAG laser.  The second PIV pulse was supplied from the output of a second 

Nd:YAG laser.  A neutral density filter (ND Filter) was used for the second PIV pulse to reduce 

the intensity of the output beam to be more consistent with the intensity of the beam from the 

first PIV pulse.  The beams were spatially overlapped prior to the interrogation region using a 

dielectric thin film polarizer that preferentially reflects vertically polarized light.  The 
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horizontally polarized light of the 2nd PIV pulse was changed to vertically polarized light using a 

combination of two mirrors that reduced the height and direction of the beam.  Once the two 

beams were spatially overlapped, a Galilean telescope with cylindrical ocular and objective 

lenses of focal lengths f = -100 mm and f = 400 mm were used to expand the beam to a height of 

20 mm.  After this expansion, another ND filter was used to further reduce the intensity of the 

light so as not to saturate the camera used to collect the scattering images.  Finally, the horizontal 

widths of the two sheets were set to 500 µm using an f = 1 m lens and an iris was used to reduce 

the height of the beams to 12.7 mm.  

 The PIV images were recorded using a Kodak ES 1.0 interline-transfer digital camera 

(1008x1012 pixels, ~70 px/mm) fitted with a 105 mm lens, using an f stop of 8.  An interference 

filter centered at 532 nm with a FWHM of 3 nm was used to block background flame emission.  

Using this camera, there is no directional ambiguity of particle motion due to the sequential 

readout of the frames as is the case with two color PIV techniques (Watson et al., 1999).  In 

pulsed acquisition mode, the ES 1.0 can collect images with a time delay as small as 10 µs, 

which allows the determination of velocity field information of flow fields with small time 

scales. The timing for the second PIV frame was selected to achieve reasonable particle 

displacements, typically 10 to 20 pixels on the CCD array.   

Custom software developed at ISSI Inc. of Dayton Ohio, which included cross correlation 

algorithms, was used to derive the velocity field from the two scattering images collected with 

the Kodak ES 1.0 camera.  Interrogation regions composed of 64 pixel squares (0.9 mm x 0.9 
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mm) with 75% overlapping were employed for the velocity measurements.  Effectively, this 

resulted in velocity field information at approximately 0.12 mm intervals.   

To provide the surfaces for the light scattering, the air side of the flow was seeded with 

hollow Zeospheres, having a mean diameter of 2.2 µm.  Due to the stoichiometry, the propane-

air flame will sit on the air side of the stagnation plane and thus the transport of the oxidizer is a 

result of convection and diffusion where the fuel is transported via diffusion only.  As a result, it 

was only necessary to determine the velocity field on the air side of the flow. 

3-2-2 OH Field Measurements 

As shown in Figure 3-2, the OH measurements were made using a Nd:YAG pumped dye 

laser, which was running Rhodamine 590 dye.  The output of the dye laser was 562.518 nm and 

was then passed through a BBO frequency doubling crystal to frequency double a portion of the 

input beam.  After the BBO crystal, laser light of 562.518 and 281.259 nm and the two beams 

were separated using a Pellin-Brocca prism.  The UV laser light was then passed through a 

Galilean telescope with cylindrical ocular and objective lenses of focal lengths f = -100 mm and f 

= 400 mm were used to expand the beam.  Finally, prior to the final turning mirror, the beam 

passed through an f = 1 m focusing lens, yielding a nominal 10 ns pulse which was 10 mm high 

with a measured thickness of 300 µm.  Using the UV beam, the R1(8) transition of the A2Σ+ ← 

X2Π(1,0) band was excited, partially saturating the transition.   

The Stokes shifted spontaneous fluorescence was then collected using a Princeton 

Instruments ICCD camera (576x384 pixels, ~20 px/mm).  Coupled to the ICCD camera was a 
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UV grade 105 mm/f4.5 lens fitted with UG-11 and WG-295 filters to discriminatorily collect the 

OH fluorescence.  The R1(8) transition was chosen because of its reduced sensitivity to 

temperature fluctuations; indeed, the maximum OH signal varied by less than 5% from the 

average cycle value for any of the experimental conditions.  This is further illustrated in Figure 

3-3 which shows the normalized calculated fluctuation of the N″ = 8 ground state population 

over the temperature ranges measured in the counterflow diffusion flame burner. 
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Figure 3-3 N″ = 8 calculated ground state population over the expected temperature range 

normalized by the peak value 
 

Consistent with measurements, the expected fluctuations of the ground state for the R1(8) 

transition will be less than 5 % based on Boltzmann populations.  
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3-2-3 Timing and Wiring 

As shown in Figure 3-2, the pump beam for the first PIV pulse also pumped the dye laser 

whose output excited the R1(8) transition of the OH radical.  Due to inherent delays in the dye 

laser, this allowed the passage of the first PIV pulse through the interrogation region of the flame 

prior to the pulse that excited the OH radical.  Finally, the second PIV pulse arrived in the 

interrogation region a fixed time later that was set based on local flow field time scales. 

 
                     Figure 3-4 Wiring diagram for simultaneous OH-PIV measurements 
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The wiring diagram that allowed the precise temporal placement of acquisition events is shown 

in Figure 3-4.  The Quantum Composer shown in Figure 3-4 is a signal generator that allowed 

the delivery of programmable time delayed signals, which allowed the proper temporal 

placement of laser pulses with acquisition events of the cameras.  On the Quantum Composer, 

Channels 1 and 2 provided the negative going TTL pulses for the Flash Lamp and Q-switch to 

the Nd:Yag for the first PIV/OH pulse.  Channels 3 and 4 then provided the TLL signals for the 

Flash Lamp and Q-switch to the Nd:Yag for the second PIV pulse.  The fixed temporal spacing 

between the first and second PIV pulses was achieved by referencing the Flash Lamp signal of 

the second PIV pulse to Channel 1, which was the Flash Lamp signal for the first PIV/OH pulse.  

This temporal spacing between the TTL signals from Channel 1 and 3 was the set ∆t between the 

two PIV pulses that would eventually be used to determine the velocity vector as shown in 

Equation 2-1.  Channels 5 and 6 were then used to trigger the Kodak ES 1.0 camera and the 

National Instruments data acquisition board that collected the two PIV images.  The Princeton 

Instruments PG-200, which provided the high voltage gate pulse to the ICCD, was triggered 

using the Q-switch output from the first PIV/OH pulse.  In this way, all laser and acquisition 

events were referenced to the Flash Lamp signal from Channel 1 on the Quantum Composer.    

 In these unsteady experiments, it was necessary to place all laser and acquisition events 

coincident with specific temporal locations within the sinusoidally forced flow field.  This was 

done by using the speaker oscillation as the reference for all time-delayed laser and acquisition 

events.  This is illustrated in Figure 3-5, which shows the placement of laser and data acquisition 

events relative to the speaker oscillation.  Once the speakers are initiated via the SRS Model 
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DS335 function generator, there is an arbitrary placement of the data acquisition events relative 

to the speaker phase.   

 
Figure 3-5 Timing events of speaker phase and data acquisitions 

 

This relative placement was determined by collecting a signal from a photo diode, which collects 

scattered laser light from the first PIV/OH pulse, and the sinusoidal signal input to the speakers 

that cap the plenums on the counterflow diffusion flame burner.  The photo diode signal or the 

PMT signal as will be seen in Section 3-3-2, effectively identifies the laser and acquisition events 

that are controlled by the Quantum composer (or the two DG-535s in Section 3-3-2) relative to 

the speaker oscillation.  As previously stated, all laser and data acquisition events are fixed 

relative to the Flash Lamp signal of the first PIV/OH pulse (Channel 1).  Channel 1 of the 

Quantum Composer is delayed relative to an internal reference To.  By increasing or decreasing 
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the delay between the Flash Lamp command of Channel 1 and To specific placement of all laser 

and acquisition events can be achieved relative to different phases within the speaker oscillation.      

3-3 2-λ OH Thermometry 

The 2-λ OH PLIF experiments were conducted to determine the response of the reaction 

zone temperature to the unsteady flow field.  The determination of this response is critical as 

reaction zone temperature affects heat release rates and the formation of pollutants such as NOx 

and soot.  Sections 3-3-1 and 3-3-2 describe the experimental layout as well as the timing and 

connections of laser systems and data acquisition systems.  These experiments were much more 

equipment intensive and more challenging with respect to data collection and reduction relative 

to the other experiments conducted in this investigation.  

Two setups were used to perform the 2-λ OH PLIF measurements; where the first is very 

similar to that which is described in Section 3-2.  The second setup is almost identical with the 

exception that it did not allow the saturation of both OH transitions and it used two DG-535 

digital delay generators in place of the Quantum Composer.  Due to the fact that the second 2-λ 

OH PLIF setup is available for use at AERL, it will be described in Section 3-3-1 to provide 

instruction for future students of that lab.  

3-3-1 Simultaneous 2-λ OH PLIF Measurements and Image Correction 

The experimental configuration that was used to perform simultaneous measurements of 

spontaneous fluorescence from two different ground state populations is shown in Figure 3-6.  

The first pulse was provided by a Continuum Jaguar dye laser pumped by the second harmonic 
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of a Continuum Surelite III Nd:Yag laser.  The output of this dye laser (572.8 nm) was then 

frequency doubled by a BBO crystal which yield an output of ~286.4 nm (Q1(14) transition).  

The 286.4 nm beam was then separated from the fundamental beam using a Pellin-Brocca Prism.  

The 286.4 nm beam is horizontally polarized and its polarization was rotated using a 

combination of mirrors that dropped the beams vertical height and its direction.  The 286.4 nm 

beam then travels through a Galilean telescope that is a combination of two cylindrical lenses 

with f = -100 mm and f = 300 mm.  The second pulse was provided from a combination of a 

Lambda Physik FL3002 dye laser pumped by the second harmonic of a Continuum Surelite III 

Nd:Yag.  The fundamental output of this system provided laser light at ~565.3 nm which was 

then frequency doubled using a KD*P crystal to ~282.7 nm (Q1(5) transition).  The 282.7 nm 

beam is horizontally polarized and is passed through a Galilean telescope with ocular and 

objective lenses of focal lengths f = -50.9 mm and f = 100 mm.  The two beams were then 

spatially overlapped using a thin film polarizer, which selectively reflects S-polarized light 

(286.4 nm beam) and passes P-polarized light ( 282.7 nm beam).  The final beam shaping lens, 

which both beams shared, was an f = 1.2 m cylindrical lens. 

It was necessary to use two different telescopes due to the fact that the two output beams 

where too dissimilar with regards to the height of the beams.  The widths of the beams were also 

dissimilar so this required the iterative adjustment of the telescope within the Lambda Physik dye 

laser and subsequently re-optimization of the dye laser until the beam thicknesses were 

approximately equal upon arrival at the final cylindrical focusing lens prior to the burner.  Once 

these adjustments were performed, the beams entering the interrogation region of the flame were 



 

 47

measured to be approximately 5 mm tall by 300 µm wide with an energy of ~2 mJ/pulse, which 

placed the fluorescence in the linear regime. 

Just prior to entering the interrogation region of the flame, a small portion of the beam (~ 

4%) was redirected through a McKenna burner and the resulting fluorescence was used to tune 

on transition and to quantify shot-to-shot energy fluctuations.   

 

 
Figure 3-6 Simultaneous 2-λ OH PLIF Thermometry Setup 

 

The Stokes shifted spontaneous fluorescence was then collected using two Princeton 

Instruments ICCD cameras (576x384 pixels, ~18.5 pixels/mm).  Coupled to the ICCD cameras 

were UV grade 105 mm/f4.5 lenses fitted with UG-11 and WG-320 filters to discriminatorily 
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collect the OH fluorescence.  This combination of filters effectively created a band pass filter 

centered around 340 nm and is shown in Figure 3-1.  
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Figure 3-7 2-λ OH PLIF camera filter combination 

 

 Using the filter combination shown in Figure 3-7 effectively reduced any scattering 

signal from the pump beam to indistinguishable levels.  In previous experiments (Santanionni et 

al., 2001 and Welle et al., to be submitted), a combination of UG-11 and WG305 filters were 

used that allowed some passage of scattered laser light although the scattered signal was ~250x 

smaller than the broad band fluorescence signal collected. 

 Using the UG-11/WG320 filter combination also further reduced the fluorescence signal 

collected from the (0,0) vibrational band, which has higher absorption coefficients, in favor of 
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the (1,1) vibrational band near 315 nm.  This helps to mollify fluorescence trapping effects since 

at 2000 K approximately 92% of the OH radicals are in the v˝=0 vibrational band.  Ideally, it 

would be most beneficial to perform OH excitation of the (1,0) vibrational band coupled with the 

detection of the (1,1) band and this method has been performed (Allen & Hanson, 1986; Dyer & 

Crosley, 1982), but complete segregation of the two bands is not possible (Dieke & Crosswhite, 

1961; Luque & Crosley, 1999). 

 The correction procedure for the OH-PLIF images included subtraction of a background 

flame emission image from the raw image, which was then followed by the division of an image 

that corrected for flat-field and vertical fluctuations of the energy profile of the beam.  This 

correction procedure is illustrated in Equation 3-1.   

 

Equation 3-1 OH-PLIF image correction procedure 

( )
 Flatfield& LaserSheet

&
Image

ImageImageImage tDarkCurrenonFlameEmissRaw
Corrected

−=
 

 

The image that accounted for the laser sheet profile as well as flat field effects was constructed 

by collecting Raleigh scattering from the exit fuel stream.  This inelastic scattering process is 

linear with the input energy of the beam and therefore once normalized facilitated the correction 

for the laser sheet profile and the flat-field correction simultaneously. 

Without correction of flat-field variations of the ICCD camera, significant errors can 

result and lead to possible misinterpretation of observed phenomenon.  Figure 3-8 shows the 
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column averaged result of the normalized flat-field image for the Princeton Instruments ICCD 

camera with the Thompson intensifier chip, which is connected to the ST-130 and Macintosh 

computer.  It is obvious that significant apparent signal reduction can occur due to the 

intensification drop of up to ~30% in the center of the intensifier chip.  In the PLIF/LII 

experiments, the laser sheet propagation is coincident with increasing horizontal pixel location, 

as depicted in Figure 3-8.  Unfortunately, this general profile of the flat-field is oddly similar to a 

situation of linear fluorescence decay coupled with strong absorption/trapping of the spontaneous 

fluorescence in a symmetric flame, which is what is being studied here.  The flat-field for the 

second Princeton Instruments ICCD camera, which has an EEV chip (ST-138 coupled to a PC), 

only showed flat-field fluctuations of less than 5% throughout the entire array and there were no 

notable trends in the intensifier variations.    
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Figure 3-8 Column averaged, normalized flatfield plot for Thompson Chip (Macintosh based 

camera) 
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  Once the above mentioned corrections were performed, the ratio of the images was then 

calculated. These 2D ratio fields were then related to temperatures using a relationship that 

expressed temperature as a function of image ratio. The T(ratio) functional relationship was 

derived from a calibration flame.  It should be noted that no corrections for beam absorption 

were performed as this trend was not distinguishable.  This can be argued to be a result of the 

flame being thin (only needing 12.7 mm of the flame to determine reaction zone temperatures of 

the centerline stagnation streamline).  Also, taking the ratio helps to further mitigate these effects 

as the Einstein B (absorption) coefficients for the two transitions are very similar 

(BQ1(5)/BQ1(14)≈.90). 

 Each reported data point from the first set of temperature measurements (collected at WP 

AFB), which were in the saturation regime, was an average of 20 shots.  In the second set of data 

(collected at AERL), which was in the linear fluorescence regime, each data point was a result of 

a 40 shot average.    

3-3-2 Timing and Wiring 

Figure 3-9 shows the necessary connections between the laser systems, integrating 

boxcars, and camera systems to perform the simultaneous 2-λ OH PLIF thermometry 

measurements.  This experiment requires much more equipment and consideration with respect 

to timing and monitoring issues.  This is primarily a result of the need to constantly monitor and 

tune the doubling crystals as well as checking to verify that the dye lasers have not drifted off 

peak transition.  



 

 52

 
                  Figure 3-9 Wiring diagram for simultaneous 2-λ OH PLIF thermometry 
 

 In this experiment, two DG-535s were used instead of a Quantum composer to control all 

timing issues.  The first DG-535 provided the Flash Lamp signal for both Nd:Yag laser systems 
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from the negative going TTL channel AB.  The output from this channel was also used to trigger 

the second DG-535.  Then the second negative going TTL signals (CD) from the DG-535s were 

used for the Q-Switch signal to the two Continuum Surelite IIIs.  The temporal displacement 

between the two laser pulses was achieved by increasing the Q-Switch delay of the second laser 

pulse, controlled by the second DG-535, by 600 ns.  This resulted in a delay of 600 ns between 

the second OH pulse, which came from the Lambda Physik FL3002 dye laser, relative to the first 

OH pulse, which came from the Continuum Jaguar Dye laser. 

 The first DG-535 also provided the trigger for the PG-200, which in turn triggered the 

ST-130 and collected the first fluorescence event.  The 1 MΩ gate monitor signal from the PG-

200 was then used to trigger the first SR250.  The first SR250 boxcar integrator then collected a 

5x amplified signal from the PMT, which collected fluorescence from the porous plug burner.  

The 5x amplification was achieved by first passing the PMT signal through a SR240.   

The trigger for the PG-10, which collected the second fluorescence event, was received 

from the gate signal of the first SR250.  Upon receiving a trigger from the first SR250, the PG-10 

then triggered the ST-138 so the second fluorescence event could be collected. 

The gate monitor signal from the PG-200 also triggered the second SR250.  A delay of 600 

ns was programmed into the second SR250 so it would collect the 5x amplified signal from the 

second PMT fluorescence event so shot-to-shot energy and wavelength fluctuations could be 

quantified. 

The National Instruments BNC interface board and data acquisition card were triggered 

using the busy signal from the first SR250.  The two integrated outputs were then collected from 
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the two SR250s and digitized.  The signals were collected and saved using a Labview VI, which 

is illustrated in Appendix 1. 

The temporal positioning of the laser pulses and data acquisition events relative to 

temporal locations within the speaker oscillation were achieved by monitoring the signal out 

from the second SR250 relative to the speaker oscillation.  This setup is identical to that depicted 

in Figure 3-5 except the signal out from the second SR250 replaces the photo diode signal.  Also 

as before, all triggering events were referenced to the negative going TTL signal of channel AB 

of the first DG-535.  It was then only necessary to increase or decrease the delay of this trigger 

relative to an internal To reference to shift to positioning of the data acquisition events 

throughout the speaker oscillation.  

Due to the complexity of this experiment, a timing diagram is presented in Figure 3-10.  

This figure illustrates the relative timing of the triggering events of the various laser systems, 

boxcar integrators, and camera systems.  The gate opening events of the two ICCD cameras 

occurred just prior to the passage of the pump beams through the interrogation region.  The gate 

widths were set to 200 ns and as seen in Figure 3-10, the spacing between the openings of the 

two camera gates was 600 ns, which resulted in a time delay of 400 ns between the closing of the 

first camera gate and the opening of the second camera gate.  The 600 ns spacing was more than 

sufficient to ensure no fluorescence signal was collected from the first fluorescence event during 

the second camera gate.  
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Figure 3-10 Timing diagram for 2-λ OH measurements 
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3-4 Laser Induced Incandescence 

Laser Induced Incandescence (LII) measurements were performed to qualitatively 

describe the soot field response to the unsteady flow field.  Extinction measurements were not 

performed in this effort so quantitative soot volume fraction values were not determined, but LII 

is useful in the way that it allows spatially and temporally resolved relative comparisons.  

Section 3-4-1 describes the experimental setup used to execute the experiments and Section 3-4-

2 describes the wiring of the equipment and timing.    

3-4-1 LII Experimental Layout 

The experimental layout for the LII experiments is illustrated in Figure 3-11.  These 

experiments were performed using the first harmonic (1064 nm) of a Continuum Surelite III 

Nd:YAG laser.  The first harmonic of the beam was used to avoid exciting the polycyclic 

aromatic hydrocarbons (PAH) that are nearly spatially coincident with the soot field.  The PAH 

fluorescence signal is many times stronger than the incandescence signal so if not properly 

filtered or excitation avoided, the PAH fluorescence can cause considerable systematic error in 

the measurements.  

Due to the minimal amounts of energy needed for this experiment, ~10% of the output 

1064 nm beam was reflected down the optical path.  The energy was modulated using a 

combination of a 1064 nm λ/2 wave plate and a polarizing beam splitter (PBS).  The PBS 

preferentially transmits P-polarized light and reflects S-polarized light with an extinction ratio of 
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1000:1.  As a result, the amount of energy was easily modulated by adjusting the amount of P-

polarized light present using the λ/2 wave plate.  

The final beam shaping optic was an f = 1.2 m cylindrical focusing lens.  This long focal 

length lens helped to minimize beam size changes through the 25.4 mm interrogation region.  

This optical system resulted in a beam approximately ~7.9 mm in height and ~210 µm thick.  

The amount of energy used for each pulse was ~8.2 mJ which resulted in an energy density of ~ 

0.49 J/cm2.  This energy density was chosen to reduce significant amounts of vaporization of 

smaller soot particles.  This is especially important in a CFDF since the size distribution present 

in the interrogation region at any given time includes the primary particles of ~50 nm up to the 

larger fractal like soot agglomerates. 

 
Figure 3-11 Laser induced incandescence experimental layout 
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The incandescence signal from the heated soot particles was then collected using a 

Princeton Instruments ICCD camera (576x384 pixels, ~19 px/mm).  Coupled to the ICCD 

camera was a UV grade 105 mm/f4.5 lens fitted with a Melles Griot filter to discriminatorily 

collect the incandescence signal.  The Melles Griot filter was centered at 400 nm with a band 

pass of 80 nm.  

The image correction procedure was very simplistic since extinction measurements were 

not performed to relate the signal strength to soot volume fraction (fsv). 

 

Equation 3-2 LII Image correction procedure 

( )
ileSheet ProfLaser 

BackgroundRaw
Corrected Image

ImageLII_ImageLII_Image −
=

 

 

Basically, a background image was subtracted from the raw image and then a normalized laser 

sheet profile image was divided into the image to correct for vertical energy fluctuations of the 

beam.  The laser sheet profile was determined by collecting thermal radiation emitted from a 

target placed in the interrogation region of the flame. 

At each temporal location, 50 images were collected and averaged.  The shot-to-shot 

energy fluctuations were quantified by collecting a reflected portion of the beam and integrating 

it using the SR250 boxcars.  Due to the stability of the laser system, these corrections were very 

small.  In fact, when the energy fluctuations of the laser were monitored over a 10 minute time 

frame, the fluctuations were less than 3% and were not monotonically increasing or decreasing.  

The stability of the Continuum Surelite III was found to be very reliable.  
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3-4-2 Timing and Wiring 

The wiring for the LII experiments is very similar to the previous experiments and is 

illustrated in Figure 3-12.  A DG-535 digital delay generator was used to provide the TTL 

signals to the Nd:YAG laser for the laser events.  The DG-535 was also used to trigger the PG-

200 pulse generator, which in turn triggered the ST-130 controller.    

 
Figure 3-12 Wiring diagram for LII measurements 

  

In the same way as the simultaneous PIV/OH measurements, scattering from a turning 

mirror was collected using a photo diode and the signal was digitized using an oscilloscope along 

with the speaker oscillation trace.  In this way the firing command (negative going AB TTL) to 

the laser could be delayed so proper temporal placement of the laser and acquisition events could 

occur within the speaker oscillation. 
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The opening of the camera gate was coincident with the passage of the laser pulse through 

the interrogation region.  This afforded higher signal-to-noise ratios and is called prompt 

acquisition.  The camera gate width was set to 30 ns so as not to bias the measurements to larger 

particles.  The possible biasing with longer gate widths is a result of smaller particles having 

larger surface to volume ratios and thus cooling quicker and subsequently the signal decays 

faster.    

3-5 Experimental Conditions 

The experiments performed in this investigation were intended to mimic the conditions 

present in an unsteady reacting flow-field.  Before performing measurements, the unforced 

global strain rates (GSR) were quantified by using the following relationship illustrated in 

Equation 3-3, which is the strain rate for an isothermal potential flow. 

 

Equation 3-3 Unforced steady strain rate relation 

L
V2K Air⋅

=   

 

In Equation 3-3, K is the strain rate, Vair is the air velocity at the exit of the upper reactant tube of 

the counterflow diffusion flame burner and L is the separation distance between the reactant 

tubes.  When a steady strain rate value is reported (SSR), this signals that the reported strain rate 

value was determined from velocity field measurements.  The fuel and the air gas streams were 
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momentum matched and for an isothermal flow, the stagnation plane would be in the center of 

the gap between the two reactant tubes.  The flow controllers were calibrated using DryCal DC-

2M positive-displacement volumetric flow meter, which is NIST traceable (DryCal 

documentation).  The necessary flow rates, as determined by the momentum matching of the 

flows, and the corresponding flow meter settings, which are determined after calibration were 

calculated using a MathCAD document and are illustrated in Appendix 2. 

 The frequencies and amplitudes that were studied in this investigation are reported in 

Table 3-1.  In a turbulent reacting flow field, there is a wide range of eddy length and time 

scales.  The idea of this investigation was to simulate the characteristic times scales by varying 

the flow-field frequency.  The length scale is set by the reactant tube exit diameters and the 

different amplitudes represent different turbulence intensities.  Although not shown in Table 3-1, 

a limited number of experiments were also conducted at a forcing frequency of 500 Hz.    

  

Table 3-1 Peak-to-Peak voltage set on the signal generator for each unsteady case 

 Forcing Amplitude (Vp-p on signal generator) 

Freq SSR 30 s-1 SSR 60 s-1 SSR 90 s-1 

(Hz) A1 A2 A1 A2 A1 A2 

30 0.15 0.25 0.15 0.3 0.28 0.56 

50 0.15 0.5 0.15 0.3 0.35 0.7 

100 0.15 0.75 0.15 0.3 0.50 1.0 

200 0.15 1.5 0.15 0.3 0.28 0.56 
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In Table 3-2 and Table 3-3, the strength of these amplitude oscillations is described in terms of 
their strength relative to flow reversal and extinction as previously determined (DeCroix, 1998). 

 

Table 3-2 Forcing amplitude denoted as A1 as a fraction of the flow reversal and extinction voltages and the 
resulting amplitude of the velocity fluctuation 

 Forcing Amplitude A1 

Freq GSR 15 s-1 GSR 30 s-1 GSR 60 s-1 GSR 90 s-1 

(Hz) 
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  

25 1.0 0.38 --- 1.0 0.25 1.7 0.50 0.13 0.7 0.50 0.17 0.6 

50 1.0 0.17 --- 1.0 0.15 0.9 0.50 0.08 0.4 0.50 0.17 0.8 

100 1.0 0.06 --- 1.0 0.05 0.8 0.50 0.05 0.3 0.50 0.14 0.6 

200 1.0 0.06 --- 1.0 0.05 1.0 0.50 0.05 0.4 0.50 0.10 0.5 

 

Table 3-3 Forcing amplitude denoted as A2 as a fraction of the flow reversal and extinction voltages and the 
resulting amplitude of the velocity fluctuation. 

 Forcing Amplitude A2 

Freq GSR 15 s-1 GSR 30 s-1 GSR 60 s-1 GSR 90 s-1 

(Hz) 
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  
revV

V  
extV

V  
steadyU

U max  

25 1.3 0.50 --- 1.7 0.42 2.8 1.0 0.26 1.4 1.0 0.34 1.1 

50 2.9 0.50 --- 3.3 0.50 3.0 1.0 0.15 0.8 1.0 0.34 1.6 

100 8.3 0.50 --- 5.0 0.25 4.0 1.0 0.10 0.6 1.0 0.28 1.2 

200 8.3 0.50 --- 10 0.50 10 1.0 0.10 0.8 1.0 0.20 1.0 
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4 Simultaneous PIV and OH-PLIF Measurements in an Unsteady 

Counterflow Propane-Air Diffusion Flame 

 

Abstract 
 

To study the transient response of a diffusion flame to an unsteady flow-field, 

quantitative measurements of velocity, using Particle Image Velocimetry (PIV), and OH 

measurements, using Planar Laser Induced Fluorescence (PLIF), were made simultaneously in 

an oscillating counterflow diffusion flame.  These non-intrusive measurements were performed 

to spatially and temporally resolve flow-field and flame characteristics as a function of initial 

steady strain rate and forcing frequency.  For the forcing frequencies considered in this study, the 

strain rate fluctuations were found to lag the velocity fluctuations, but the phase difference 

decreased with increasing forcing frequency.  At lower forcing frequencies, the width of the OH 

field responded quasi-steadily, but as the forcing frequency increased, the OH field showed 

transient effects.  The dilatation velocity, defined as the difference between the minimum 

velocity in the preheat zone and the maximum velocity in the reaction zone, was used as a flame 

temperature indicator.  The dilatation velocity revealed that the phase difference between the 

velocity and the temperature increased with increasing forcing frequency, confirming the 

existence of a “diffusion limited” response.  The results presented here help to illuminate the 

interconnecting relationships between the chemistry, fluid dynamics and reactant transport times.       



 

 64

Introduction 

 Turbulent diffusion flames are of particular interest because of their presence in 

most practical combustion devices.  Flamelet theory is a method that characterizes turbulent 

diffusion flames as a collection of strained, laminar, one-dimensional flamelets [1,2], which are 

solely dependent upon the mixture fraction and instantaneous scalar dissipation rate.  The 

flamelets are assumed to respond quasi-steadily to the unsteady strain rates of the turbulent flow-

field.  Recent computational and experimental studies, however, have shown that conditions 

exist where this assumption is invalid [3-6].  If the turbulent Reynolds number is sufficiently 

large, there exists a range of eddy sizes where the characteristic turnover time of the smallest 

eddies is comparable to the diffusion time of the laminar flamelet [3].  The large-scale eddies 

establish the magnitude of the mean strain rate, while the fluctuations around this mean value are 

caused by the smaller eddies.  These conditions can lead to a wide range of characteristic 

frequencies [4].  Thus, it is necessary to investigate the frequency response of flamelets in an 

attempt to extend the applicability of the flamelet theory. 

 The purpose of this investigation was to quantify the strain rate and relative OH 

concentration fluctuations in a propane-air flame subjected to velocity fluctuations.  A 

counterflow diffusion burner was used because it has the same scalar structure as a flamelet in 

the mixing zone of a turbulent reacting flow-field [1].  PIV measurements were used to quantify 

the velocity, strain rate, and phase angle relationships between measured parameters as a 

function of velocity oscillation frequency.  Simultaneously, the OH field was measured using 
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PLIF.  Reaction zone thickness as measured by the width of the OH field, rather than OH 

concentration, is presented in this paper.   

 

Experimental Apparatus and Procedure 

A schematic of the counterflow diffusion flame burner used in this study is shown in 

Figure 4-1.  The burner is a modification of the design described by Puri and Seshadri [7], and 

described in detail in [8].  Briefly, the oxidizer and fuel tubes are 25.4·mm in diameter and have 

a 12.7·mm separation distance.  Plenums located on the fuel and oxidizer sides are capped with 

20·cm loudspeakers, which impose the velocity fluctuations and are driven by an amplified 

signal generator. 

An unsteady flow-field was imposed on the counterflow diffusion flame by inputting a 

sinusoidal voltage signal to the speakers.  The velocity and relative [OH] measurements were 

made as a function of initial steady strain rate (SSR) and forcing frequency.  These 

measurements were made at four temporal locations within the sinusoidal voltage oscillation 

applied to the speakers: the zero amplitude with positive slope (0+), maximum amplitude (Max), 

zero amplitude with negative slope (0-), and minimum amplitude (Min).  The forcing frequencies 

considered in this study were 30, 50, 100, and 200·Hz.  A weak forcing amplitude was applied to 

the flow; Table 4-1 defines this amplitude relative to flow reversal and extinction as previously 

measured [8].   
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Figure 4-2 is a schematic of the PIV-OH measurement system.  The PIV measurements 

were made using two frequency doubled Nd:YAG lasers (λ = 532·nm); in the probe region, the 

thickness of the two sheets were set to 500·µm with a height of·20 mm.  Hollow zeospheres, 

having a mean diameter of 2.2·µm, were used to seed the airflow.  The PIV images were 

recorded using a Kodak interline-transfer digital camera (1008x1012 pixels) fitted with a 

105·mm lens, using an f stop of 8.  An interference filter centered on 532·nm with a FWHM of 

3·nm was used to block background flame emission.  Interrogation regions composed of 64 pixel 

squares (0.9·mm x 0.9·mm) with 75% overlapping were employed for the velocity 

measurements.  Custom software including a cross correlation algorithm was used to derive the 

velocities.       

The OH measurements were made using a Nd:YAG pumped dye laser, which was 

running Rhodamine 590 dye, and the output of which was frequency doubled down to ∼282·nm, 

yielding a 10·ns pulse of approximately 10·mJ in a sheet of approximately 300·µm in width and 

20·mm in height.  The R1(8) transition of the A2Σ+ ← X2Π(1,0) band was excited, partially 

saturating the transition, and detected using a Princeton Instruments ICCD camera.  The R1(8) 

transition was chosen because of its reduced sensitivity to temperature fluctuations; indeed, the 

maximum OH concentration varied by less than 5% from the average cycle value for any of the 

experimental conditions.  A 105·mm/f4.5 lens fitted with UG-11 and WG-295 filters was used to 

collect the OH fluorescence. 

The response of the reaction zone to velocity oscillations was characterized by measuring 

the full width at half maximum (FWHM) of the OH field.  The strain rate was determined by 
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evaluating the gradient of the axial velocity profile at the centerline of the burner on the oxidizer 

side of the stagnation plane.  The centerline velocity was determined by averaging the three 

closest velocity vectors on both sides of the centerline that were at the same axial distance from 

the air tube exit.  This averaged the velocity over 1.16·mm in the transverse coordinate at each 

axial position, which was less than 5% of the air tube exit diameter.   A line was fit to the 

velocity data prior to the preheat zone and the strain rate was then calculated from the fitted line.  

The location of the fitted line relative to the preheat zone is illustrated in Figure 4-3.  Twenty OH 

and PIV images were taken and averaged at each of the four temporal locations within the 

speaker oscillation.  No corrections for thermophoretic effects have been performed on the 

velocity measurements, as previous studies have shown that accurate velocity measurements can 

be performed prior to the preheat zone without accounting for thermophoresis [9].  

 

Results and Discussion 

Due to the stoichiometry in a counterflowing propane-air diffusion flame, the flame is 

located on the airside of the stagnation plane.  The transport of fuel is a result of diffusion, while 

the transport of oxidizer to the flame is a result of convection and diffusion.  This convective-

diffusive coupling on the airside effectively links the chemistry of the flame with the flow-field 

dynamics.  A flame that is subject to a cyclical velocity field, with a characteristic cycle time 

much greater than that of any of the relevant transport times of the flame, should respond in a 

quasi-steady manner.  As the characteristic cycle time of the velocity fluctuations decreases and 
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approaches the relevant transport times of the flame, unsteady or transient characteristics in the 

flame behavior begin to appear.   

The measured strain rates and FWHM of the OH field for an initial SSR of 74·s-1 are 

plotted in Figure 4-4 at the four temporal locations in the speaker oscillation for all four forcing 

frequencies.  At a forcing frequency of 30·Hz, the instantaneous strain rate continuously 

increases from the temporal locations of 0+ to 0-, as seen in Figure 4-4a.  During this period, the 

OH field narrows continuously.  Between the 0- and Min locations, the instantaneous strain rate 

decreases and the OH layer thickens.  It was also found that when the instantaneous strain rate 

for the forced flames was above the steady strain rate, the OH field was thinner than the steady 

case.  The converse of this was also found to be true.  The strain rate and OH field behavior at a 

forcing frequency of 50·Hz mimicked the behavior found at 30·Hz, as seen in Figure 4-4b.  If the 

flame were responding steadily, increasing the strain rate would be accompanied by an increase 

in the convective velocities at the edge of the convective-diffusive zone of the flame.  With this 

elevated supply of cool reactants, the flame would move closer to the stagnation plane, due to 

stoichiometry, and the flame would also cool and become thinner.  Thinning of the flame with 

increasing strain rate has been found previously in experimental and numerical studies [10,11].  

Thus, from Figure 4-4 a and b, the OH field, and hence the flame, is responding to the 

instantaneous strain rate in a quasi-steady manner, at forcing frequencies of 30 and 50·Hz.  Note 

that cyclic behavior of the OH concentration has been found previously in a N2 diluted methane-

air flame [6]. 
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As the forcing frequency was increased to 100 Hz, the strain rate was found to increase 

continuously between the temporal locations of 0+ and 0- and then decreased between the 

locations of 0- and Min, as seen in Figure 4-4c.  This is similar to the behavior found for lower-

frequency oscillations.  The OH field width was found to increase between the temporal location 

of 0+ and Max and then decreased continuously between the Max and Min locations.  Thus, for 

the 100·Hz case, between the 0+ and Max locations, there is an increase in the instantaneous 

strain rate that is accompanied by an increase in the width of the OH layer.  Also, between the 0- 

and Min locations, a decrease in the instantaneous strain rate is accompanied by a decreasing 

width of the OH layer.  Similar behavior was also noted when the forcing frequency was 

increased to 200 Hz, which is shown in Figure 4-4d.  At 200·Hz, the strain rate decreased 

between 0+ and Max and then continuously increased between the Max and Min temporal 

locations.  The OH field width increased between the locations of 0+ and 0- and then decreased 

between 0- and Min.  Between the Max and 0- locations, there is an increasing strain rate and an 

increasing OH field width.  Thus, the OH field does not respond quasi-steadily to the 

instantaneous strain rate at forcing frequencies above 100·Hz. 

As illustrated in Figure 4-4, the maximum strain rate occurs at the 0- temporal location 

for the 3 lower frequencies, but at the Min location for the 200·Hz case.  Although a frequency 

dependant phase angle relationship between the strain rate and width of the OH field seems 

apparent, it cannot be directly deduced from Figure 4-4.  This is due to a frequency dependant 

phase angle that exists between the speaker motion and the applied voltage [8].  Although only 

four temporal locations were measured for each flame condition, phase-angle relationships were 
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still resolvable with this limited temporal sampling.  Because the speakers are oscillating in a 

sinusoidal manner, previous studies have shown that parameters dependent upon their motion, 

such as the air exit velocity, respond similarly [6,8,12].  The measured results of the velocity, 

strain rate, and the OH field were fitted to an offset sine function, as shown by Equation 1, to 

determine phase angle relationships. 

V = V0 + V1 ⋅sin(ω ⋅ t + V 2)                    (1) 

Here, V0 is an offset value, V1 is half the peak-to-peak difference, V2 is the phase difference, t is 

the temporal location in the oscillation, and ω is equal to 2πf, where f is the forcing frequency.  

The parameters V0, V1, and V2 were determined from the measured data.   

     Figure 4-5 shows a typical plot of the normalized measured velocity and strain rate 

with the corresponding fitted curves plotted versus time for a forcing frequency of 50·Hz.  

Subtracting V0 and then dividing by V1 normalizes the measured data and fitted curves.  Good 

agreement was found between the measured data and the fitted sine functions.  The velocity 

measurements reported in Figure 4-5 correspond to the closest point to the flame that was not 

affected by heat release.  This location was used because the relevant marker of the flow-field 

exists in the region where strain rate is measured instead of the nozzle exit [12].  This is a result 

of a phase difference between the air exit velocity and the velocities just prior to the preheat 

zone.  As can be seen in Figure 4-5, the strain rate is lagging the velocity.  Under isothermal 

conditions or cyclic oscillations which have cycle times much longer than relevant transport 

times of the flame, the velocity and the strain rate will be in phase.  Figure 4-6 shows the phase 

angle relationship between the velocity and strain rate as a function of frequency for steady strain 
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rates of 23·s-1, 44·s-1, and 74·s-1.  For all strain rates, the phase difference between the strain rate 

and the velocity is decreasing as the forcing frequency is increased from 30 to 200·Hz.  

Egolfopoulos and Campbell [4] performed a detailed numerical study of the frequency response 

of counterflowing strained diffusion methane/oxygen/nitrogen flames.  For a flame with a mean 

strain rate of 400·s-1, they found the strain rate was in phase with the velocity for forcing 

frequencies below 10·Hz.  Above forcing frequencies of 10·Hz, a phase difference was present 

between the strain rate and the air exit velocity, which reached a maximum and then began to 

decay back to zero as the forcing frequency continued to increased.  The phase difference 

between the velocity and the strain rate was found to be induced by a systematic increase in a lag 

between the velocity and thermal expansion, which follows the phase shifted maximum cyclic 

temperature.  The magnitudes of the oscillations in maximum temperature were also found to 

decrease as the forcing frequency increased.  Sensitivity of strain rate to thermal expansion has 

been observed and investigated in previous studies [10,13,14].  Experimental results of the phase 

difference between velocity and strain rate presented in this study support the numerical results 

of Egolfopoulos and Campbell [4]. 

 Figure 4-6 also illustrates that, generally, the phase difference between the velocity and 

strain rate is decreasing with decreasing initial steady strain rate.  Increasing mean strain rates 

result in increased mean velocities at the edge of the convective-diffusive zone on the air side 

and thereby reduce the diffusive time necessary for the oxidizer to be transported to the reaction 

zone.  Consequently, higher forcing frequencies will be necessary to induce a phase difference.  

An analogy has been presented between the attenuation of spatial gradients in viscosity for 
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Stoke’s second problem and the attenuation of spatial gradients of reactants with increasing 

forcing frequency [4].  With increasing strain rate, the frequency at which phase-shifted 

temperature (thermal expansion) effects decrease their influence on the strain rate will increase.  

Ultimately, this means an increasing strain rate should shift the location where the phase 

difference of the strain rate becomes non-zero, reaches a maximum, and decreases back to zero 

to higher forcing frequencies.  The general trends shown in Figure 4-6 support this description. 

 A flame temperature marker was derived to help confirm the phase shifting behavior of 

the maximum temperature.  Although no corrections for thermophoretic forces have been made 

to the velocities in the heat release zone, the difference between the maximum velocity in the 

reaction zone and the minimum velocity in the preheat zone, as shown in Figure 4-3, was used as 

an indicator of the flame temperature.  The increasing velocities in the reaction zone are a result 

of density changes resulting from heat release, so the general behavior of the changes in velocity 

should follow the temperature trend.  This velocity difference will be referred to as the dilatation 

velocity.  Figure 4-7 shows the phase difference between the air velocity and the dilatation 

velocity as a function of frequency and initial steady strain rate.  The magnitude of the phase 

difference was found to increase with increasing forcing frequency, which suggests there is a 

systematic increase in the phase difference between the velocity and the temperature.  The time 

associated with the increasing phase difference is likely related to a diffusion time.  As the 

forcing frequency is increased, the time rate of change of reactants delivered to the edge of the 

convective-diffusive zone increases; however, a finite amount of time is still necessary for the 

reactants to diffuse to the flame front.  As the forcing frequency increases, this diffusion time 
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becomes larger relative to the cycle time of the oscillation, which in turn shows up as an 

increasing phase difference.  This “diffusion limited” response has been observed in previous 

numerical studies [3,4].                 

Conclusions 

 The response of a propane-air counterflow diffusion flame subjected to an unsteady flow-

field was investigated to increase fundamental understanding of turbulent flame behavior and to 

help qualify the quasi-steady assumption used in flamelet theory.  The conclusions drawn from 

this investigation are as follows: 

1) The width of the OH field appears to be responding quasi-steadily to the instantaneous 

strain rate for forcing frequencies of 30·Hz and 50·Hz; the calculated phase difference 

between the strain rate and width of the OH field are 183° and 185° respectively.  

However, at forcing frequencies of 100·Hz and 200·Hz, the phase lag of the OH field 

thickness grew to 210° and 241°, respectively. 

2) For the weakly forced flames presented in this report, the sinusoidal response of the 

velocity, strain rate, and width of the OH field correlated well with the speaker 

oscillations at the given frequency.   

3) A phase difference was present between the velocity and the strain rate, which was found 

to decrease with increasing forcing frequency.  This apparently results from the 

distortions imposed on the velocity field due to a phase shifted thermal expansion. 

4)   The dilatation velocity was used as an indicator of flame temperature.  The phase 

difference between the velocity and the dilatation velocity was found to increase with 
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increasing forcing frequency.  This increasing phase difference suggests the transport of 

reactants through the reactive-diffusive zone of the flame is the limiting step in the 

response of the flame sheet.  
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Table 4-1 Voltage amplitude relative to flow reversal and extinction amplitude 

Freq   V    V    V    V    V    V  
(Hz) Vrev Vext Vrev Vext Vrev Vext
30 1 0.25 0.5 0.13 0.5 0.17
50 1 0.15 0.5 0.08 0.5 0.17
100 1 0.05 0.5 0.05 0.5 0.14
200 1 0.05 0.5 0.05 0.5 0.1

SSR 23 s-1 SSR 44 s-1 SSR 74 s-1
Forcing Amplitude
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Figure 4-1 Schematic of counterflow diffusion flame burner  
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Figure 4-2 Optical Layout for PIV and OH-PLIF measurements 
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Figure 4-3 Velocity field data showing the linear fitted line for strain rate calculations.  Also shown are the 

velocities used to determine the dilatation velocity 
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Figure 4-4 Strain rate and FWHM of the OH field results for SSR 74·s-1 and all forcing frequencies.  Error 

bars of one standard deviation have been included for the OH fields FWHM on the 30 Hz and 200 Hz forcing 
frequencies as well as for the strain rate at 30 Hz.  Error bars for the strain rate were excluded on the 200 Hz 

forcing frequency plot for clarity.  The fitted strain rate sine wave curve is also included on the 100 Hz 
forcing frequency plot 
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Figure 4-5 Normalized velocity and strain rate data with their fitted curves for SSR 74·s-1 and 50·Hz.  The 
solid circles are the measured velocities and the dashed line is the fitted sine function to the velocity data.   

The filled squares are the measured strain rates and the solid line is the fitted sine function for the strain rate 
data 
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Velocity-Strain Rate Phase Relationship
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Figure 4-6 Phase difference relationships between the air velocity and the strain rate as a function of 
frequency for initial steady strain rates of 23·s-1, 44·s-1, and 74·s-1.  The circles connected by solid lines 

represent the 23·s-1 data, the squares represent the 44·s-1 data, and the triangles represent the 74·s-1 data 
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Dilatation Velocity-Velocity Phase Relationships
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Figure 4-7 Phase difference relationships between the dilatation velocity and the air velocity.  The circles 
connected by solid lines represent the 23·s-1 data, the squares represent the 44·s-1 data, and the triangles 

represent the 74·s-1 data.  The change in velocity was determined by the difference between the maximum 
velocity in the reaction zone and the minimum velocity in the preheat zone 
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Response to written questions 

Q1 from Sebastien Candel, Ecole Centrale Paris 

Question:  One characteristic time of a strained diffusion flame is just the inverse of the strain 

rate.  This could be used to define a dimensionless frequency and this might allow you to 

collapse the data gathered in these experiments. 

 

Answer:  Following the work of Egolfopoulos and Campbell [ref 4], a dimensionless Stokes 

parameter may be defined as (πf/k)1/2, where f is the forcing frequency and k is the steady strain 

rate.  If the change in thickness of the OH zone through the oscillation, normalized by the steady 

thickness, is plotted against the log of this Stokes’ parameter, all the data from the four forcing 

frequencies (30, 50, 100 and 200 Hz) and three different initial strain rates (23, 44, and 74 s-1) 

collapse very well onto a single line with a fairly steep negative slope.  The Stokes’ parameter 

ranges from 1 to 6 in these experiments; Ref 4 shows a negative slope when the normalized 

maximum temperature is plotted over this range as well. 

 

Q2 from Jay Jeffries, Stanford University 

Question:  Could you qualify the uncertainty on temperature and spatial resolution?  It appears 

you have drawn conclusions from temperature variations of 15 K and spatial (OH FWHM) 

variations of 10’s of µm. 
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Answer:  First, allow us to make a correction to Fig. 4 of the paper; the OH Field Widths, shown 

as the y-axis, should be scaled up by a factor of 3.5.  With this correction, the maximum delta in 

OH field width throughout the oscillations range from 280 �m at 30 Hz to 31 �m at 200 Hz.  

While these differences are small, from 3 to 30% of the steady width (880 �m), they are real and 

very repeatable.  The axial OH profile was averaged about the centerline in the radial direction 

over 3 mm (60 pixels), and 20 OH PLIF images were averaged to get the final OH field width.  

The standard deviation among these 20 images at each location within the oscillation was 

typically less than 1% and always less then 2%.  Thus, while our smallest delta in field width is 

0.7 pixels wide, due to the radial averaging, we believe this is a real result.  The standard 

deviation in temperature is very similar.  So, while the absolute temperatures are no better than to 

within 50 K, the relative temperatures throughout the oscillation are much better.  Further details 

regarding the thermometry are forthcoming. 
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5 The Response of a Propane-Air Counter-Flow Diffusion Flame Subjected 
to a Transient Flow Field 

 

Abstract 

OH planar laser-induced fluorescence (PLIF) and particle image velocimetry (PIV) have 

been used to study the frequency response of laminar C3H8-air counterflow diffusion flames, and 

thereby the adequacy of the steady-flamelet model for turbulence.  PIV was used to determine 

the flame strain rate, while OH PLIF was used both to measure temperature at the flame front, 

using the two-line PLIF technique, and the reaction-zone width.  Both measurements 

demonstrate the existence of a diffusion-limited frequency response of flames subjected to a 

time-varying flow field.  At the 30-Hz and 50-Hz forcing frequencies, the maximum reaction-

zone temperature and width were found to respond quasi-steadily.  However, at higher forcing 

frequencies—that is, 100 and 200 Hz—transient behavior is evident from the phase relationship 

between the imposed sinusoidal strain rate and the resulting peak temperature and reaction-zone 

width.  The measured values of the OH-field widths (FWHM) were fit well by an offset sine 

function.  In all cases when the oscillation amplitude (from the sine-curve fit) is normalized by 

the cycle mean strain rate and plotted against the non-dimensional flow field frequency, it 

collapses onto a single line with a steep negative slope. 



 

 87

Introduction 

Many practical combustion devices rely on turbulent diffusion flames due to their higher 

heat release rates.  For this reason, great efforts have been expended to further the fundamental 

understanding of these types of flames.  Flamelet theory is a method that characterizes turbulent 

diffusion flames as a collection of strained, laminar, one-dimensional flamelets [1,2], which can 

be fully characterized by the mixture fraction and instantaneous scalar dissipation rate.  These 

flamelets are assumed to respond quasi-steadily to the unsteady strain rates of the turbulent flow 

field.  Recent computational and experimental studies, however, have shown that conditions 

exist where this assumption is invalid [3-6].  If the turbulent Reynolds number is sufficiently 

large, there exists a range of eddy sizes where the characteristic turnover times of the smallest 

eddies are comparable to the diffusion times of the laminar flamelets [3].  This also leads to a 

wide range of characteristic frequencies [4].  Therefore, it is necessary to investigate the 

frequency response of flamelets to extend the applicability of the flamelet model. 

The purpose of this investigation was to quantify the response of the reaction-zone 

temperature and thickness and the local strain rate to a time-varying flow field.  A counterflow 

diffusion burner was used because the associated flame has the same scalar structure as a 

flamelet in the mixing zone of a turbulent reacting flow field [1].  The temperature field in the 

reaction zone was experimentally determined using two-line OH planar laser-induced 

fluorescence (PLIF) thermometry.  Particle image velocimetry (PIV) was used to quantify the 

velocity and strain rate relationships between measured parameters as a function of flow rate 

oscillation frequency.  Simultaneous with velocity, the OH-field width was measured using 
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PLIF.  Reaction-zone thickness was characterized by the full width at half maximum (FWHM) 

of the OH field.      

Experimental Apparatus and Procedure 

 A schematic of the counterflow diffusion flame burner used in this study is shown in Figure 

5-1.  The burner is a modification of the design described by Puri and Seshadri [7] and is 

described in detail in ref. [8].  The oxidizer and fuel tubes are 25.4 mm in diameter.  A 12.7-mm 

separation distance between the reactant delivery tubes was used in this study.  Plenums located 

on the fuel and oxidizer sides are capped with 20-cm loudspeakers, which impose the velocity 

fluctuations and are driven by an amplified signal generator. 

An unsteady flow field was imposed on the counterflow diffusion flame by providing a 

sinusoidal voltage to the speakers.  Velocity and relative [OH] measurements were made as a 

function of initial steady strain rate (SSR) and forcing frequency [9]. These measurements were 

made at four temporal locations within the sinusoidal voltage oscillation applied to the speakers: 

1) zero amplitude with positive slope, designated 0+; 2) maximum amplitude, designated Max; 

3) zero amplitude with negative slope, designated 0−; and 4) minimum amplitude, designated 

Min.  The forcing frequencies considered in this study were 30, 50, 100, 200 and 500 Hz.  

Results for three flow conditions are reported in this study and are given in Table 5-1 below in 

standard liters/min, slpm (where “standard” refers to STP conditions).  These flow rates 

determine the steady strain rate (SSR), which is defined here as the gradient of the airside axial 

velocity just prior to the heat release zone.   
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 When possible, non-intrusive techniques are preferred over physical probes when performing 

combustion measurements.  In this study, two-line OH-PLIF thermometry was chosen because it 

is non-intrusive and has been shown to be a successful method for measuring flame temperature 

[10-12].  However, this technique is not without its drawbacks, including bias associated with 

absorption and radiation trapping, electronic quenching, and dye laser wavelength drift.  Figure 

5-2 is a schematic of the two-line OH PLIF measurement system used in this study.  The OH 

measurements, which were used to characterize the response of the temperature field of the 

reaction zone, were made using two Nd:YAG-pumped dye lasers.  The output of each dye laser 

was frequency doubled (to ~282 nm and ~286 nm), yielding a 10-mJ, 10-ns pulse.  Each beam 

was formed into a sheet using a negative cylindrical lens and a positive (1 m focal length) 

spherical lens.  The two beams were then overlapped using a polarization-based beam combiner.  

At the probe region, the resulting sheet dimensions were measured to be approximately 300 µm 

(width) by 10 mm (height).  Note that the variation in the thickness across the probe region was 

small due to the long focal length of the focusing lens.  

 The Q1(5) and Q1(14) transitions of the A2Σ+ ← X2Π (1,0) band were excited and the 

fluorescence detected using intensified charge-coupled device (ICCD) cameras.  UV 105-mm, 

f/4.5 lenses, fitted with UG-11 and WG-295 Schott glass filters were used to collect the OH 

fluorescence and block laser scattering.  Here, the field of view of each ICCD camera was 14 

mm × 9.5 mm, and the 576 × 384 pixel array was binned 2 × 2, resulting in a scaling factor of 

20.3 pixels/mm.  The fields of view of the two cameras were overlapped using a transparent 

target—one employing both a course grid, with 2.5-mm line spacing, and a fine grid, with 0.5-
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mm line spacing—which was placed in the probe region during alignment.  A delay generator 

controlled timing and triggering for the lasers and digital cameras.  An oscilloscope was used to 

display the speaker oscillation relative to a photodiode signal, which was collected from a laser-

beam reflection just prior to the counterflow burner.  Using these two signals, it was possible to 

phase lock the timing of the laser pulses with a chosen temporal location in the speaker 

oscillation by simply delaying the initial trigger in the delay generator.  

Prior to entering the interrogation region of the flame, portions of the two UV pulses 

were redirected across a porous plug burner, and the resulting fluorescence was detected using 

two photomultiplier tubes (PMTs), one for each pumped transition, located on either side of the 

flame.  The output of each PMT was then integrated using a gated integrator/boxcar averager.  In 

this way, LIF signals from each laser were monitored to mitigate dye laser wavelength drift and 

energy fluctuations. 

To derive temperatures from the two OH PLIF measurements, it was necessary to first 

calibrate the two OH PLIF systems using a known temperature.  A 25-mm-square Hencken 

burner employing CH4 and air was used for this purpose [13].  Though this burner is normally 

used in a non-premixed mode with H2 and air, here the CH4 and air were premixed at the air-side 

port. Table 5-2 shows the equivalence ratios used in the CH4-air Hencken flame, the resulting 

measured image intensity ratios, and the calculated adiabatic equilibrium flame temperatures.  

Over this range of conditions, this flame has also been studied with the Rayleigh/Raman 

scattering technique, and the derived temperatures are within 50 K of the adiabatic equilibrium 

result [14].   
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As expected, the ratio IQ1(5)/IQ1(14) will vary significantly with temperature, and is shown 

in Figure 5-3 by a calculation of the relative Boltzmann fractions for the two states.  A second-

degree polynomial was used to fit a calibration curve to the Hencken burner temperatures.  All 

maximum reaction-zone temperatures reported in this paper are within the bounds of the 

Hencken burner’s calibration temperatures. 

Mass flow controllers were used to meter the flows of both the C3H8-air counterflow 

diffusion flame and the CH4-air Hencken calibration flame and the meters were calibrated using 

a DryCal DC-2M positive-displacement volumetric flow meter. 

As noted above, accuracy of two-line OH LIF thermometry is affected by absorption and 

electronic quenching, the latter due to the variation in the electronic quenching rate between the 

N′ = 5 and 14 states.  To help mitigate these sources of bias, fluorescence measurements of both 

the Q1(5) and Q1(14) transition were performed in the saturation regime.  The correction 

procedure for the raw Q1(5) images only included the subtraction of a background image since 

the transition was well saturated.  For the Q1(14) images, the correction procedure also included 

correcting for flat field effects of the ICCD because large variations in gain were noted over the 

intensifier array.  Once these corrections were performed, the ratio of the Q1(5) and Q1(14) 

images were related to temperature using the Hencken burner calibration. 

Subsequently, the maximum centerline temperature, Tmax, was determined at each 

temporal location.  This was done by row averaging a region that was 40 super-pixels (binned 2 

× 2) wide (20 on either side of the centerline of the reactant tubes); this corresponds to a region ∼ 

2 mm wide.  Figure 5-4 shows the centerline temperature for the unforced (steady) case with a 
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SSR of 44 s-1; here Tmax was found to be 2113 K with this procedure. The adiabatic equilibrium 

temperature for a stoichiometric C3H8-air mixture is about 100 K higher than this value.  

Presumably, this difference of ~100 K represents the bias error in the temperature measurements 

resulting from uncertainty in the true calibration flame temperature [17], from the correction 

procedure, the temperature dependence on strain rate, and radiation.  Nonetheless, this accuracy 

was sufficient to accomplish the primary goal, namely the observation of temperature variations 

with strain rate and forcing frequency. 

 Figure 5-5 is a schematic of the OH-PLIF/PIV system. This setup is identical to a previously 

used configuration, which was reported and can be reviewed in [9].  Briefly, the PIV 

measurements were made using two frequency-doubled Nd:YAG lasers (λ = 532 nm), one of 

which was also employed to pump a dye laser.  The images were collected using a Kodak ES1.0 

interline-transfer CCD camera.  As can be seen from Figure 5-5, the OH PLIF measurement was 

temporally coincident with the first PIV frame; timing for the second PIV frame was selected to 

achieve reasonable particle displacements, typically 10 to 20 pixels on the CCD array.  Custom 

software using a cross correlation algorithm was then used to derive velocity from the scattering 

images. 

 Clearly, one difficulty of employing particle-based techniques such as PIV (or laser Doppler 

velocimetry, LDV) in a counterflow burner arises from the phenomenon of thermophoresis.  

Thermophoresis—which has been studied in detail by Sung et al. [15] in the context of flame 

velocity measurements—is the tendency for the particle to drift down the temperature gradient; 

Sung and coworkers showed that near the region of the maximum temperature gradient, velocity 
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measurement error can be as large as 10 to 15 cm/s.  Here, however, velocity measurements were 

made only in the preheat zone where the temperature gradients will be small.  Thus, error in the 

PIV velocity measurement will also be small.   

The OH-field width measurements, which were used to characterize the reaction zone’s 

response, were made in the same fashion as the two-line measurements.  The R1(8) transition of 

the A2Σ+ ← X2Π (1,0) band was excited, partially saturating the transition, and the fluorescence 

was detected using an ICCD camera.  The R1(8) transition was chosen because of its ground state 

population’s low sensitivity to the temperature changes considered in this study.  Twenty OH 

and PIV images were taken and averaged at each of the four temporal locations within the 

speaker oscillation.  The response of the reaction zone to velocity oscillations was characterized 

by measuring the full width at half maximum (FWHM) of the OH field.  The strain rate was 

determined by evaluating the gradient of the measured axial velocity profile at the centerline of 

the burner on the oxidizer side of the stagnation plane prior to the heat-release zone, as illustrated 

in Figure 5-6.  Here, the heat-release zone is clearly evident from the increase in the velocity in 

the region between 0.6 and 0.75 cm from the air-tube exit.  As noted above, the location of the 

strain rate measurement is not coincident with the region of large heat release, and therefore is 

minimally affected by thermophoretic velocity bias. 

Results and Discussion 

 As previously stated, a fundamental assumption of the flamelet model is that the flamelet 

responds quasi-steadily to the flow field.  If this condition holds true, the flamelet can be fully 

characterized by the mixture fraction and the instantaneous scalar dissipation rate.  However, if 



 

 94

the flamelet is subjected to rapid changes in strain rate, a more detailed description of the system 

is required [2,4,9]. 

 The measured strain rates and the maximum reaction zone temperatures, Tmax, are plotted in 

Figure 5-7 for a SSR of 44 s-1 (unforced flow conditions) at various forcing frequencies.  The 

precision of the mean measurements is given by the standard deviation of the mean, defined in 

the conventional sense as the standard deviation of parameter x, σx, divided by the square root of 

the number of samples, Nxx σσ ≡ .  For the temperature, Tσ  varied between 5 and 29 K, 

whereas for the strain rate measurements, Kσ varied between 0.4 s-1 and 1.3 s-1.  The full error 

bar length represents twice σx. 

 At a forcing frequency of 30 Hz (Figure 5-7 A), the measured strain rate increases between 

the temporal locations of 0+ and 0− from 30 s-1 to 73 s-1.  During this period Tmax decreases from 

2153 K to 2055 K.  Then, between locations 0− and Min, the strain rate decreases to 41 s-1 and 

Tmax increases to 2129 K. At this forcing frequency, the flame appears to be responding in a 

quasi-steady manner, i.e., with increasing strain rate, Tmax decreases, and when the strain rate 

decreases, the Tmax increases.  However, for steady strain rate, the Tmax continuously decreases 

with increasing strain rate (decreasing Damkohler number) due to increasing thermal and species 

concentration gradients, which can eventually lead to extinction of the flame.  

 As the forcing frequency increased to 50 Hz (Figure 5-7 B), the measured strain rate is found 

to increase from 38 s-1 to 64 s-1 between the 0+ and 0− locations, while Tmax decreases from 2116 

K to 1942 K.  Between the 0− and Min phases, the strain rate decreases to 41 s-1 and Tmax 
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increases to 2091 K.  Thus, as evidenced by this phase relation between imposed strain and Tmax 

(i.e., ∼180° out of phase), the flame is responding in a quasi-steady manner at both 30 and 50 Hz. 

 The flame behavior shows unsteadiness when the forcing frequency is increased to 200 Hz.  

Between the locations of 0+ and Max, the strain rate decreases from 58 s-1 to 41 s-1 while Tmax 

decreases from 2105 K to 2071 K.  Tmax then shows a small decrease to 2064 K at 0− and finally 

drops to 2037 K at the Min location.  The strain rate shows a reasonable increase between Max 

and 0− to 54 s-1 and continues to increase to 60 s-1 at the Min location in the speaker oscillation.  

Based upon the reaction-zone temperatures at the 200 Hz forcing frequency, there appears to be a 

phase shift between the imposed strain rate and the maximum temperature in the reaction zone. 

 A reasonable sinusoidal fit with the measured strain rate and maximum reaction zone 

temperature can be made at forcing frequencies of 30 and 50 Hz, but is unsatisfactory at 200 Hz 

where the uncertainty in the measurements is also largest (and the fluctuation in temperature is 

relatively small).  Other than inherent experimental uncertainty, the agreement between the fitted 

curves and the measured data is affected by non-sinusoidal flame response, which has been 

attributed to leakage of reactants through the reaction zone [4], as well as the complex coupling 

of temperature and flow-field conditions which lead to soot formation. 

 Figure 5-8 illustrates the response of Tmax and the strain rate for the same unforced flow 

conditions (SSR = 44 s-1), but with smaller oscillation amplitudes at 30 and 200 Hz.  Smaller 

fluctuation amplitudes were also investigated to test conditions that were far from extinction and 

would experience minimal reactant leakage.  For the flows shown in Figure 5-8, the amplitude 

oscillations were 13 and 5 % of the extinction amplitude for 25 Hz and 200 Hz forcing 
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frequencies [8].  A good sinusoidal fit can be made here (in contrast to the case illustrated in 

Figure 5-7(C)).  Particularly interesting is the result shown in Figure 5-8 (B), where the strain 

rate and the maximum reaction zone temperature are approximately in phase at the 200 Hz 

oscillation frequency, which is a significant departure from quasi-steady behavior.  This result 

further illustrates the diffusion limited frequency response of the reaction zone as previously 

illustrated [4,9,18]. 

 The amplitude of oscillation is the same for both conditions shown in Figure 8, but the peak-

to-peak amplitude of Tmax is 49 K for the 30 Hz case and 90 K for the 200 Hz case where the 

mean fitted temperature for the two cases only varies by 5 K.  Based upon previous results, we 

may expect the amplitude to decrease with increasing forcing frequencies.  Soot production, 

however, could be a significant factor; indeed, earlier measurements found peak soot volume 

fraction measured at a 25 Hz oscillation were greater and had a 40% difference compared to the 

200 Hz oscillation case [8].  Also, the soot volume fraction fluctuations for the initial flow 

conditions shown in Figure 5-8 become insensitive above 100 Hz [8]. 

 Previously, the “dilatation velocity” was used as a qualitative flame-temperature marker [9].  

The dilatation velocity was defined as the difference between the minimum velocity just prior to 

the heat-release zone and the maximum velocity in the heat-release zone; or about 26 cm/s based 

on the velocities shown in Figure 5-6.  An increasing phase angle was found between the strain 

rate oscillations and the dilatation velocity with increasing forcing frequency.  Due to the 

precision of the measurements, sampling of four temporal locations is not sufficient to properly 

resolve the frequency response of Tmax accurately enough to determine phase-angle relationships.  
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Therefore, only qualitative comparisons can be made between the maximum temperature in the 

reaction zone and the instantaneous strain rate.   

In Figure 5-9 the relationship between the strain rate and the width (FWHM) of the OH 

field is shown for three forcing frequencies for the SSR of 44 s-1 with the same flow and 

oscillation amplitude conditions illustrated in Figure 5-7.  As seen in the relationship between 

imposed strain rate and the maximum reaction zone temperature, with forcing frequencies of 30 

Hz and 50 Hz, the OH field appears to be responding quasi-steadily to the instantaneous strain 

rate:  as strain rate increases, the reaction zone width, indicated with the OH–field width, 

decreases and vice versa.  Between the temporal locations 0+ and 0−, the strain rate increases 

continuously, while the FWHM of the OH field continuously decreases.  Between the 0− and 

Min locations, the converse is seen at 30 Hz and 50 Hz forcing frequencies. 

As with the temperature measurements, unsteady behavior is found for the OH-field 

width at a forcing frequency of 200 Hz when considering the four measured points in the 

oscillation.  Between the Max and 0- locations, the strain rate and the OH-field width are both 

increasing.  From the results shown in Figure 5-7 and Figure 5-9, higher temporal sampling is 

necessary to properly describe the behavior at a forcing frequency of 200 Hz. 

Now, consider OH-field FWHM measurements in Figure 5-10, which correspond to the 

same conditions illustrated in Figure 5-8.  At the lower amplitude and 30 Hz forcing frequency, 

the OH field and strain rate are almost 180° out of phase as expected in a quasi-steady flame.  As 

with the maximum reaction zone temperature measurements at 200 Hz, a considerable departure 

from quasi-steady behavior is found: the strain rate and the OH-field thickness are approximately 
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in phase, showing the presence of a diffusion limited frequency response of the flame.  

Essentially, the flame will respond to the reactants delivered to the flame front, but as the time 

rate of change of reactants delivered to the edge of the convective diffusive zone increases and 

approaches a characteristic diffusion time, a phase-shifted response of the flame will occur.  

In a numerical study of an opposed-flow CH4-air flame, Im, et al., [16] showed that 

stoichiometric scalar dissipation rate χst is more closely correlated than the air-side strain rate (as 

defined in Figure 5-6) with the unsteady flowfield [16]. More specifically, Im, et al., found the 

following:  1) at low flow-field oscillation frequency, the resulting χst follows more closely 

steady-flame response (than does Kair); and 2) the phase variation of χst is monotonically 

increasing with increasing flow-field oscillation frequency, whereas with Kair the phase variation 

increases initially and then decreases beyond 200 Hz.  Of course, Kair is much easier to measure, 

and so in spite of its deficiencies, it has been used in the present study.  As previously suggested, 

when the flame is responding steadily, the scalar dissipation rate scales directly with strain rate 

[19]. 

Figure 5-11 (C) shows the results of a SSR 84 s-1 case with a 500 Hz oscillation.  The 

measured strain rate response is reasonably sinusoidal, but no discernable trends are seen in the 

OH-field response.  This would suggest that at this oscillation amplitude and frequency, the 

changes are undetectable with the resolution used for these measurements.  In general, the OH-

field response fits a sinusoid very accurately, especially for the higher steady strain rate 

conditions.  
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In a numerical investigation, Egolfopoulos and Campbell [4] were able to correlate the 

variation in maximum flame temperature with a dimensionless frequency, a so-called Stokes 

parameter ηK, defined as,  

ηK
π f⋅
K







1
2

1( )
 

Where, f is the forcing frequency and K is the cycle mean strain rate.  This comparison can also 

be made with the variation in reaction-zone width.  Here, the measured OH-field widths were fit 

to an offset sine function,  

FWHMOH u0 u1 sin 2 π⋅ f⋅ t⋅ u2+( )⋅+ 2( )
 

where u0 is the mean value, u1 is the amplitude of the oscillation of the OH-field width, f is the 

forcing frequency, t is time within the oscillation, and u2 is a phase angle.  In Figure 5-12, the 

variation in thickness of the OH zone through the oscillation (amplitude of the oscillation) 

normalized by the mean value is plotted against the logarithm of this Stokes parameter.  All the 

data from the four forcing frequencies (30, 50, 100 and 200 Hz) and three different initial strain 

rates (23, 44, and 74 s-1) collapse onto a single line with a fairly steep negative slope.  At the 

largest ηK, however, the slope magnitude appears to decrease, perhaps due to the limited spatial 

resolution of the OH PLIF system (and a concomitant limited ability to resolve small changes in 

thickness).  The Stokes parameter ranges from about 1 to 6 in these experiments, which is similar 

to the results reported by Egolfopoulos and Campbell [4].  Fundamentally, this plot illustrates 
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that the OH-field width oscillations are attenuated in a predictable fashion with increasing 

frequency for the conditions illustrated.  For the condition shown in Figure 5-11 (C), the Stokes 

parameter is ∼4.4 and based on the Stokes plot, the normalized OH FWHM variation would be 

∼.018.   

Conclusions 

OH planar laser-induced fluorescence (PLIF) and particle image velocimetry (PIV) have 

been used to study the frequency response of laminar C3H8-air counterflow diffusion flames.  

PIV was used to determine the flame strain rate, while OH PLIF was used both to measure 

temperature at the flame front, using the two- line PLIF technique, and the OH-field width.  Both 

measurements demonstrate the existence of a diffusion-limited frequency response of flames 

subjected to a time-varying flow field.  At the 30 Hz and 50 Hz forcing frequencies, the 

maximum reaction-zone temperature and the OH-field width were found to respond quasi-

steadily.  At higher forcing frequencies, 100 and 200 Hz, however, transient behavior is evident 

from the phase relationship between the imposed sinusoidal strain and the resulting OH-field 

width and peak temperature. 

The measured values of the OH-field widths (FWHM) were fit well by an offset sine 

function.  For smaller amplitude oscillations, when the oscillation amplitude (from the sine-curve 

fit) is normalized by the steady strain rate and plotted against the non-dimensional flow field 

frequency, it collapses onto a single line with a steep negative slope.  This result provides 

validation to the numerical study of Egolfopoulos and Campbell [4].  An implication of the 
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Stokes plot is that the fluctuations of the reaction zone width are decreasing monotonically with 

increasing forcing frequency in a predictable manner for the conditions considered.   

As previously stated, the reaction zone continued to respond in a sinusoidal manner at all 

frequencies which signals that the break down in the quasi steady response is not a result of the 

chemical kinetics, but a result of the mixture field response.  The mixture field response was 

explained in the context of a diffusion limited response of the reaction zone. 
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Table 5-1:  Flow conditions for the counterflow diffusion flame burner. 
Air Propane Nitrogen

slpm slpm slpm
SSR 23 4.76 3.9 11
SSR 44 9.6 7.6 14.5
SSR 74 14.4 11.5 21.7  

 
Table 5-2: The calibration intensity ratios used and the adiabatic flame temperatures for various equivalence 
ratios. 

φ IQ1(5)/IQ1(14) Tad (K)
0.75 0.85 1919
0.8 0.783 1996

0.85 0.74 2069
0.9 0.709 2134

0.975 0.656 2211  
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Figure 5-1: Schematic of counterflow diffusion flame burner. 
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Figure 5-2: Optical layout for the simultaneous two-line OH thermometry. 
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Figure 5-3:  Ratio of the Boltzmann fraction for the Q1(5) and Q1(14) transitions as a function of temperature. 
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Figure 5-4: Centerline temperature measurements in the flame with SSR of 44 s-1.  Tmax for this case from the 

smoothed curve is 2113 K. 
 
 
 
 

 
 

Figure 5-5: Optical layout for the simultaneous OH-PLIF/PIV measurements. 
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Figure 5-6: Velocity field data showing the fitted line for strain rate calculations.  Also shown are the 

velocities used to determine the dilatation velocity. 
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Figure 5-7: Maximum reaction-zone temperature, Tmax (Boxes), and instantaneous strain rate (Diamonds) at 
30 Hz (A), 50 Hz (B), 200 Hz (C) at the four phases.  The horizontal lines are the steady values of Tmax and the 

strain rate.  The solid lines are sinusoidal fits to the measured data points at the four temporal. 
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Figure 5-8: Maximum reaction-zone temperature, Tmax (squares), and instantaneous strain rate (diamonds) at 

30 Hz (A) and 200 Hz (B) at the four phases. 
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Figure 5-9: Instantaneous strain rates (dashed lines) and the OH field’s FWHM (solid lines) at 30- (A), 50- 
(B), and 200-Hz (C) forcing frequencies.  The horizontal dashed and solid line represents the steady strain 

rate and OH field FWHM respectively. 
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Figure 5-10: OH field FWHM and instantaneous strain rate at 30 Hz (A) and 200 Hz (B) at the four phases. 
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Figure 5-11: High-resolution strain rate (Diamonds) and OH-field width (Triangles) for a SSR 24s-1 at 30 Hz 

(A), SSR 84 s-1 at 30 Hz (B), and 500 Hz (C). 



 

 112

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

1 10
ηK

No
rm

al
iz

ed
 O

H 
FW

HM
 V

ar
ia

tio
n 74 1/s

44 1/s

23 1/s

 
Figure 5-12:  Amplitude of the OH width oscillation normalized by the mean value as a function of the Stokes 

parameter ηk. 
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6 An Experimental study of the Quasi-Steady Response of a Counter-Flow 
Diffusion Flame and the Appropriateness of using Strain Rate as a 
substitute for Scalar Dissipation Rate 

 

Abstract 

The Scalar dissipation rate (χ) is of fundamental interest in diffusion flame studies as it is 

a parameter that describes the transport of reactants to the flame front.  Unfortunately, this 

quantity is very difficult to determine experimentally.  Typically, a Raman or Raman-Raleigh 

experimental setup is used to measure necessary species and thereby permit the determination of 

χ.  A simpler approach in a counter-flow diffusion flame is to use the strain rate, which is 

determined from velocity measurements as a substitute for the scalar dissipation rate as it is 

much easier to measure experimentally.  According to traditional flamelet theory, a “quasi-

steadily” responding Flamelet can be described by the mixture fraction and the scalar dissipation 

rate.  Furthermore, for a counter-flow diffusion flame configuration the scalar dissipation rate 

can be shown to be directly proportional to the local flow field axial strain rate.  In this study, a 

transient flow-field was imposed upon a counter-flow propane/air diffusion flame and 

quantitative measurements of velocity, using Particle Image Velocimetry (PIV), and OH 

measurements, using Planar Laser Induced Fluorescence (PLIF), were made simultaneously.  

These non-intrusive measurements were performed to spatially and temporally resolve flow-field 

and flame characteristics as a function of initial steady strain rate and forcing frequency to 
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determine the appropriateness of using strain rate instead of scalar dissipation rate for the 

experimentally constructed Flamelet. 
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Introduction 

Flamelet theory is a method that characterizes turbulent diffusion flames as a collection 

of strained, laminar, one-dimensional flamelets [1,2], which are dependent upon the mixture 

fraction and instantaneous scalar dissipation rate.  The scalar dissipation rate can be interpreted 

as the inverse of a characteristic diffusion time and due to the transformation that leads to this 

parameter, it incorporates the effects of convection and diffusion normal to the surface of the 

stoichiometric mixture [1].  As a result, this parameter is of prime interest in the study of 

Flamelet Theory [1] and turbulent combustion in general [3].  To experimentally determine the 

scalar dissipation rate (χ), the mixture fraction (Z) must be determined.  This dependence is 

illustrated in Equation 6-1 below. 

Equation 6-1 Scalar dissipation rate defined 
 

( )ZZD ∇⋅∇⋅⋅≡ 2χ  
 

In Equation 1 above, D is the molecular diffusivity of the gaseous mixture.  Raman 

measurements [4] or Raman/Raleigh measurements [5,6,7,8,9] have been performed to measure 

mixture fraction.  These methods are valuable but are equipment intensive and can suffer from 

signal-to-noise (SNR) limitations.  More recently, a NO-PLIF/Raleigh technique has been 

demonstrated that allows for the determination of scalar dissipation rate with much greater SNR 

[10].  The above mentioned techniques all require extensive measurement systems with inherent 

complications so it is prudent to examine cases where simpler methods may be used to infer 

information about the scalar dissipation rate.                  
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The purpose of this investigation was to quantify the strain rate and relative OH 

concentration fluctuations in a propane-air flame subjected to sinusoidal velocity fluctuations.  A 

counter-flow diffusion flame burner was used because it has the same scalar structure as a 

Flamelet in the mixing zone of a turbulent reacting flow-field [1].  PIV measurements were used 

to quantify the strain rate, while simultaneously; the OH field was measured using PLIF.  

Fundamental relationships predicted by Flamelet theory are applied to the measured parameters 

in order to determine the suitability of using the strain rate to quantify Flamelet response for the 

transient flow field considered in this study and to comment on the appropriateness of using 

strain rate as a substitute for scalar dissipation rate. 

Experimental Apparatus and Procedure 

A schematic of the counter-flow diffusion flame burner used in this study is shown in 

Figure 6-1.  Briefly, the burner is a modification of the design described by Puri and Seshadri 

[11], and described in detail in [12].  The oxidizer and fuel tubes are 25.4 mm in diameter and 

have a 12.7 mm separation distance.  Plenums located on the fuel and oxidizer sides are capped 

with 20 cm loudspeakers, which impose the velocity fluctuations and are driven by an amplified 

signal generator. 

An unsteady flow-field was imposed on the counter-flow diffusion flame by inputting a 

sinusoidal voltage signal to the speakers.  The velocity and OH field measurements were made as 

a function of initial steady strain rate (SSR) and forcing frequency.  These measurements were 

made at four temporal locations within the sinusoidal voltage oscillation applied to the speakers: 

the zero amplitude with positive slope (0+), maximum amplitude (Max), zero amplitude with 
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negative slope (0-), and minimum amplitude (Min).  The forcing frequencies considered in this 

study were 30, 50, 100, and 200 Hz.   

The PIV measurements were made using two frequency doubled Nd:YAG lasers (λ = 

532 nm) and the experimental setup is illustrated in Figure 6-2.  The PIV images were recorded 

using a Kodak interline-transfer digital camera fitted with a 105 mm lens.  An interference filter 

centered at 532 nm with a FWHM of 3 nm was used to block background flame emission. 

 The OH measurements were made using a Nd:YAG pumped dye laser.  The R1(8) 

transition of the A2Σ+ ← X2Π(1,0) band was excited and detected using a Princeton Instruments 

ICCD camera.  The R1(8) transition was chosen because of its reduced signal level sensitivity to 

temperature fluctuations over the temperature range expected (small changes in the ground state 

population).  A more exhaustive explanation of the experimental setup can be found in [13]. 

The response of the reaction zone to velocity oscillations was characterized by measuring 

the full width at half maximum (FWHM) of the OH field.  The strain rate was determined by 

evaluating the gradient of the axial velocity profile at the centerline of the burner on the oxidizer 

side of the stagnation plane.  A line was fit to the velocity data prior to the preheat zone and the 

strain rate (K) was then calculated from the fitted line.  Figure 6-3 illustrates the location of the 

fitted line relative to the preheat zone.  Twenty OH and PIV images were taken and averaged at 

each of the four temporal locations within the speaker oscillation for each data point reported.  

No corrections for thermophoretic effects have been performed on the velocity measurements, as 

previous studies have shown that accurate velocity measurements can be performed prior to the 

preheat zone without accounting for thermophoresis [14]. 
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Results and Discussion 

For a propane/air counter-flow diffusion flame, the transport of reactants to the flame front 

on the oxidizer side is a result of convection and diffusion processes where the transport of the 

fuel is strictly via diffusion.  The direct coupling of this convective-diffusive transport process 

has led to the use of the strain rate on the oxidizer side to characterize reactant delivery and 

flame response [15,16,18].  With traditional Flamelet Theory, a direct relationship can be derived 

that relates the strain rate to the stoichiometric scalar dissipation rate (χst) [18].  Equation 6-2 

below shows this relation for an axis-symmetric counter-flow diffusion flame.   

Equation 6-2 Stoichiometric scalar dissipation rate derived in ref. 18 
 

( ) [ ]( )[ ]2
st

1
stst 2Zerf2exp

π
2KZχ −−=  

 
In Equation 6-2 above, Z is the mixture fraction, which is a conserved scalar and K is the 

axial strain rate.  The scalar dissipation rate is a fundamental parameter as it describes the 

molecular mixing and couples the reaction zone response to the flow field. 

Figure 6-4 illustrates the results of the simultaneous PIV/OH-PLIF measurements for 

forcing frequencies of 30 and 200 Hz for a flow with an unforced steady strain rate (SSR) of 44 

s-1.  Also, the amplitudes of the oscillations imposed on the flames reported here did not exceed 

half the extinction amplitude [12].    For a Flamelet that is responding quasi-steadily, an increase 

in strain rate (increasing scalar dissipation rate) is accompanied by an increase in concentration 
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and temperature gradients.  As a result, the flame will cool and the reaction zone will thin.  This 

thinning of the reaction zone has been noted in previous works [13,18,19].  For the 30 Hz 

oscillation case in Figure 6-4, this quasi-steady response is unambiguous and the appropriateness 

of using strain rate as a surrogate for scalar dissipation rate is apparent.  With an increasing strain 

rate (χ↑) we find a thinning reaction zone thickness and with a decreasing strain rate (χ↓) the 

reaction zone responds by growing in thickness.  Effectively, the strain rate and the reaction zone 

thickness are ~ 180º out of phase.  In stark contrast to this behavior, we find the opposite trend is 

present when the flame is forced at a frequency of 200 Hz.  For the 200 Hz oscillation, the strain 

rate and the reaction zone thickness are approximately in phase.  It is clear that at this condition 

using the strain rate as a predictor of flame behavior may be inappropriate and other methods 

must be employed.  Also, it is still unclear as to whether strain rate is still a good surrogate for 

χst.  

In a numerical study conducted by Im et al. [20], a comparison was conducted between 

the strain rate and the scalar dissipation rate and it was found that for unsteady flames with high 

frequency oscillations strain rate was an unsuitable measure of flame response.  In that study, it 

was found that a monotonically increasing phase lag occurred between χst and the quasi steady 

value where the phase lag for the strain rate did not increase monotonically over the frequency 

ranges reported.  For their methane/air flame, the strain rate phase lag increased monotonically 

up to a forcing frequency 200 Hz, but then experienced a decrease.  As a result it was suggested 

that although χst was not in phase with the flame response, its phase was increasing in what 

appears to be a predictable fashion, which makes χst a more suitable marker for flame response.     
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The non-monotonic phase lag found at elevated frequencies in ref. 20 is likely a result of the 

diffusion limited frequency response of the flame.  With increasing forcing frequency, a phase 

lag occurs between the volumetric expansion resulting from the heat release and the quasi steady 

value.  Figure 6-3shows the strong effects that the volumetric expansion resulting from heat 

release has on the flow-field.  If an isothermal potential flow was considered originating at the 

first measurement location in Figure 6-3, we would find a dramatically different flow-field 

structure and strain rate as illustrated by the dashed line.  Consequently, the strain rate variations 

will follow the lagging volumetric expansion so long as the variations of the volumetric 

expansion are large relative to the flow field variations.  On the other hand, it has been shown 

experimentally [15] and computationally [16] that the amplitude of the oscillations of various 

flame parameters reduces with increasing forcing frequency, thus reducing the effects of the 

volumetric expansion on the flow field.  It has been postulated that the cause of this is likely the 

diffusion process of the oxidizer to the flame front [15, 16].  The result of this is that once the 

amplitude of the volumetric expansion variations becomes small, the strain rate fluctuations 

begin to follow the flow field variations.  This was found to be the case and is illustrated in 

Figure 6-5 which shows that the phase difference between the strain rate and the velocity 

fluctuations are decreasing with increasing forcing frequencies and going into phase.  Therefore, 

the hope of using a correlation which relates the flame response to strain rate fluctuations is not 

likely due to the non-monotonic lag of the strain rate with increasing forcing frequency brought 

about by the attenuated response of the volumetric expansion with increasing forcing frequency. 
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In another computational study, the issue of the transient response of the flamelet has 

been approached using a Lagrangian description [21].  They defined a diffusion time that helps 

to quantify the effects of the flow field’s rapid changes on the steady nature of the flamelet 

response as shown in Equation 6-3. 

Equation 6-3 Diffusion time defined in ref. 21. 

( )
st

Zt
χχ ~

2∆
=  

Where ∆Z is considered to be the flame thickness in mixture fraction space, which has also been 

shown to be proportional to 
K

Z F
1)( ∝∆  [17] and stχ~ is the Favre mean stoichiometric scalar 

dissipation rate.  It was suggested that if the time necessary to exchange mass and energy over 

∆Z is small relative to the Lagrangian time, the flamelet is able to follow changes in the scalar 

dissipation rate rapidly.  If this is not the case, they proposed that more unsteady terms in the 

computations must be retained to properly describe the flamelet response, which further 

complicates the description of the flame experimentally. 

The response of the flame can also be viewed from the perspective of other expectations 

that result from theory which predicts that the reaction zone thickness scales with the inverse of 

the strain rate ( KF /1∝δ ).  Figure 6-6 is a plot of the low frequency (30 and 50 Hz) and high 

frequency (100 and 200 Hz) response of the reaction zone thickness for various initial steady 

strain rates.  For the low frequency response, the data was found to follow the expected quasi-

steady flamelet trend very closely where the high frequency response plot does not follow this 

trend.  The high frequency response illustrates that the flame thickness is responding to the mean 
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strain rate of the flow where the SSR 44 s-1 has a mean OH field thickness of ~1.1 mm and the 

SSR 74 s-1 condition has a thinner mean OH field thickness of ~0.9 mm.  In a study performed 

by Donbar et al. [22], simultaneous CH-PIV images were collected and it was found that the 

variations of the CH field thickness were not in phase with the strain field which indicated that 

the CH layer was not responding to the high-frequency components of the instantaneous strain 

rate.  This is consistent with the results reported in this study in the sense that at elevated forcing 

frequencies the flames were found to respond to the mean strain rate but not to the instantaneous 

strain rate.  

The physical mechanism responsible for this behavior is the diffusion limited frequency 

response of the reaction zone that has been sighted in previous experimental studies [13,15] but 

first described well in [16].  Close to the reaction zone on the oxidizer side, the concentration 

gradients become very steep near the reaction zone and the major transport mechanism for the 

oxidizer becomes diffusion.  Due to this fact, there is a certain diffusion layer thickness (δD), 

which has a suggested form of Equation 6-4 [16], and there is a time associated with this 

diffusion process.   

Equation 6-4 Diffusion layer thickness as suggested by Egolfopoulos et al. 

2/1







≈

K
D

Dδ  

At the edge of this diffusion layer the reactants are delivered via convective velocities.  When the 

characteristic time scale of the fluctuations of reactant delivery at the edge of this layer is much 

longer than the time associated with diffusion, the flame appears to quickly adjust to flow-field 
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fluctuations.  When the characteristic time scale of the changes in the convective velocities 

(forcing frequency in this study) are on the order of the diffusion time, a phase lag appears in the 

reaction zone response and this lag will continue to increase with increasing forcing frequency 

[13,16].  This is illustrated in Figure 6-4 for the 200 Hz oscillating condition.  The reaction zone 

is still responding to the fluctuations in reactant delivery, but at a delayed time.  The failure of 

the instantaneous strain rate to act as a predictor of the flame response is a result of the phase 

shifting heat release and thermal expansion of the flow-field as previously described in this 

paper.  

Conclusions 

OH planar laser-induced fluorescence (PLIF) and particle image velocimetry (PIV) have 

been used to study the quasi-steady response of laminar C3H8-air counter-flow diffusion flames 

to evaluate the flame response with increasing forcing frequency and to determine when the 

strain rate is a suitable substitute for the scalar dissipation rate.  This is of great interest as the 

number of studies that have and will be performed using counter-flow diffusion flames is beyond 

referencing.  This is crucial as more and more studies go beyond steady measurements in 

counter-flow diffusion flames in an attempt to mimic the transient environments present in 

practical combustion systems.  It was found that at low forcing frequencies (long characteristic 

time scales of flow field fluctuations) the flame responds quasi-steadily and the strain rate is an 

appropriate surrogate for the scalar dissipation rate.  At high forcing frequencies, the direct 

correlation between strain rate and scalar dissipation rate is likely no longer valid and is 

attributed to the attenuation of the volumetric expansion in the heat release zone.  It was found 
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that the reaction zone continued to respond in a sinusoidal manner which signals that the break 

down in the correlation is not a result of the chemical kinetics, but a result of the mixture field 

response.  This mixture field response was explained in the context of a diffusion limited 

response of the reaction zone.  Ultimately, if a flame is subjected to transient flow field with very 

small time scales, it is likely that strain rate will not be appropriate to describe flame response.  
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Figure 6-1 Schematic of the counter-flow diffusion flame burner 
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Figure 6-2 Optical Layout for PIV and OH-PLIF measurements 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 128

 

 
Figure 6-3 Velocity field data showing the fitted line for strain rate calculations.  Also shown is an 

isothermal potential flow velocity profile. 
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Figure 6-4 Strain rate and FWHM of the OH field results for a SSR 44 s-1 condition and forcing frequencies 

of 30 and 200 Hz with fitted offset sine function 
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Figure 6-5 Phase difference relationships between the air velocity and the strain rate as a function of 
frequency for initial steady strain rates of 23·s-1, 44·s-1, and 74·s-1.  The circles connected by solid lines 

represent the 23·s-1 data, the squares represent the 44·s-1 data, and the triangles represent the 74·s-1 data 
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Figure 6-6 The low frequency (30 and 50 Hz) and high frequency (100 Hz and 200 Hz) response plots of the 
OH field thickness versus strain rate for two initial steady strain rates.  Also, a K/1  line fit is shown for 

the low frequency response illustrating the quasi-steady response at these frequencies 
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7 Soot Field Response to the Unsteady Flow Field 

Due to the negative impact of pollutants formed during combustion processes, 

tremendous effort is being expended to understand the formation mechanisms of these pollutants.  

This interest is continually strengthened as greater health and environmental concerns are raised 

about these pollutants.  Of particular interest is the desire for the reduction of soot levels present 

in the post combustion exhaust gases.  In order to understand how to reduce the levels of these 

undesirable byproducts of combustion, an understanding of the fundamental formation 

mechanism of these pollutants and how they are affected by the reacting flow-fields where they 

are formed must be achieved. 

To determine the effects of the transient flow field, LII measurements were performed in 

the counterflow diffusion flame burner with a sinusoidally varying flow field.  Measurements 

were also conducted in unforced flow fields for a baseline measurement.  Figure 7-1 shows the 

LII intensity profile around the centerline of the burner.  It shows a steady increase around the 2 

mm location of the plot and then the signal plateaus around 3 mm and then abruptly drops off 

around 4.3 mm.  The pyrolysis reactions that lead to soot precursors are highly temperature 

sensitive, these reactions will initiate once the parent fuel diffuses to the point the gas 

temperatures are ~1400 K.  Given sufficient time, primary particles will be formed and begin to 

agglomerate.  Eventually, the agglomerated soot aggregate will reach the point where the 

concentration gradient driving it to the reaction zone is not sufficient to overcome the forces of 

the convective velocities, which are in the direction of the stagnation plane and away from the 

reaction zone.  At this point the particle will be convected back to the stagnation plane.  This 
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location is evident in Figure 7-1, where at the 4.3 mm location the soot particles amass at the 

stagnation plane and are then convected away via the radial velocities.  
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Figure 7-1 LII intensity profile in an unforced, steady GSR30s-1 flame around the burner centerline 

 

 The LII intensity profiles for a GSR 30 s-1 condition are shown in Figure 7-2 and Figure 

7-3 for 30 and 100 Hz oscillations respectively and are shown at ten temporal locations in the 

oscillation.  The various temporal sampling locations are represented as the percentage of that 

temporal location to the entire cycle time of the oscillation.  Note that all scales are identical in 

each figure with the exception of the 80% condition of Figure 7-2.  For the 30 Hz oscillation, the 

structure of the LII profile shows strong deviations from the unforced profile as shown in Figure 

7-1.  This is evident in the fluctuating peak value and the strong changes in the overall profile. 
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Figure 7-2 GSR 30s-1 axial LII profiles throughout a 30 Hz flow field oscillation 
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Figure 7-3 GSR 30s-1 axial LII profiles throughout a 100 Hz flow field oscillation 
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In fact, for most of the sequences shown in Figure 7-2 the profile is very dissimilar to that of the 

steady profile in shape and magnitude except for the 50, 60 and 70 % sampling locations.  The 

changes in the LII profile are a result of the expansion and contraction of the high temperature 

region of the flow field around the reaction zone.  As the reaction zone thickens and increases in 

temperature, which is consistent with a decreasing strain rate for a quasi-steady response, the 

high temperature region becomes thicker and thus allows for greater periods of time for the 

formation of the PAHs, subsequent particle inception and agglomeration processes to occur.  

That being said, it is still obvious that the general structure of the LII profile is dissimilar to that 

of the steady case even at 30 Hz oscillation.  This is contrary to what has been seen previously in 

Chapters 4 and 5, where the reaction zone temperature and width were quasi-steady in structure 

and response throughout the oscillation at 30 and 50 Hz oscillations.  This is a result of the 

characteristic time scales of the response of the various parameters, where the soot formation 

process is much longer relative to the chemical kinetic processes of combustion. 

 Upon review of the 100 Hz oscillation shown in Figure 7-3, it is obvious that a 

considerable change is evident in the response of the LII profile throughout the oscillation 

relative to the 30 Hz condition.  For a 100 Hz oscillation, the general profile does exhibit small 

changes throughout the oscillation, but maintains a more consistent global structure that is very 

similar to the unforced, steady LII profile.  This seems to suggest that the soot field will 

asymptote to a steady structure as the forcing frequency increases.  This is likely a result of two 

effects.  The first being that of the attenuated frequency response of the reaction zone with 

increasing forcing frequency as sited in Chapters 4 and 5.  A second effect could be a result of 
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the smearing of the soot formation process with decreasing characteristic flow field fluctuations.  

As the time scale of the increase and decrease of the thermal expansion decreases to the point 

that it is similar to that of the soot formation process, it will smear the response of the soot field.  

The particle formation process alone occurs in ~ 1 ms so one would expect flow field 

fluctuations on this order will result in some smearing of the formation process. 

 Qualitative evaluation of Figure 7-2 and Figure 7-3 lead to the descriptions previously 

stated.  Ideally, it is desirable to quantitatively describe the response of the LII profile and 

determine if there is a response function that can be derived from the data.  In the previous 

sections, the peak temperature and reaction zone width were easily determined and were obvious 

ways of quantifying the response of the reaction zone, but attempting to choose a parameter such 

as the peak LII intensity seems inappropriate due to the multi-peak profiles.  Instead, the LII 

profiles were integrated to determine a representative quantity that describes the entire LII signal.  

The MathCAD worksheet that performed this integration is shown in Appendix 3 and the 

worksheet that determines the parameters for the offset sine function is illustrated in Appendix 4. 

 Figure 7-4 shows the integrated profile values fitted to an offset sine function for the 30, 

50 and 100 Hz forcing frequencies.  This figure shows that the soot field is responding to the 

sinusoidally varying flow field and the amplitude of the response is decreasing with increasing 

forcing frequency.  For the 30 and 50 Hz oscillations, the plotted data fits the sine function very 

nicely where the fit is not as good for the 100 Hz oscillation.  This is likely due to the fact that a 

threshold is being reach for what can be resolved using LII.  The random noise in the 

measurement is becoming large relative to the fluctuations. 
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Figure 7-4 Offset sine function fitted to integrated LII signal for GSR 30s-1 
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The offset sine function of the integrated profile has the form 

( )110 LIItbsinLIILIIIP +⋅⋅+=  and the fitted parameters are illustrated in Table 7-1.   

 

Table 7-1 Fitted sine function parameters to integrated LII profiles 

 30 50 100 STEADY

LII0 0.601 0.881 1.17 1 

LII1 0.231 0.056 0.021 0 

LII2 3.9 2.2 3.4 0 

 

Table 7-1 illustrates that even at the lowest forcing frequency measured; the unsteady flow field 

has a strong unsteady effect on the LII profile.  The mean integrated value at 30 Hz is ~40% 

lower than the steady case and from Figure 7-1 and Figure 7-2 there are significant departures 

from the steady LII profile.  What is further illustrated is that as the forcing frequency increases, 

the mean integrated LII profile value approaches the steady value at 50 Hz and exceeds it at 100 

Hz by ~14%.  It appears that at elevated forcing frequencies the soot structure becomes 

reasonably steady in structure with enhanced mean soot production for the conditions measured.  
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8 Conclusions 

The use of turbulent diffusion flames in combustion devices is very common due to their 

higher heat release rates relative to laminar diffusion flames.  As the turbulent Reynolds number 

increases, there exists a range of eddy sizes where the characteristic turnover times of the 

smallest eddies are comparable to the diffusion times of the laminar flamelets and this results in a 

wide range of characteristic frequencies of the flow field.  As a result, it is necessary to 

investigate the frequency response of flamelets to better understand the applicability of the 

flamelet model.  In doing so, it is also important to investigate the effects of the time varying 

flow fields on pollutant formation.  Of particular interest in this study were the effects of the 

unsteady flow field on the soot formation process. 

In this investigation, the global response of the flow field/reaction zone was tested and 

quantified.  Parameters quantified included the velocity field, strain rate, reaction zone thickness 

and reaction temperature and soot field incandescence.  The conclusions of this work are as 

follows: 

1) The width of the OH field appears to be responding quasi-steadily to the instantaneous 

strain rate for forcing frequencies of 30 Hz and 50 Hz; the calculated phase difference 

between the strain rate and width of the OH field are 183° and 185° respectively.  

However, at forcing frequencies of 100 Hz and 200 Hz, the phase lag of the OH field 

thickness grew to 210° and 241°, respectively. 
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2) For the weakly forced flames the sinusoidal response of the velocity, strain rate, and 

width of the OH field correlated well with the speaker oscillations at the given frequency.  

For the larger amplitude oscillations the data fit a sinusoid reasonably well, but in general 

the data did not fit the sine wave as well as the low amplitude oscillations.  This is likely 

a result of oxygen leakage during the higher scalar dissipation rate conditions, which will 

lead to a non-symmetric sinusoid response.   

3) A phase difference was present between the velocity and the strain rate, which was found 

to decrease with increasing forcing frequency.  For an isothermal flow, it is expected that 

the strain rate will be in phase with the velocity for the forcing frequencies investigated 

here with the small separation distance of the reactant tubes.  This phase shifting 

relationship for the reacting flow results from the distortions imposed on the velocity 

field due to a phase shifted thermal expansion. 

4) The dilatation velocity was used as an indicator of flame temperature.  The phase 

difference between the velocity and the dilatation velocity was found to increase with 

increasing forcing frequency.  This increasing phase difference suggests the transport of 

reactants through the reactive-diffusive zone of the flame is the limiting step in the 

response of the flame sheet.  The general trends described by the dilatation velocity were 

later verified from the 2-λ OH PLIF thermometry measurements. 

5)       At the 30 Hz and 50 Hz forcing frequencies, the maximum reaction-zone temperature 

was found to respond quasi-steadily as indicated by the ~180° phase shift relative to the 

strain rate variations.  At higher forcing frequencies, 100 and 200 Hz, however, transient 
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behavior is evident from the phase relationship between the imposed sinusoidal strain and 

the resulting peak flame temperature where a ~0° phase shift was found between the 

strain rate and reaction zone maximum temperature at 200 Hz. 

6)       For smaller amplitude oscillations, when the oscillation amplitude (determined from the 

sine-curve fit) is normalized by the steady strain rate and plotted against the non-

dimensional flow field frequency, it collapses onto a single line with a steep negative 

slope.  This result provides validation to the numerical study of Egolfopoulos and 

Campbell.  An implication of the Stokes plot is that the fluctuations of the reaction zone 

width are decreasing monotonically with increasing forcing frequency in a predictable 

manner for the conditions considered. 

7)       It was found that at low forcing frequencies (long characteristic time scales of flow field 

fluctuations) the flame responds quasi-steadily and the strain rate is an appropriate 

surrogate for the scalar dissipation rate.  At high forcing frequencies, the direct 

correlation between strain rate and scalar dissipation rate is no longer valid and the scalar 

dissipation rate is likely a more appropriate measure of the flamelet response. 

8)       It was found that unlike the quasi-steady response of other measured parameters, the 

structure of the soot field showed significant deviations from the steady structure even at 

the lowest measured forcing frequency.  The global structure of the LII profile does seem 

to asymptote to that of a steady structure with increasing forcing frequency.  

9)       It was shown that due to the multi-peak structure of the LII field, choosing a peak value is 

not an appropriate response marker for the soot field.  Instead, the integrated LII profile 
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was used and was found to be an adequate way to characterize the response of the soot 

field. 

10)       As with the reaction zone thickness and peak temperature, an attenuated response of the 

integrated soot field fluctuations was noted with increasing forcing frequency, although 

the relative percent attenuation was much larger for the LII signal.  This was evident by 

the reduction of the amplitude oscillation by ~90% between 30 and 50 Hz for a flame 

with an unforced global strain rate of 30 s-1.   

11)       As previously stated, the reaction zone continued to respond in a sinusoidal manner at all 

frequencies which signals that the break down in the quasi steady response is not a result 

of the chemical kinetics, but a result of the mixture field response.  The mixture field 

response was explained in the context of a diffusion limited response of the reaction 

zone. 
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9 Future Work 

 Although the amount of soot present in the post combustion gases is important, there is 

also a great interest in the size distribution of the particulates present.  Health agencies are 

interested in these size distributions due to the fact that they overlap size ranges for which the 

human body has no natural filtering mechanism (Seinfeld and Pandis, 1996), which allows them 

to travel deep into the respiratory system.  The extent of this transport into the respirator system 

is a significant concern since soot agglomerates are highly carcinogenic and mutagenic.  Because 

of these factors, it is important to determine the effects of an unsteady flow field on the size 

distribution of particles formed.  A two angle scattering measurement is being perfected so it can 

be applied in the counterflow diffusion flame burner for this exact purpose. 
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Appendix 1:  LabView Boxcar VI (vi Diagram) 
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Appendix 1:  LabView Boxcar VI (Front Panel) 
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Appendix 2:  MathCAD Flow Rates 
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Appendix 3: MathCAD Numerical Integration 
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Appendix 4: MathCAD Offset Sine Function 
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