
ABSTRACT

THOMPSON, KYLE ANDREW. Commuting Involutions of SL(n, k). (Under the
direction of Dr. Aloysius Helminck).

The classification of commuting involutions of a connected, reductive algebraic

group over an algebraically closed field of characteristic not two was completed by

Helminck in [Hel88]. In this thesis, the isomorphism classes of commuting pairs of in-

volutions of SL(n, k) for arbitrary fields of characteristic not two are determined. This

is done in three main parts: commuting pairs of inner involutions, commuting pairs of

involutions with one inner involution and one outer involution, and commuting pairs

of outer involutions. The classification is done up to (almost) inner automorphism of

SL(n, k) as in the case of a single involution, completed in [HWD06]. For commuting

pairs of involutions, the classification is done in several pieces, each of which uses an

isomorphism class representative of a single involution of SL(n, k) as the first entry.

First, it is shown that if a mapping of a certain form is invertible, it will partially

zero-out the matrix representative of one of the entries in the pair of commuting in-

volutions while fixing the other pair, and will be an inner automorphism of SL(n, k).

Then, it is shown that, indeed, the given mapping must be invertible for one of a few

given forms. This leads to an induction argument that gives a partial classification of

the commuting inner pairs. To finish the classification, whether or not the remaining

pairs are isomorphic is determined. Next, using results on Quadratic forms, a ’nice’

form for commuting pairs with one inner and one outer involution is found. To finish

the classification of such pairs, work is completed on a field (of characteristic not two)

by field basis and results are explicitly obtained for algebraically closed fields, the real

numbers, finite fields, and the p-adic numbers. Lastly, equivalence between the clas-

sification of commuting outer pairs and commuting pairs with one inner involution

and one outer involution is shown.
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Chapter 1

Introduction

For any field k of characteristic not two we can define a symmetric k-variety as

the homogeneous space Gk/Hk where G is a reductive algebraic group defined over

k and H is the fixed point group of a k-involution with Gk and Hk the k-rational

points of G and H, respectively. The study of these symmetric k-varieties occur in

problems in representation theory, geometry, singularity theory, the study of character

sheaves and the study of cohomology of arithmetic subgroups (as in [BB81], [Vog83]

and [Vog82] for representation theory, [DCP83], [DCP85] and [Abe88] for geometry,

[LV83] [HS90] for singularity theory, [Lus90] and [Gro92] for the study of character

sheaves, and [TW89] for the study of cohomology of arithmetic subgroups).

Determining various orbit decompositions of symmetric k-varieties play a vital

role in the study of these symmetric spaces, especially in representation theory (see

[ŌM84], [Vog83] and [Vog82], [HH05, HH08], [vdBS97, BD92, Del98, FJ80, ŌS80],

[Kir93], and [Gro92]). The orbits of minimal parabolic k-subgroups on symmetric

varieties and the orbits of a θ-stable symmetric k-subgroup acting on the symmetric

k-variety for θ a k-involution are important in the study of the representation the-

ory of symmetric varieties and harmonic analysis, respectively. The related double

cosets play an important role in their study, including the double cosets of a pair of

commuting involutions (see [Hel88] [Mat02]).

Although the double cosets of a pair of commuting involutions are important

in several areas of mathematics, there still is not a complete classification of the



2

isomorphy classes of commuting involutions for general base fields. For algebraically

closed fields, this was completed by Helminck in [Hel88] and some partial results

were obtained by Matsuki [Mat02] over the real numbers for compact groups. This

thesis is on the classification of commuting involutions of SL(n, k), for k an arbitrary

field of characteristic not two. The classification of single involutions of SL(n, k)

was completed by Helminck, Wu, and Dometrius up to conjugacy by (almost) inner

automorphisms of SL(n, k) in [HWD06]. I used their results to classify commuting

pairs of involutions up to conjugacy by (almost) inner automorphisms of SL(n, k) in

the following manner: a pair of commuting involutions (σ, θ) of SL(n, k) is isomorphic

to any commuting pair of the form (Inn−1
G σ InnG, Inn−1

G θ InnG), for InnG an (almost)

inner automorphism of SL(n, k). This can lead to the determination of the maximal

(σ, θ, k)-split tori for the isomorphism classes given by (σ, θ). Furthermore, this can

lead to a generalization as described below.

The classification of commuting involutions of an algebraic group over an alge-

braically closed field was completed by Helminck [Hel88] using commuting involutions

of the root system (that can be lifted to commuting involutions of the group) and

quadratic elements in a (σ, θ)-split torus. Also, work on the classification of one invo-

lution of an algebraic group over an arbitrary field of characteristic not two was done

by Helminck [Hel00] using the root system of a maximal k-split torus and something

similar to quadratic elements. From the classification of commuting involutions of

SL(n, k), one can work to generalize to commuting involutions of an arbitrary re-

ductive algebraic group by using the root system of a maximal k-split torus built

from a maximal (σ, θ, k)-split torus and some form of quadratic elements. In doing

this, one would want to synthesize the work on commuting involutions over an al-

gebraically closed field and single involutions over an arbitrary field of characteristic

not two. To begin this process one might, in order to simplify things, first focus on

the case of split reductive algebraic groups where maximal k-split tori are maximal

tori. Along the way, one might want to determine the classification of (σ, θ, k)-split

tori over the intersection of fixed point groups of σ and θ, the relationship between

commuting involutions of the root system and commuting involutions of the group,

and an appropriate classification of quadratic elements in a (σ, θ, k)-split torus or a
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torus containing one.

In this dissertation, the classification of commuting involutions of SL(n, k) is split

in 3 parts: commuting pairs of inner involutions, commuting pairs of involutions

with one inner involution and one outer involution, and commuting pairs of outer

involutions. The classification is done up to (almost) inner automorphisms of SL(n, k)

as in the case of a single involution, completed in [HWD06], i.e. inner automorphisms

of SL(n, k̄) that keep SL(n, k) invariant. For commuting pairs of inner involutions,

the classification is done in several pieces, each of which uses an isomorphism class

representative of a single involution of SL(n, k) as the first entry. First, it is shown

that if a mapping of a certain form is invertible, it will partially zero-out the matrix

representative of one of the entries in the pair of commuting involutions while fixing

the other pair, and will be an inner automorphism of SL(n, k). This is done in lemma

4.1.2. Then it is shown in lemma 4.1.5 that, indeed, the given mapping must be

invertible for one of a few given forms. This leads to an induction argument that

gives a partial classification of the commuting inner pairs. To finish the classification

of inner pairs, the remaining ones are determined to be isomorphic or not on a case-

by-case basis. This leads to the isomorphism classes, appearing as theorems 4.3.14,

4.3.16, and 4.3.17 in this dissertation:

Theorem 1.0.1. For n divisible by 4, p, q representatives of elements in k∗/k∗2,

with p, q 6≡ 1 mod k∗2, the isomorphism classes of commuting inner involutions of

SL(n, k) are as follows:(
InnL′n,q

, InnY
)
,
(
InnLn,q , InnY ′

)
,
(
InnIn−i,i

, InnY ′′
)
,
(

InnIn
2 , n2

, InnY ′′′
)

for

Y = Ln,p(p 6≡ q mod k∗2), In
2
,n
2
, In

2
,n
2
Ln,p, or

(
In

2
−i,i 0n

2

0n
2

In
2
−i,i

)
, i ∈

{
1, 2, . . . ,

n

4

}
,

Y ′ = In−2i,2iLn,q, i ∈
{

1, 2, . . . ,
n

4

}
,

Y ′′ = Ln,p, or

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,

Y ′′′ = L′n,p, or

(
In

2
−j,j 0n

2
×n

2

0n
2
×n

2
In

2
−k,k

)
, j ∈

{
1, 2, . . . ,

n

4

}
.
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For Y ′′, we have: n− i 6= i, and j ∈
{

1, 2, . . . , n−i
2

}
, if n− i− j 6= j, i− k 6= k then

k ∈ {1, 2, . . . , i} or else if n − i − j = j, or i − k = k, then k ∈
{

1, 2, . . . , i
2

}
. Also,

for Y ′′′ we have: if n
2
− j 6= j, n

2
− k 6= k, then for k ∈

{
1, 2, . . . , n

2

}
we get distinct

isomorphism classes for distinct j, k such that as a pair (j, k) is distinct, independent

of order, or if n
2
− j = j, or n

2
− k = k, then k ∈

{
1, 2, . . . , n

4

}
,

Theorem 1.0.2. For n even but not divisible by 4, p, q representatives of elements

k∗/k∗2, p, q 6≡ 1 mod k∗2, a2 − qb2 = p the isomorphism classes of commuting inner

involutions of SL(n, k) are as follows:(
InnLn,q , InnIn−2i,2iLn,q

)
,
(
InnIn−i,i

, InnY ′′
)

for i ∈
{

1, 2, . . . , n
2

}
, and(

Inn(L2,q 0

0 L′n−2,q

), InnY

)
,
(
InnL′n,q

, InnY ′
)
,
(

InnIn
2 , n2

, InnY ′′′
)

for

Y =


(

a b

−qb −a

)
0

0 In−2
2
,n−2

2
Ln−2,p

 ,

I1,1 0

0 In−2
2
,n−2

2

 ,

Y ′ =

(
In

2
−i,i 0

0 In
2
−i,i

)
, i ∈

{
1, 2, . . . ,

⌊
n− 2

4

⌋}
,

Y ′′ = Ln,p, or

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,

Y ′′′ = L′n,p, or

(
In

2
−j,j 0n

2
×n

2

0n
2
×n

2
In

2
−k,k

)
, j ∈

{
1, 2, . . . ,

n

4

}
Where, for Y ′′ we have: for n−i 6= i, and j ∈

{
1, 2, . . . , n−i

2

}
, if n−i−j 6= j, i−k 6= k

then k ∈ {1, 2, . . . , i} or else if n− i− j = j, or i−k = k, then k ∈
{

1, 2, . . . , i
2

}
, and

for Y ′′′, we have: if n
2
− j 6= j, n

2
− k 6= k, then for k ∈

{
1, 2, . . . , n

2

}
we get distinct

isomorphism classes for distinct j, k such that as a pair (j, k) is distinct, independent

of order, or if n
2
− j = j, or n

2
− k = k, then k ∈

{
1, 2, . . . , n

4

}
,

Theorem 1.0.3. For n odd, the isomorphism classes of commuting pairs of involu-

tions of SL(n, k) are:
(
InnIn−i,i

, InnY
)

for

Y =

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,
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for n− i 6= i, and j ∈
{

1, 2, . . . , n−i
2

}
, if n− i− j 6= j, i− k 6= k then k ∈ {1, 2, . . . , i}

or else if n− i− j = j, or i− k = k, then k ∈
{

1, 2, . . . , i
2

}
.

Next, using results on Quadratic forms, a ’nice’ form for commuting pairs with

one inner and one outer involution is obtained in lemmas 5.1.4 and 5.2.4 correspond-

ing to symmetric and skew-symmetric forms (that give rise to outer involutions),

respectively. To finish the classification of such pairs, work is done on a field (of char-

acteristic not two) by field basis and results are explicitly obtained for algebraically

closed fields, the real numbers, finite fields, and the p-adic numbers. This is sum-

marized in the tables herein and in theorem 5.3.11. Lastly, the equivalence between

the classification of commuting outer pairs and commuting pairs with one inner in-

volution and one outer involution is shown. In the last section, a summary of the

isomorphism classes of pairs of commuting involutions of SL(n, k) is given.
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Chapter 2

Background Material

In this section, an overview of the material on which most of this thesis relies is

presented. This will include the theory and results from [HWD06], [Hel88], and a

few selections from [Sch85], [Jon50], [Dom03], [Jac05], and [Hel00], as well as a short

introduction to symmetric k-varieties.

2.1 Involutions of SL(n, k)

This thesis is about commuting pairs of involutions of SL(n, k) for k a field of

characteristic not two, and their isomorphism classes. Thus, a thorough grasp of

single involutions and their isomorphism classes is needed, as it is used throughout

this work. Throughout this section k is a field of characteristic not two, k1 is an

extension field of k and k̄ is the algebraic closure of k.

Definition 2.1.1. An involution defined over a field k of a connected, reductive

algebraic group, G, defined over k is an automorphism (over k) of order two, i.e. an

automorphism φ such that φ2 = Id and φ 6= Id.

Before defining what it is meant by isomorphic involutions, some notation is

needed:

Notation 2.1.2. Let G be a connected, reductive algebraic group defined over a field

k. Then let Aut(G) denote the set of all automorphisms of G. Let Innk(G) denote
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the set of all inner (k)-automorphisms of G, i.e. Innk(G) = {InnA |A ∈ G}, where

for X ∈ G, InnA(X) = A−1XA for A ∈ G, and any automorphism of G that is not

an inner automorphism is referred to as an outer automorphism. Also, let Inn(G)

denote the set of automorphisms of G that are ’almost’ an inner automorphism, i.e.

Inn(G) = {InnA |A ∈ Ḡ, InnA(G) = G} where Ḡ is the group G over k̄, i.e. for

G = SL(n, k), Ḡ = SL(n, k̄).

Definition 2.1.3. Given two involutions τ and σ of G, τ is isomorphic or Inn(G)-

isomorphic to σ if and only if there is a φ ∈ Inn(G) such that τ = φ−1σφ, often

denoted τ ≈ σ.

Note that in the above definition, we take the definition of isomorphic involutions

to be that of Inn(G)-isomorphism. There is also a similar notion for Aut(G) and

Innk(G)-isomorphism that are not considered in this thesis.

Beginning with the classification of involutions of SL(2, k), as in [HW02], an im-

portant lemma that holds for n = 2 is the following [Bor91]:

Lemma 2.1.4. For φ ∈ Aut(SL(2, k)) and k not algebraically closed, there exists an

extension field k1 of k and a τ ∈ Inn(SL(2, k)) such that τ |SL(2,k) = φ, i.e. there is

always a 2 × 2 matrix A ∈ SL(2, k1) such that φ = InnA |SL(2,k). Furthermore, for k

algebraically closed, Aut(SL(2, k)) = Inn(SL(2, k)).

Unfortunately, as soon described, the above lemma does not hold for n > 2;

however, it turns out that for n > 2 there are only two types of involutions to

classify: inner and outer. Considering the automorphisms of SL(2, k) of the form

InnA for A ∈ SL(2, k1), by the above lemma this covers all of them, the following

lemma from [HW02], lead to a ’nice’ form for the matrix A:

Lemma 2.1.5. The automorphism InnA ∈ Inn(SL(2, k1)) keeps SL(2, k) invariant if

and only if A = pB for some p ∈ k1 and B ∈ GL(2, k).

In other words, since InnpB = InnB for any constant p, every automorphism of

SL(2, k) can be written as InnB |SL(2,k) for B ∈ GL(2, k). Knowing this, and applying

some simple matrix algebra, the form of B can be further simplified [HW02]:



8

Lemma 2.1.6. Suppose φ ∈ Aut(SL(2, k)) is an involution. Then there exists a

matrix A ∈ GL(2, k) such that φ = InnA |SL(2,k) and InnA is isomorphic to Inn( 0 1
q 0

).

Therefore, all isomoprhy classes of involutions of SL(2, k) can be represented by 2×
2 matrices of the form

(
0 1
q 0

)
∈ GL(2, k). The problem of determining the isomorphy

classes of involutions of SL(2, k), then, has been reduced to determing which q’s give

distinct isomorphism classes, i.e. the classification has been reduced to the field k. In

fact, distinct isomorphism classes of involutions of SL(2, k) arise from distinct square

classes, i.e. distinct elements of k∗/k∗2 [HW02]:

Theorem 2.1.7. Suppose φ, σ ∈ Aut(SL(2, k)) are involutions of which the corre-

sponding matrices in G are A =
(

0 1
p 0

)
and B =

(
0 1
q 0

)
. Then φ is conjugate (isomor-

phic) to σ if and only if q/p is a square in k∗.

Corollary 2.1.8. The number of isomorphy classes of involutions of SL(2, k) equals

the order of k∗/k∗2, and distinct isomorphy classes of involutions have matrix repre-

sentatives
(

0 1
q 0

)
for distinct q ∈ k∗/k∗2.

Since the groups k∗/k∗2 for k algebraically closed fields, R,FpQ2, and Qp for

p 6= 2 are considered in this thesis, their groups are briefly listed (as in [HW02] and

[HWD06]):

1. k = k̄. In this case |k∗/k∗2| = 1

2. k = R. In this case k∗/k∗2 ≈ Z2, and thus |k∗/k∗2| = 2.

3. k = Q. In this case |k∗/k∗2| =∞.

4. k = Fp, p 6= 2. Then, k∗/k∗2 ≈ Z2 and thus |k∗/k∗2| = 2. For convenience (and

to refer to later in this thesis) the ’smallest’ non-square in Fp will be refered to

as sp, as in [HWD06], and then take {1, sp} as the elements in k∗/k∗2.

5. k = Qp, p 6= 2. In this case, k∗/k∗2 ≈ Z2×Z2, hence |k∗/k∗2| = 4. Again letting

sp refer to the ’smallest’ non-square in the field Fp, the elements of k∗/k∗2 can

be taken in the following set: {1, p, sp, psp}, as in [HW02].
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6. k = Q2. In this case, |k∗/k∗2| = 8. Also, the elements of k∗/k∗2 can be taken in

the following set: {1,−1, 2,−2, 3,−3, 6,−6}, as in [HW02].

Although the classification of involutions of SL(2, k) can be reduced to the struc-

ture of the field k, namely to the number of square classes, the same does not hold

for SL(n, k), n > 2; however, for involutions of SL(n, k), n > 2, of inner type, i.e. in

Inn(SL(n, k)), the structure of k∗/k∗2 plays an important role.

The classification (up to Inn(G)-isomorphism) of involutions of SL(n, k), n > 2 is

broken up into two parts: classifying inner involutions (inner automorphisms that are

involutions) and classifying outer involutions (outer automorphisms that are involu-

tions). First, inner involutions of SL(n, k) are discussed for k a field of characteristic

not two. Note that for A ∈ GL(n, k̄), InnA = InnA′ for A′ ∈ SL(n, k̄), because

A′ =
(

1
det(A)

)1/n

A and InnA = InnαA for any constant α. Thus, one can consider an

automorphism of the following type: InnY |SL(n,k) for Y ∈ GL(n, k̄). From [HWD06],

we have the following two lemmas:

Lemma 2.1.9. Let Y ∈ GL(n, k̄). If InnY |(SL(n,k)) = Id, then Y = pI for some

p ∈ k̄.

Lemma 2.1.10. Let φ ∈ Inn(SL(n, k)) = {InnA |A ∈ SL(n, k̄), InnA(SL(n, k)) =

SL(n, k)} = {InnA |A ∈ GL(n, k̄), InnA(SL(n, k)) = SL(n, k)} (by the remark above),

and let Y ∈ GL(n, k̄). Then, for φ = InnY ∈ Inn(SL(n, k̄)) keeps SL(n, k) invariant

if and only if Y = pB for p ∈ k̄ and B ∈ GL(n, k).

The above lemma implies that any automorphism in Inn(SL(n, k)) of SL(n, k) can

be written as InnB for B ∈ GL(n, k). Therefore, any involution of SL(n, k) of inner

type can be written as InnY |SL(n,k) for Y ∈ GL(n, k). Furthermore, isomorphism of

involutions can be written as conjugation by InnY for Y ∈ GL(n, k). In fact, we get:

Lemma 2.1.11. The automorphisms of inner type InnY1 , InnY2 ∈ Inn(SL(n, k)) are

conjugate (isomorphic) if and only if the matrix Y1 is conjugate to cY2 for some c ∈ k.

Proof. InnY1 is conjugate to InnY2 if and only if there is φ ∈ Inn(SL(n, k)) such

that φ−1 InnY1 φ = InnY2 if and only if there is an A ∈ GL(n, k̄) such that φ =
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InnA |SL(n,k), InnA(SL(n, k)) = SL(n, k) and φ ∈ Inn(SL(n, k)) such that InnY2 =

Inn−1
A InnY1 InnA if and only if there is a B ∈ GL(n, k) such that Inn−1

B InnY1 InnB =

InnY2 . This holds if and only if InnBY1B−1Y −1
2

= Id if and only if BY1B
−1 = cY2 for

c ∈ k̄. But by lemma 2.1.10 Y1, Y2 ∈ GL(n, k) and since B ∈ GL(n, k) this holds if

and only if c ∈ k.

Returning to involutions, the matrix representatives of an involution of inner type

of SL(n, k), they have the form InnY for Y ∈ GL(n, k) such that Inn2
Y = Id. This

implies that Y 2 = pIn for p ∈ k. By determining whether or not p is a square in k∗,

the isomorphism class of InnY can be narrowed down:

Lemma 2.1.12. Suppose Y ∈ GL(n, k) with Y 2 = pIn. Then if p = c2 ∈ k∗2 then

Y is conjugate to cIn−i,i for some i = 0, 1, . . . , n. If p /∈ k∗2 then n is even and Y is

conjugate to Ln,p.

In fact, the distinctness of involutions of SL(n, k) up to Inn(SL(n, k))-isomorphism

depends in part on the structure of the field k, because distinct isomorphism classes

of involutions InnLn,p come from distinct p ∈ k∗/k∗2. The complete classification (of

involutions of inner type of SL(n, k) is used in theorem 3.3.1), and is as follows:

Theorem 2.1.13. Suppose φ ∈ Aut(SL(n, k)) is of inner type. Then up to isomor-

phism (Inn(SL(n, k))-isomorphism), φ is one of the following:

1. InnY |SL(n,k), where Y = In−i,i ∈ GL(n, k), and i ∈ {1, 2, . . . ,
⌊
n
2

⌋
}

2. InnY |SL(n,k), where Y = Ln,p ∈ GL(n, k) and p ∈ k∗/k∗2, p 6≡ 1 mod k∗2

and these are distinct classes, thus φ is only one of the above.

As there exists a ’nice’ relationship between involutions of SL(n, k) of inner type

and the structure of the field k given by the group k∗/k∗2, outer involutions of SL(n, k)

are related to bilinear forms on the vector space kn. Before describing the relationship

between bilinear forms on kn and outer involutions of SL(n, k) an important result

from [Bor91] is vital:
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Lemma 2.1.14. Any outer automorphism can be written as InnM θ for θ a fixed outer

automorphism.

Thus, taking the outer automorphism of SL(n, k) to be θ(A) = AT−1 for A ∈
SL(n, k), any outer automorphism of SL(n, k) can be written as InnM θ. Knowing this,

one needs to classify the automorphism of inner type InnM for InnM θ an involution of

SL(n, k). It turns out [HWD06] that M must be either symmetric or skew-symmetric

(hence a matrix representative of a symmetric or skew-symmetric bilinear form on

kn):

Lemma 2.1.15. For θ the outer involution given by θ(A) = AT−1, InnM θ is an

involution of SL(n, k) if and only if M is symmetric or skew-symmetric and M is

only skew-symmetric if n is even.

This lemma allows one to describe the outer involutions of SL(n, k) but not clas-

sify them up to Inn(SL(n, k))-isomorphism. To do that, first recall the definition of

congruence:

Definition 2.1.16. Two bilinear forms with matrices M1 and M2 represent the same

bilinear form on kn with respect to different bases if and only if they are congruent,

i.e. if and only if there exists a Q ∈ GL(n, k) such that QTM1Q = M2.

Unfortunately, there is not a one-to-one correspondence between the congruence

classes of symmetric/skew-symmetric matrices M (and hence of symmetric/skew-

symmetric bilinear forms) and isomorphism classes of outer involutions of SL(n, k) of

the form InnM θ; however, there is a close relationship between the two [HWD06]. A

quick definition is needed first:

Definition 2.1.17. Two bilinear forms on kn with associated matrices M1 and M2

are semi-congruent over k if there exists a Q ∈ GL(n, k) and an α ∈ k such that

QTM1Q = αM2.

The notion of semi-congruence is what is needed to tie together the classification

of symmetric/skew-symmetric bilinear forms on kn and isomorphism classes of outer

involutions of SL(n, k) [HWD06]:
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Theorem 2.1.18. If InnM1 θ and InnM2 θ are two outer involutions of SL(n, k), then

they come from (nondegenerate) bilinear symmetric or skew-symmetric forms rep-

resented by M1 and M2, respectively, and InnM1 θ is isomorphic to InnM2 θ if and

only if M1 is semi-congruent to M2. Furthermore, if the matrix representative is

skew-symmetric then n is even.

Therefore, to complete the classification of involutions of SL(n, k) one needs to de-

termine the semi-congruence classes of symmetric and skew-symmetric bilinear forms

on kn. This depends on the structure of the field k and has been determined [HWD06]

for algebraically closed fields, R,Fp,Qp,Q2 for p 6= 2.

2.2 Bilinear Forms

Symmetric and skew-symmetric bilinear forms on kn play an important role in the

construction and to some degree, the classification of outer involutions of SL(n, k) as

discussed above and in [HWD06]. In this section we briefly review some results of

bilinear forms appearing in [Jon50] and [Sch85]. Recall the following definition from

[Sch85]:

Definition 2.2.1. A bilinear form on a vector space V = kn is a map

β : V × V → k

such that for all x, x′, y, y′ ∈ V and α ∈ k the following hold:

β(x+ x′, y) = β(x, y) + β(x′, y)

β(x, y + y′) = β(x, y) + β(x, y′)

β(αx, y) = αβ(x, y) = β(x, αy).

Furthermore, the bilinear form β is said to be symmetric if and only if β(x, y) = β(y, x)

for all x, y ∈ V and is said to be skew-symmetric if and only if β(x, y) = −β(y, x) for

all x, y ∈ V .
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Given a matrix representative M of a bilinear form on kn (matrix representatives

of bilinear forms are congruent if and only if they represent the ’same’ bilinear form

with respect to a new basis), then from [Sch85] we get:

Lemma 2.2.2. Every symmetric matrix B is congruent to a diagonal matrix.

Hence, congruence of A and B being defined by Q ∈ GL(n, k) such that QTBQ =

A, then for each B there exists a Q ∈ GL(n, k) such that QTBQ is diagonal, say

QTBQ =
∑n

i=1 qi ∗x2
iEi,i where qi is a representative of k∗/k∗2 and x ∈ k. Then using

Q′ =
∑n

i=1
1
xi
Ei,i, the following holds:

Corollary 2.2.3. Every symmetric matrix B is congruent to a diagonal matrix whose

entries are representatives of the square-class group k∗/k∗2.

Also, a ’nice’ form exists for each nonsingular skew-symmetric matrix [Sch85]:

Lemma 2.2.4. Every skew-symmetric matrix in GL(n, k) is congruent to the matrix:(
0 In

2

−In
2

0

)
,

hence n must be even.

Considering bilinear forms over Qp, some results from [Jon50] are useful. First, a

few definitions are needed:

Definition 2.2.5. The Hilbert Symbol, (·, ·)p of two nonzero p-adic numbers α and

β is defined as follows: (α, β)p = 1 if αx2 + βy2 = 1 has a solution over the p-adics,

and equals −1 otherwise.

Definition 2.2.6. The Hasse symbol, cp(M) of M the matrix representative of a

bilinear form on kn is defined by:

cp(M) = (−1,−Dn)p

n−1∏
i=1

(Di,−Di+1)p

for Di the determinant of the upper left i× i square submatrix of M .
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Using the above notions, and the two results below becomes useful when deter-

mining semi-congruence. This is because the first lemma relates the Hasse symbol

of a matrix M to the Hasse symbol of αM for α ∈ k and the second result gives

necessary and sufficient conditions for congruence.

Lemma 2.2.7. If M is an n× n matrix (with entries in Qp) and α ∈ Qp then:

cp(αM) =

{
(α,−1)

n/2
p (α,Dn)pcp(M) : n even

(α,−1)
(n+1)/2
p cp(M) : n odd

Theorem 2.2.8. Two symmetric matrices M1 and M2 with entries in Qp are con-

gruent if and only if: det(M1) = α2 det(M2) and cp(M1) = cp(M2).

2.3 Automorphisms fixing Sp(2n, k) or SO(n, k, β)

As the characterization theorems of automorphisms InnA for A ∈ GL(n, k̄) that

keep Sp(2n, k̄) invariant or keep SO(n, k̄, β) invariant in [Jac05] and [Dom03], respec-

tively, is used in the classification of commuting involutions of SL(n, k) with an outer

involution, a brief overview of the main results of those theses is included here. First,

consider automorphisms of inner type, having the form InnA for A ∈ GL(2n, k̄), that

keep Sp(2n, k̄) invariant. Then, it is shown in [Jac05] that:

Theorem 2.3.1. InnA keeps Sp(2n, k̄) invariant if and only if A = pM for p ∈ k̄

and M ∈ Sp(2n, k̄)

In other words, every inner automorphism that keeps Sp(2n, k̄) invariant can be

written as InnA for A ∈ Sp(2n, k̄). This can be taken one step further:

Theorem 2.3.2. If A ∈ Sp(2n, k̄), then InnA keeps Sp(2n, k) invariant if and only

if A = pM for some p ∈ k̄ and M ∈ Sp(2n, k).

Thus, every inner automorphism that keeps Sp(2n, k̄) and Sp(2n, k) invariant,

can be written as InnM for M ∈ Sp(2n, k). Also, inner automorphisms that keep

SO(n, k, β) invariant for β a bilinear symmetric (non-degenerate) form on kn have a

nice form [Dom03].
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Theorem 2.3.3. Suppose β is a non-degenerate symmetric bilinear form with matrix

M over kn where the characteristic of k is not two. Then for A ∈ GL(n, k̄), if InnA

keeps SO(n, k̄, β) invariant if and only if A = αÂ for α ∈ k̄ and:

1. Â ∈ SO(n, k̄, β) if n is odd

2. Â ∈ SO(n, k̄, β) or Â ∈ O(n, k̄, β) and det(Â) = −1, if n is even.

Taking this one step further, [Dom03] showed:

Theorem 2.3.4. For A ∈ SO(n, k̄, β) or n even and A ∈ O(n, k̄, β), the inner

automorphism InnA keeps SO(n, k, β) invariant if and only if A = αÂ for some

α ∈ k̄ and:

1. Â ∈ SO(n, k, β) if n is odd

2. Â ∈ SO(n, k, β) or Â ∈ O(n, k, β) and det(Â) = −1 if n is even.

Thus, every inner automorphism that keeps SO(n, k̄, β) and SO(n, k, β) invariant,

can be written as InnM for M ∈ SO(n, k, β) or M ∈ O(n, k, β) and det(M) = −1, n

even.

2.4 Commuting Pairs of Involutions over

Algebraically Closed Fields

A classification of commuting pairs of involutions for G a connected, reductive

algebraic group defined over an algebraically closed field was determined in [Hel88]

and is briefly outlined below.

The main result on commuting involutions in this paper can be summarized as

follows: for a root system of a certain torus, T , in G, the classification of commut-

ing involutions of G can be reduced to the classification of commuting (admissible)

involutions of the root system of T up to a certain ’quadratic element’ of the torus

T .

To begin, the following definition is needed:
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Definition 2.4.1. Let T be a maximal torus of G, a connected reductive algebraic

group over an algebraically closed field. An automorphism φ of G of order ≤ 2 is

normally related to T if and only if φ(T ) = T and T−φ = {t ∈ T |φ(t) = t−1}0 is a

maximal φ-split torus of G.

With this, a correspondence between isomorphism at the group level and Weyl-

group conjugacy at the associated root level can be given [Hel88]:

Theorem 2.4.2. Let φ1, φ2 ∈ Aut(G) be such that φ2
1 = φ2

2 = Id and assume φ1, φ2

are normally related to T , for T a maximal torus of G. Then φ1 and φ2 are conjugate

under Inn(G) if and only if φ1|T and φ2|T are conjugate under W (T ), the Weyl group

of T .

Furthermore, as shown in the proof of the above theorem in [Hel88], if two invo-

lutions φ1 and φ2, restricted to T are the same (on the torus) then, on the group G,

φ1 = φ2 Innt for some t ∈ T−φ2 .
Before developing a full correspondence between involutions on the root level and

involutions on the group level, one needs to determine which involutions on the root

level can be ’lifted’ to the group G.

Definition 2.4.3. An involution σ ∈ Aut(X,Φ) can be lifted if there is an involutorial

automorphism φ ∈ Aut(G, T ) inducing σ on (X,Φ), i.e. φ|T = σ. Where Φ is the

root system of T and Aut(V,W ) is the set of automorphisms, α, of V such that

α(W ) = W .

Now, for T a maximal torus of G, involutions which can be lifted are given by the

following [Hel88]

Proposition 2.4.4. Let φ ∈ Aut(X,Φ) be an involution and 4 a basis of Φ. Then

the following are equivalent:

1. φ can be lifted

2. There is a t ∈ T such that φ4 Innt is an involution, for φ4 defined by

φ4(χα(ξ)) = χφ(α)(ξ)
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for all α ∈ 4, ξ ∈ k, and χα the corresponding one-parameter additive subgroup

of G defined by α.

3. There is a t ∈ T such that cφ(α),φ4 = α(φ(t)t) for all α ∈ 4, where cφ(α),φ4 are

structure constants of G relative to {χα}.

4. There is a t ∈ T+
φ such that cφ(α),φ4 = α(t) for all α ∈ 4.

A concept related to lifting involutions from the root system of a given connected,

reductive algebraic group is determining whether or not an involution, φ of some root

datum can be realized as a lifted involution, φ̂ of some reductive algebraic group G

with maximal torus T with T−
φ̂

is a maximal φ̂-split torus of G. In the case that this

holds, the datum is said to be admissible. These indices are given in [Hel88].

Continuing to commuting involutions, a definition is needed first:

Definition 2.4.5. A torus A of G is called (σ, θ)-split if A is σ- and θ-split. Also,

a torus T of G whish is both σ and θ stable is called (σ, θ)-stable and define T−σ,θ =

{t ∈ T |σ(t) = θ(t) = t−}0.

Given this definition, two results that are useful in the classification of commuting

involutions are the following [Hel88]:

Lemma 2.4.6. 1. There exists a maximal torus of G, which is (σ, θ)-stable.

2. All maximal (σ, θ)-split tori of G are conjugate under (Gσ ∩Gθ)
0, where Gφ =

{g ∈ G|φ(g) = g}0.

A notion of normally related exists for commuting pairs of involutions as well:

Definition 2.4.7. If (σ, θ) is a pair of commuting involutorial automorphisms of

G and T is a maximal torus of G, then (σ, θ) is normally related to T if and only

if φ(T ) = θ(T ) = T and T−σ,θ, T
−
σ , T

−
θ are maximal (σ, θ)-split, σ-split, and θ-split,

respectively.

Also, it was shown in [Hel88] that such tori always exists, and they are all conjugate

under (Gσ ∩Gθ)
0.
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The above leads to one of the main results of [Hel88], namely the relationship

between classifying commuting involutions of a reductive algebraic group G and clas-

sifying commuting involutions of the associated root system:

Theorem 2.4.8. Let (σ1, θ1) and (σ2, θ2) be pairs of commuting involutorial auto-

morphisms of G, normally related to T . Then (σ1, θ1)|T and (σ2, θ2)|T are conjugate

under W (T ) if and only if there exists ε ∈ T−σ1,θ1 with ε2 ∈ Z(G) such that (σ2, θ2) is

isomorphic to (σ1, θ1 Innε).

The ε in the above theorem is called a quadratic element of the torus T . These

elements are vital to the classification of commuting involutions. Before proceeding,

let C(T ) denote the set of W (T ) conjugacy classes of ordered pairs of commuting

involutions of the root system of a torus T . Since every pair of commuting involutorial

automorphisms of G is isomorphic to one normally related to T , there is a map [Hel88]

that takes pairs of commuting involutions of G to C(T ). Let C(σ, θ) denote the fiber

above the image of the map on a pair (σ, θ). With this, and letting F denote the

family of all pairs of commuting involutorial automorphisms of a G, let F (σ, θ) denote

the subset of F consisting of pairs of commuting involutions of G whose isomorphism

classes are in C(σ, θ) and A a maximal (σ, θ)-split torus of G, as in [Hel88]. Then

for FA(σ, θ) = {(σ, θ Innε)|ε ∈ A, ε2 ∈ Z(G)}. Thus, as shown in [Hel88], any pair in

F (σ, θ) is isomorphic to a pair (σ, θ Inna) ∈ FA(σ, θ), thus, the isomorphism classes

in C(σ, θ) can be represented by a set of quadratic elements of A. Finally, determing

which quadratic elements ai give isomorphic pairs (σ, θ Innai) is given in [Hel88]:

Proposition 2.4.9. Let (σ, θ) be a pair of commuting involutions of G, A a maximal

(σ, θ) -split torus of G and T ⊃ A a (σ, θ)-stable maximal torus of G such that T−σ

is a maximal σ-split torus of G and T−θ is a maximal θ-split torus of G. Then two

pairs (σ, θ Inna1) and (σ, θ Inna2) in FA(σ, θ) are isomorphic under ZG(A) if and only

if there exists a t ∈ T such that σ(t) = t and a1a2 = θ(t)t−1.

Thus, to classify commuting involutions of a connected, reductive algebraic group

G over an algebraically closed field, one needs to determine Weyl group conjugacy

classes of (admissible) commuting involutions of a root system (of some torus) and
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then classify quadratic elements corresponding to pairs in FA(σ, θ), for A ⊂ T as

above.

2.5 k-Involutions over Fields of Characteristic Not

Two

As a classification of commuting involutions of an arbitrary connected, reductive

algebraic group over algebraically closed fields (of characteristic not two) is given

in [Hel88], a classification of single k-involutions of a connected, reductive algebraic

group (defined over k) for k an arbitrary field of characteristic not two is discussed in

[Hel00]. A few of the results of this paper are discussed below. First, a few definitions

are needed [Hel00]

Definition 2.5.1. A mapping φ : G → G is called a k-automorphism of G if φ is a

bijective rational k-homomorphism whose inverse is a rational k-homomorphism, for

G a connected, reductive algebraic k-group. Furthermore, for G and φ defined over

k with φ an automorphism of G of order 2, φ is called a k-involution.

Definition 2.5.2. A k-torus A of G is called (θ, k)-split if it is both θ-split and

k-split.

Because the classification of k-involutions of a group G defined over k is related

to k-tori of G, some results on these tori are needed from [Hel00]:

Proposition 2.5.3. Let A be a maximal (θ, k)-split torus of G. Then A is the unique

maximal (θ, k)-split torus of ZG(A).

Furthermore, for Gθ = {g ∈ G|θ(g) = g}, G reductive, and H a k-open subgroup

of Gθ, the following is shown in [Hel00]:

Proposition 2.5.4. Let A1 and A2 be maximal (θ, k)-split tori of G and Ã1, and Ã2

be maximal k-split tori of G containing A1 and A2, respectively. Then there exists a

g ∈ (ZG(Ã1)H0)k such that g−1A1g = A2 and g−1Ã1g = Ã2.
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As with the action of an involution on a group G over an algebraically closed field

being given by an index (related to the associated root system of G), the actions of

the Galois group Γ of K/k where for G a reductive k-group, T a maximal k-torus of

G, K is a finite Galois extension of k which splits T [Hel00], and the involution θ can

be described by an index [Hel00]. In doing this, one could hope for a characterization

of k-involutions of G by characterizing admissible involutions of the root system of a

certain torus; however, more is needed [Hel00]. It will be described later that there are

three [Hel00] invariants needed to classify k-involutions. Working toward classifying

k-involutions on a torus T in G, a few preliminaries from [Hel00] are needed:

Definition 2.5.5. Let A be a maximal k-split torus of G. A k-involution θ of G is

normally related to A if θ(A) = A and A−θ is a maximal (θ, k)-split torus of G.

Lemma 2.5.6. Let A be a maximal k-split torus of G. Every k-involution is Gk-

isomorphic with one normally related to A.

A result analogous to the relationship between involutions of a connected, reduc-

tive algebraic group and involutions of the associated torus (and hence root system)

for k-groups G and k-involutions is the following [Hel00]:

Theorem 2.5.7. Let G be a connected reductive semi-simple algebraic group defined

over k, A a maximal k-split torus of G and θ1, θ2 be k-involutions of G, normally

related to A. Then, θ1 is Gk-isomorphic to θ2 Inna for a ∈ A−1
θ2

if and only if θ1|ZG(A)

and θ2|ZG(A) are isomorphic under Gk.

Note how this differs from the result for groups over algebraically closed fields:

for k groups one needs to restrict to the centralizer of a maximal k-split torus (for

split groups this is no different, since maximal k-split tori are maximal tori) and

furthermore, one needs isomorphism over Gk on the restriction, unlike isomorphism

over the Weyl group (of a torus T ) on the restriction for the algebraically closed case.

By results on [Hel00], one can do slightly better than isomorphism over Gk on the

restriction. In fact, one only needs to use N(A, θ2) = NGk
(A).Z(A, θ2) for Z(A, θ2)

the set of zi ∈ ZG(A) for i ∈ I for I a certain index set stemming from a minimal

parabolic k-subgroup of G acting on Gk/Hk [Hel00].
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The above relates isomorphism of k-involutions of G on the group level to isomor-

phism on the restriction to the centralizer of a maximal k-split torus. As stated above,

this is not enough for a full classification of k-involutions of G. Three invariants are

needed [Hel00]:

1. classification of admissible k-involutions of (X∗(T ),Φ(T ),Φ(A)) for T a maxi-

mal torus of G containing a maximal k-split torus A of G.

2. classification of the Gk-isomorphism classes of k-involutions of the k-anisotropic

kernel of G, i.e. the product of the derived group ZG(A) and the maximal

anisotropic k-torus in the center of ZG(A) [Hum75]

3. classification of Gk-isomorphy classes of k-inner elements a ∈ Ik(A−1
θ )

By synthesizing the results in [Hel00] and [Hel88] one could work towards a gener-

alized result of commuting k-involutions of an arbitrary connected, reductive algebraic

group defined over a field k of characteristic not two.

2.6 Symmetric k-Varieties

As the study of commuting involutions is motivated by the study of symmetric

k-varieties and associated double coset decompositions, a very brief discussion is

included. Following the work in [HP94], let G be a connected k-group and θ a k-

automorphism of G of order two. The fixed point group of the k-involution θ is

given by Gθ = {g ∈ G|θ(g) = g} and it is a k-group that is also reductive (for G

reductive). Also, as stated in [HP94], if G is semi-simple and simply connected, then

Gθ is connected. A criterian for determing whether an involution of G is a k-involution

is the following [HP94]:

Proposition 2.6.1. Let G be a connected semi-simple algebraic k-group and θ an

involution of G. Then θ is defined over k if and only if G0
θ is defined over k.

Let H be a k-open subgroup of Gθ. Then for G reductive:
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Definition 2.6.2. The variety G/H is called a symmetric variety and the variety

Gk/Hk is called a symmetric k-variety.

There is a ’natural’ root system associated to the symmetric space G/H [HP94].

Namely, for a torus T of G that is θ-stable (where H is defined as a k-open subgroup

of the fixed point group of θ in G) and θ-split (recall a torus, A, is θ-split if and only

if θ(a) = a−1 for all a ∈ A), if T is maximal θ-split it gives the ’natrual’ root system

of G/H. Similarly, for T a maximal (θ, k)-split k-torus of G, the root system given

by T is the ’natural’ root system of the symmetric k-variety, Gk/Hk [HP94].

As the study of orbits of minimal parabolic k-subgroups acting on symmetric k-

varities play an important role in the study of such varities [HP94], a result on the

decomposition of the orbits is included as in [HP94]:

Theorem 2.6.3. Let G be a reductive algebraic k-group, θ a k-involution of G, H

a k-open subgroup of Gθ, and P a minimal parabolic k-subgroup of G. Then, for

{Ai|i ∈ I} be the set of representatives of the Hk-conjugacy classes of θ-stable maximal

k-split tori in G, the following holds:

Hk\Gk/Pk ≈
⋃
i∈I

WHk
(Ai)\WGk

(Ai)

for WGk
(Ai) = NGk

(Ai)/ZGk
(Ai) and WHk

(Ai) defined similarly.
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Chapter 3

Preliminaries

Our basic references for reductive groups, Borel subgroups, and maximal tori will

be the books [Bor91], [Hum75], and [Spr98]. For background on the the classification

of pairs of commuting involutions over algebraically closed fields, our basic reference

will be the paper [Hel88]. We will follow their notations and terminology.

3.1 Some notation

Throughout this thesis, k will be a field of characteristic not equal to 2, and G

is a reductive algebraic group defined over k. Let T be a maximal k-split torus in

G, and P be a minimal parabolic subgroup of G. Let θ be an involution of G, and

K = Gθ be the fixed point group of θ. Let Gk, Kk and Tk be the k-rational points of

G, K and T , respectively. WGk
(T ) = NGk

(T )/ZGk
(T ) is the Weyl group of T in Gk,

where NGk
(T ) is the normalizer of T in Gk and ZGk

(T ) is the centralizer of T in Gk.

For a closed subgroup U of G we write U◦ for the connected component containing

the identity. The following is some notation we will use throughout the rest of this

paper.

Notation 3.1.1. 1. We will use q to denote the entire square class of q.

2. By abuse of notation, we will use q ∈ k∗/(k∗)2 to denote that q is the represen-

tative of the square class q of k.
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Notation 3.1.2. Let Ei,j be the appropriate (clear from the context) size matrix with

a 1 in the (i, j)th entry and zeros elsewhere.

Notation 3.1.3. 1. Let Ij be the j × j identity matrix. We will sometimes refer to

the identity matrix as Id, where its size is apparent from the context, and with

a slight abuse of notation also refer to the identity operator by Id.

2. Let In−i,i ∈ GL(n, k) be the matrix given by:

(
In−i

−Ii

)
.

3. Let Ln,q be the matrix given by:



0 1

q 0
. . .

0 1

q 0


.

4. Let L′n,q be the matrix given by:

(
0 In

2

qIn
2

0

)
for n even.

5. Let Mr,s,t ∈ GL(n, k) be the matrix given by:


In−3

r

s

t

.

6. Let J2m be the matrix:

(
0 Im

−Im 0

)
.

7. Let Pn be the permutation matrix:
∑ k

2
i=1(Ei,2i−1 + E k

2
+i,2i)

Notation 3.1.4. Let M(n, k) denote n× n matrices over the field k, and M(n×m, k)

denote n×m matrices over the field k.

Notation 3.1.5. Let InnA be the mapping defined by InnA(X) = A−1XA. We will

sometimes refer this mapping by its matrix representative, A.
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Notation 3.1.6. A commuting pair of involutions of SL(n, k) will sometimes be re-

ferred to as such, in addition to being referred to as: a pair, a commuting pair, or a

commuting pair of involutions.

3.2 θ-stable Tori

T is θ-stable if θ(T ) = T . Then, T = T+T−, where

1. T+ = {t ∈ T | θ(t) = t}◦

2. T− = {t ∈ T | θ(t) = t−1}◦. The torus T− is called θ-split.

Moreover, T+ ∩ T− is finite.

Definition 3.2.1. A torus T is called (θ, k)-split if T is k-split and θ-split. We will

let Aθ denote the set of maximal (θ, k)-split tori.

All maximal k-split tori of G are G-conjugate. If T is a maximal torus, then

ZG(T ) = T . By a result in [Ste68], any Borel subgroup contains a θ-stable maximal

torus.

3.3 Useful Results

Lemma 3.3.1. Every pair of commuting inner involutions is isomorphic to the pair

(InnY , InnA) for either:

1. Y = In−i,i ∈ GL(n, k) where i ∈ {1, 2, . . . ,
⌊
n
2

⌋
}

2. Y = Ln,q ∈ GL(n, k) where q ∈ k∗/k∗2 with q 6= 1 mod k∗2, n even.

and these are distinct for distinct i ∈ {1, 2, . . . ,
⌊
n
2

⌋
} and distinct q ∈ k∗/k∗2 with

q 6= 1 mod k∗2.

Proof. This follows immediately from the definition of isomorphic pairs and the clas-

sification of inner involutions of SL(n, k) found in [HWD06].
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We will need another lemma from [Sil00].

Lemma 3.3.2. For A,B,C,D ∈ M(n
2
, k), det

(
A B

C D

)
= det (AD −BC) when

CD = DC
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Chapter 4

Classification of Commuting Pairs

of Inner Involutions

Using the results of [HWD06], we classify the pairs of commuting inner involutions

of SL(n, k), for k a field of characteristic not 2. A pair of commuting inner involutions

will have the form (InnA, InnB) for A,B ∈ GL(n, k), where InnA(X) = A−1XA,

∀X ∈ SL(n, k).

Dropping the InnA notation, we will sometimes refer to the matrix A ∈ GL(n, k)

for the corresponding inner automorphism, InnA, and (A,B) for the pair (InnA, InnB).

Note that InnA is an automorphism when A ∈ GL(n, k) and is an involution when

A2 = p Id. Also note that InnA ≈ InnB if and only if there is a C ∈ GL(n, k) such

that C−1AC = cB for c ∈ k̄, as in [HWD06]. We will first focus on pairs of the form

(InnY , InnA) for Y = Ln,q and then for Y = In−i,i, because every pair of involutions

of SL(n, k) has the first entry in the pair isomorphic to one of these [HWD06]. In

each case, the form of the matrix A in the pair (InnY , InnA) is determined first. Then,

the fact that InnA is an involution of SL(n, k) is used next to ’simplify’ the form of A

while keeping the form of Y fixed. After this is completed for each Y , there are only

a few possible isomorphism classes of commuting inner involutions of SL(n, k). The

last step, then, is to determine the distinctness of the remaining pairs.
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4.1 Commuting Inner Involutions with the First

Pair Isomorphic to InnLn,q

As stated above, we first consider pairs of commuting inner involutions of the form

(InnLn,q , InnA), for q 6= 1 mod k∗2.

Lemma 4.1.1. (InnLn,q , InnA), is a pair of commuting involutions only if A = (Ai,j)

and one of the following:

Ai,j =

(
ai,j bi,j

qbi,j ai,j

)
or Ai,j =

(
ai,j bi,j

−qbi,j −ai,j

)

Proof. Let A = (Ai,j)
n/2
i,j=1 and Y = Ln

2
,q = (Yi,j)

n/2
i,j=1, where Ai,j =

(
ai,j bi,j

ci,j di,j

)
and

Yi,j =

(
0 1

q 0

)
for i = j and Yi,j =

(
0 0

0 0

)
for i 6= j, then InnY InnA = InnA InnY

↔ (InnY )−1 (InnA)−1 InnY InnA = Id ↔ InnAY A−1Y −1 = Id ↔ AY A−1Y −1 = cI, c ∈
k̄−{0} ↔ AY = cY A ↔ (Ai,j)

n/2
i,j=1 (Yi,j)

n/2
i,j=1 = c (Yi,j)

n/2
i,j=1 (Ai,j)

n/2
i,j=1 ↔ (Yi,iAi,j)

n/2
i,j=1

= c (Ai,jYi,i)
n/2
i,j=1 ↔ For each fixed i, j ∈ {1, 2, . . . , n/2},(

0 1

q 0

)(
ai,j bi,j

ci,j di,j

)
= c

(
ai,j bi,j

ci,j di,j

)(
0 1

q 0

)

↔

(
ci,j di,j

qai,j qbi,j

)
= c

(
qbi,j ai,j

qdi,j ci,j

)
,

if and only if ci,j = cqbi,j, di,j = cai,j, qai,j = cqdi,j, and qbi,j = cci,j. This implies that

ci,j = c2ci,j, and di,j = c2di,j, giving us c2 = 1 or ci,j = 0 = di,j. But if ci,j = 0 = di,j

then ai,j = 0 = bi,j since q, c 6= 0 → A singular, a contradiction since InnA is an

automorphism → c2 = 1 → c = ±1 → ci,j = qbi,j and di,j = ai,j or ci,j = −qbi,j and

di,j = −ai,j.

Therefore, for q ∈ k∗/k∗2, q 6= 1 mod k∗2 and suppressing the Inn notation, com-
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muting pairs:



0 1 . . . 0 0

q 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 1

0 0 . . . q 0


,



a1,1 a1,2 . . . a1,n−1 a1,n

a2,1 a2,2 . . . a2,n−1 a2,n

...
...

. . .
...

...

an−1,1 an−1,2 . . . an−1,n−1 an−1,n

an,1 an,2 . . . an,n−1 an,n




are one of the following forms:



0 1 . . . 0 0

q 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 1

0 0 . . . q 0


,



a1,1 b1,1 . . . a1,n/2 b1,n/2

qb1,1 a1,1 . . . qb1,n/2 a1,n/2

...
...

. . .
...

...

an/2,1 bn/2,1 . . . an/2,n/2 bn/2,n/2

qbn/2,1 an/2,1 . . . qbn/2,n/2 an/2,n/2




or (4.1)





0 1 . . . 0 0

q 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 1

0 0 . . . q 0


,



a1,1 b1,1 . . . a1,n/2 b1,n/2

−qb1,1 −a1,1 . . . −qb1,n/2 −a1,n/2

...
...

. . .
...

...

an/2,1 bn/2,1 . . . an/2,n/2 bn/2,n/2

−qbn/2,1 −an/2,1 . . . −qbn/2,n/2 −an/2,n/2




. (4.2)

We now prove a lemma about pairs of the above two forms that will aid in their

classification. Partition the matrix A above as follows:(
A1 U

V C

)
for A1 ∈ M(n − 4, k), U ∈ M(n − 4 × 4, k), V ∈ M(4 × n − 4, k), C ∈ M(4, k).

The following lemma gives a sufficient condition to ’zero-out’ blocks in the matrix A,

which we will see makes the classification of pairs much easier.

Lemma 4.1.2. If for some Mi ∈ GL(4, k), with M2
i = pI4, we have

(
A1 U
V C+Mi

)
is

invertible and commutes (up to a scalar multiple) with Ln,q, then we get the following

isomorphism if A2 = pI:(
Ln,q,

(
A1 U

V C

))
≈

(
Ln,q,

(
A
′
1 0(n−4)×4

04×(n−4) Mi

))
.
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Proof. Suppose that A2 = pI, then:(
A2

1 + UV A1U + UC

V A1 + CV V U + C2

)
=

(
pIn−4 0

0 pI4

)
. (4.3)

This gives the following relations:

A2
1 + UV = pIn−4 (4.4)

A1U + UC = 0 (4.5)

V A1 + CV = 0 (4.6)

V U + C2 = pI4 (4.7)

But then, (
A1 U

V C +Mi

)(
A1 U

V C

)(
A1 U

V C +Mi

)−1

=

(
A2

1 + UV A1U + UC

V A1 + CV +MiV V U + C2 +MiC

)(
A1 U

V C +Mi

)−1

=

(
pIn−4 0

MiV pI4 +MiC

)(
A1 U

V C +Mi

)−1

=

(
In−4 0

0 Mi

)(
pIn−4 0

V C +Mi

)(
A1 U

V C +Mi

)−1

,

since, from above, we know M2
i = pI4. Also, because, by supposition,

(
A1 U

V C +Mi

)

is invertible, there exists a matrix:

(
X1 X2

X3 X4

)
such that

(
A1 U

V C +Mi

)(
X1 X2

X3 X4

)
= In,

i.e. (
A1X1 + UX3 A1X2 + UX4

V X1 + (C +Mi)X3 V X2 + (C +Mi)X4

)
=

(
In−4 0

0 I4

)
.
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This results in the following relations:

V X1 + (C +Mi)X3 = 0 (4.8)

V X2 + (C +Mi)X4 = I4 (4.9)

This gives: (
In−4 0

0 Mi

)(
pIn−4 0

V C +Mi

)(
A1 U

V C +Mi

)−1

=

(
In−4 0

0 Mi

)(
pIn−4 0

V C +Mi

)(
X1 X2

X3 X4

)

=

(
In−4 0

0 Mi

)(
pX1 pX2

V X1 + (C +Mi)X3 V X2 + (C +Mi)X4

)

=

(
In−4 0

0 Mi

)(
pX1 pX2

0 I4

)

=

(
pX1 pX2

0 Mi

)
.

This implies that, (
pX1 pX2

0 Mi

)2

=

(
pIn−4 0

0 pI4

)
,

because the corresponding involution is isomorphic to InnA, but then

(pX1)2 = pIn−4,

pX1pX2 + pX2Mi = 0.

Also, since k has characteristic not 2,

1

p

(
2pX1 pX2

0 Mi

)(
1
2
pX1

1
2
pX2

0 Mi

)
=

(
In−4 0

0 I4

)
,
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i.e.

(
2pX1 pX2

0 Mi

)
is invertible (assuming

(
A1 U

V C +Mi

)
is invertible) so that,

(
2pX1 pX2

0 Mi

)(
pX1 pX2

0 Mi

)(
2pX1 pX2

0 Mi

)−1

=

(
2 (pX1)2 2pX1pX2 + pX2Mi

0 M2
i

)(
2pX1 pX2

0 Mi

)−1

=

(
2pIn−4 pX1pX2

0 pI4

)(
2pX1 pX2

0 Mi

)−1

=

(
pX1 0

0 Mi

)(
2pX1 pX2

0 Mi

)(
2pX1 pX2

0 Mi

)−1

=

(
pX1 0

0 Mi

)
,

by the above relations and that M2
i = pI4.

It remains to show that

(
2pX1 pX2

0 Mi

)
commutes (up to a scalar multiple) with

Ln,q. It was shown above that

(
pX1 pX2

0 Mi

)
commutes with Ln,q:

(
Ln,q,

(
A1 U

V C

))

is a commuting pair (with Inn notation suppressed) isomorphic to(
Ln,q,

(
pX1 pX2

0 Mi

))

because, by supposition, Ln,q and

(
A1 U

V C +Mi

)
commute (as involutions). Parti-

tion the matrix Ln,q into blocks:

(
L1 0

0 L2

)
, with L1 ∈ GL(n−4, k) and L2 ∈ GL(4, k)
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which is possible because we are assuming n is even. Then,(
L1 0

0 L2

)(
pX1 pX2

0 Mi

)
= c

(
pX1 pX2

0 Mi

)(
L1 0

0 L2

)

→

(
pL1X1 pL1X2

0 L2Mi

)
= c

(
pX1L1 pX2L2

0 MiL2

)

for some c ∈ k̄. This gives the relations:

pL1X1 = cpX1L1 (4.10)

pL1X2 = cpX2L2 (4.11)

L2Mi = cMiL2 (4.12)

And because the characteristic of k is not two, equation (4.10) implies that 2pL1X1 =

2cpX1L1, so that(
L1 0

0 L2

)(
2pX1 pX2

0 Mi

)
=

(
2pL1X1 pL1X2

0 L2Mi

)

=

(
2cpX1L1 cpX2L2

0 cMiL2

)

= c

(
2pX1 pX2

0 Mi

)(
L1 0

0 L2

)
.

Before proceeding to the next theorem, some small results are needed.

Lemma 4.1.3. For a fixed q ∈ k, the set

{(
x y

qy x

)
|x, y ∈ k

}
is commutative.

Proof. (
x y

qy x

)(
w z

qz w

)
=

(
xw + qyz xz + yw

qyw + qxz qyz + xw

)
=

(
w z

qz w

)(
x y

qy x

)
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Lemma 4.1.4. ∀x, y ∈ k, ε = ±1, if det

(
x y

εqy εx

)
= 0, then

(
x y

εqy εx

)
= 0,

when q 6≡ 1 mod k∗2.

Proof. det

(
x y

εqy εz

)
= ε(x2 − qy2) which is zero if and only if x2 = qy2. If y = 0,

then x = 0 and

(
x y

εqy εx

)
= 0, or y 6= 0 which implies q = x2

y2
=
(
x
y

)2

≡ 1

mod k∗2, a contradiction.

Let M1, M2, M3, M̃1, and M̃2 be the matrices:

±


0 0 1 0

0 0 0 1

p 0 0 0

0 p 0 0

 ,±


0 0 0 1

0 0 q 0

0 p
q

0 0

p 0 0 0

 ,


1 0 1 0

0 1 0 1

p− 1 0 −1 0

0 p− 1 0 −1

 ,

±


0 0 1 0

0 0 0 −1

p 0 0 0

0 −p 0 0

 ,±


0 0 1 1

0 0 −q −1
p

1−q
p

1−q 0 0

− pq
1−q −

p
1−q 0 0

 ,

respectively, and note that M2
1 = M2

2 = M2
3 = pI4×4, and M̃2

1 = M̃2
2 = pI4×4.

Theorem 4.1.5. For A = (Ai,j)
n
2
i,j=1 =

(
A1 U

V C

)
, M1,M2, M3, M̃1, M̃2 as above,

we have one of the following:

1. Ai,j =

(
ai,j bi,j

qbi,j ai,j

)
and

(
A1 U

V C +M

)
is invertible for M = M1,M2, or M3,

or ∃a, b ∈ k such that a2 + qb2 = p, 2ab = 0.

2. Ai,j =

(
ai,j bi,j

−qbi,j −ai,j

)
and

(
A1 U

V C +M

)
is invertible for M = M̃1 or M̃2.
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Proof. Since

(
A1 U

V C

)2

= pIn, we know

(
A1 U

V C

)
is invertible. Therefore, the

matrix

(
A1 U

V C +Mi

)
is invertible if and only if

(
A1 U

V C +Mi

)(
A1 U

V C

)
=

(
A2

1 + UV A1U + UC

V A1 + CV +MiV V U + C2 +MiC

)

=

(
pIn−4 0

MiV pI4 +MiC

)
(by equations (4.4) - (4.7))

is invertible, which is invertible if and only if pI4 +MC is invertible, by lemma 3.3.2.

We show first that if pI4 +MC is singular for M = Mi, i = 1, 2, 3 then there exists

a solution a2 + qb2 = p, 2ab = 0, for a, b ∈ k, and second we show that pI4 + MC

is nonsingular for some M = M̃i, i = 1, 2, corresponding to parts (1) and (2) of the

theorem, respectively.

Considering the first part, suppose that pI4 + MiC is singular for i = 1, 2, 3. We

know, by supposition, that:

C =


a b c d

qb a qd c

e f g h

qf e qh g

 ,

for a, b, c, d, e, f, g, h ∈ k, q 6≡ 1 mod k∗2. Now, det (pI4 +M1C) = 0, implies that:

det


p± e ±f ±g ±h
±qf p± e ±qh ±g
±pa ±pb p± pc ±pd
±qpb ±pa ±qpd p± pc

 = 0

along with lemmas 3.3.2 and 4.1.3, imply that

0 = det

((
p± e ±f
±qf p± e

)(
p± pc ±pd
±qpd p± pc

)
− p

(
g h

qh g

)(
a b

qb a

))
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and thus

0 = det

((
p+ e f

qf p+ e

)(
p+ pc pd

qpd p+ pc

)
− p

(
g h

qh g

)(
a b

qb a

))

= det

((
p− e −f
−qf p− e

)(
p− pc −pd
−qpd p− pc

)
− p

(
g h

qh g

)(
a b

qb a

))
.

By lemma 4.1.4 this gives:

0 =

((
p− e −f
−qf p− e

)(
p− pc −pd
−qpd p− pc

)
− p

(
g h

qh g

)(
a b

qb a

))

=

((
p− e −f
−qf p− e

)(
p− pc −pd
−qpd p− pc

)
− p

(
g h

qh g

)(
a b

qb a

))
,

and thus

p2

(
c d

qd c

)
+ p

(
e f

qf e

)
= −p2

(
c d

qd c

)
− p

(
e f

qf e

)

→ 2p

(
p

(
c d

qd c

)
+

(
e f

qf e

))
= 0

→ p

(
c d

qd c

)
+

(
e f

qf e

)
= 0,

since the characteristic of k is not 2 and p 6= 0. Therefore,(
e f

qf e

)
= −p

(
c d

qd c

)
. (4.13)

Also, det (pI4 +M2C) = 0 implies that

det


p± qf ±e ±qh ±g
±qe p± qf ±qg ±qh
±pb ±p

q
a p± pd p± p

q
c

±pa ±pb p± pc p± pd

 = 0,

along with lemmas 3.3.2 and 4.1.3 gives:

det

((
p± qf ±e
±qe p± qf

)(
p± pd ±p

q
c

±pc p± pd

)
− p

q

(
qh g

qg qh

)(
qb a

qa qb

))
= 0
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and thus

0 = det

((
p+ qf e

qe p+ qf

)(
p+ pd p

q
c

pc p+ pd

)
− p

q

(
qh g

qg qh

)(
qb a

qa qb

))

= det

((
p− qf −e
−qe p− qf

)(
p− pd −p

q
c

−pc p− pd

)
− p

q

(
qh g

qg qh

)(
qb a

qa qb

))
.

By lemma 4.1.4,

0 =

((
p+ qf e

qe p+ qf

)(
p+ pd p

q
c

pc p+ pd

)
− p

q

(
qh g

qg qh

)(
qb a

qa qb

))

=

((
p− qf −e
−qe p− qf

)(
p− pd −p

q
c

−pc p− pd

)
− p

q

(
qh g

qg qh

)(
qb a

qa qb

))
,

which implies

p2

q

(
qd c

qc qd

)
+ p

(
qf e

qe qf

)
= −p

2

q

(
qd c

qc qd

)
− p

(
qf e

qe qf

)

→ 2p

(
0 1

q 0

)(
p

q

(
c d

qd c

)
+

(
e f

qf e

))
= 0

→ p

q

(
c d

qd c

)
+

(
e f

qf e

)
= 0,

since the characteristic of k is not 2, p 6= 0, and

(
0 1

q 0

)
is invertible. Therefore,

(
e f

qf e

)
= −p

q

(
c d

qd c

)
. (4.14)

Putting (4.13) and (4.14) together,

−p

(
c d

qd c

)
=

(
e f

qf e

)
= −p

q

(
c d

qd c

)
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so that c, d = 0, since if −p = −p
q

then q = p
p

= 1, a contradiction to the fact that

q 6≡ 1 mod k∗2 and hence e, f = 0. Plugging back into pI4 +M1C, (which is singular

by supposition) we get (
p2 0

0 p2

)
− p

(
g h

qh g

)(
a b

qb a

)
= 0

→

(
g h

qh g

)
= p

(
a b

qb a

)−1

(4.15)

(we know that

(
a b

qb a

)
is invertible since it multiplies with

(
g h

qh g

)
to get pI4).

Using that pI4 +M3C is also singular, det (pI4 +M3C) = 0, i.e.

det


(
p+ a b

qb p+ a

)
p

(
a b

qb a

)−1

(p− 1)

(
a b

qb a

) (
p 0

0 p

)
− p

(
a b

qb a

)−1

 = 0

which implies, by lemmas 3.3.2 and 4.1.3, p not zero, and q 6≡ 1 mod k∗2, that

det

(p+ a b

qb p+ a

)(p 0

0 p

)
− p

(
a b

qb a

)−1
− p(p− 1)I2

 = 0,

so that by lemma 4.1.4,(
p2 0

0 p2

)
− p2

(
a b

qb a

)−1

+ p

(
a b

qb a

)
− pI2 − p(p− 1)I2 = 0

→ pI2 − p

(
a b

qb a

)−1

+

(
a b

qb a

)
− I2 − (p− 1)I2 = 0

→ (p− 1)I2 − (p− 1)I2 +

( a b

qb a

)
− p

(
a b

qb a

)−1
 = 0
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→

(
a b

qb a

)
= p

(
a b

qb a

)−1

→

(
a2 + qb2 2ab

2qab a2 + qb2

)
=

(
a b

qb a

)2

= pI2

→ ∃a, b ∈ k such that a2 + qb2 = p, 2ab = 0. Therefore, either one of pI4 + MiC

is nonsingular for i = 1, 2, or 3, or ∃a, b ∈ k such that a2 + qb2 = p, 2ab = 0. This

completes the first part of the theorem.

We now prove the second part of the theorem. Suppose, by way of contradiction,

that pI4 + M̃iC for i = 1, 2 is singular. We know, in this case, that the matrix C has

the form:

C =


a b c d

−qb −a −qd −c
e f g h

−qf −e −qh −g

 ,

for some a, b, c, d, e, f, g, h ∈ k, q 6≡ 1 mod k∗2. Now, det
(
pI4 + M̃1C

)
= 0, gives:

det


p± e ±f ±g ±h
±qf p± e ±qh ±g
±pa ±pb p± pc ±pd
±qpb ±pa ±qpd p± pc

 = 0.

This implies, by lemmas 3.3.2 and 4.1.3, that

det

((
p± e ±f
±qf p± e

)(
p± pc ±pd
±qpd p± pc

)
− p

(
g h

qh g

)(
a b

qb a

))
= 0

and thus

0 = det

((
p+ e f

qf p+ e

)(
p+ pc pd

qpd p+ pc

)
− p

(
g h

qh g

)(
a b

qb a

))

= det

((
p− e −f
−qf p− e

)(
p− pc −pd
−qpd p− pc

)
− p

(
g h

qh g

)(
a b

qb a

))
.
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Lemma 4.1.4 gives:

0 =

((
p+ e f

qf p+ e

)(
p+ pc pd

qpd p+ pc

)
− p

(
g h

qh g

)(
a b

qb a

))

=

((
p− e −f
−qf p− e

)(
p− pc −pd
−qpd p− pc

)
− p

(
g h

qh g

)(
a b

qb a

))

which implies

p2

(
c d

qd c

)
+ p

(
e f

qf e

)
= −p2

(
c d

qd c

)
− p

(
e f

qf e

)

→ 2p

(
p

(
c d

qd c

)
+

(
e f

qf e

))
= 0

→ p

(
c d

qd c

)
+

(
e f

qf e

)
= 0

→ −p

(
1 0

0 −1

)(
c d

qd c

)
=

(
1 0

0 −1

)(
e f

qf e

)

→

(
e f

−qf −e

)
= −p

(
c d

−qd −c

)
, (4.16)

since the characteristic of k is not 2 and p 6= 0. Similarly, det
(
pI4 + M̃2C

)
= 0,

gives:

det


p± (e− qf) ±(f − e) ±(g − qh) ±(h− g)

±(qf − qe) p± (e− qf) ±(qh− qg) ±(g − qh)

± p
1−q (a− qb) ± p

1−q (b− a) p± p
1−q (c− qd) ± p

1−q (d− c)
± p

1−q (qb− qa) ± p
1−q (a− qb) ± p

1−q (qd− qc) p± p
1−q (c− qd)

 = 0.

By lemmas 3.3.2 and 4.1.3,

det(C1 − C2) = 0
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for

C1 =

(
p± (e− qf) ±(f − e)
±(qf − qe) p± (e− qf)

)(
p± p

1−q (c− qd) ± p
1−q (d− c)

± p
1−q (qd− qc) p± p

1−q (c− qd)

)
and

C2 =

(
±(g − qh) ±(h− g)

±(qh− qg) ±(g − qh)

)(
± p

1−q (a− qb) ± p
1−q (b− a)

± p
1−q (qb− qa) ± p

1−q (a− qb)

)

This implies that both det(C ′1 + C ′2 − C ′3) and det(C ′′1 + C ′2 − C ′3) are zero for:

C ′1 =

(
p2 + p2

1−q (c− qd) + p(e− qf) p2

1−q (d− c) + p(f − e)
p2

1−q (qd− qc) + p(qf − qe) p2 + p2

1−q (c− qd) + p(e− qf)

)

C ′′1 =

(
p2 − p2

1−q (c− qd)− p(e− qf) − p2

1−q (d− c)− p(f − e)
− p2

1−q (qd− qc)− p(qf − qe) p2 − p2

1−q (c− qd)− p(e− qf)

)

C ′2 =
p

1− q

(
e− qf f − e
qf − qe e− qf

)(
c− qd d− c
qd− qc c− qd

)

C ′3 =
p

1− q

(
g − qh h− g
qh− qg g − qh

)(
a− qb b− a
qb− qa a− qb

)
.

Lemma 4.1.4 implies C ′1 + C ′2 − C ′3 = 0 and C ′′1 + C ′2 − C ′3 = 0. Therefore,

2p

(
p

1− q

(
c− qd d− c
qd− qc c− qd

)
+

(
e− qf f − e
qf − qe e− qf

))
= 0

→ − p

1− q

(
c− qd d− c
qd− qc c− qd

)
=

(
e− qf f − e
qf − qe e− qf

)
since the characteristic of k is not 2, and

− p

1− q

(
1 1

−q −1

)(
c d

−qd −c

)
=

(
1 1

−q −1

)(
e f

−qf −e

)

→ − p

1− q

(
c d

−qd −c

)
=

(
e f

−qf −e

)
, (4.17)

because q 6≡ 1 mod k∗2. Putting (4.16) and (4.17) together:

−p

(
c d

qd c

)
= − p

1− q

(
c d

qd c

)
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→

(
c d

−qd −c

)
= 0, since if −p = − p

1−q → 1 − q = p
p

= 1, since p 6= 0 → q = 0,

a contradiction. Therefore,

(
e f

−qf −e

)
is also the zero matrix. Using this, and

using
(
pI4 + M̃iC

)
is singular for i = 1, 2,

0 = det


p 0 ±g ±h
0 p ±qh ±g
±pa ±pb p 0

±qpb ±pa 0 p



= det


p 0 ±(g − qh) ±(h− g)

0 p ±(qh− qg) ±(g − qh)

± p
1−q (a− qb) ± p

1−q (b− a) p 0

± p
1−q (qb− qa) ± p

1−q (a− qb) 0 p

 ,

thus,

0 = det

((
p2 0

0 p2

)
− p

(
g h

qh g

)(
a b

qb a

))

= det

((
p2 0

0 p2

)
− p

1− q

(
g − qh h− g
qh− qg g − qh

)(
a− qb b− a
qb− qa a− qb

))
,

by lemmas 3.3.2 and 4.1.3. Therefore, by lemma 4.1.4,

p

(
g h

qh g

)(
a b

qb a

)
=

(
p2 0

0 p2

)

=
p

1− q

(
g − qh h− g
qh− qg g − qh

)(
a− qb b− a
qb− qa a− qb

)

so that(
g h

qh g

)(
a b

qb a

)
= pI2 =

1

1− q

(
g − qh h− g
qh− qg g − qh

)(
a− qb b− a
qb− qa a− qb

)
.



43

This results in the following relations:

ag + qbh = p

ah+ bg = 0

1

1− q
((a− qb)(g − gh) + q(b− a)(h− g)) = p

which imply

ag − qah− qbg + q2bh+ qbh− qbg − qah− qah+ qag = p(1− q)

→ (ag + qbh) + q(ag + qbh)− q(ah+ bg)− q(ah+ bg) = p(1− q)

→ p+ qp = p(1 + q) = p(1− q)

→ 1 + q = 1− q

→ 2q = 0

→ q = 0

since the characteristic of k is not 2, which gives us a contradiction since q was

assumed to be nonzero. Therefore, one of pI4 + M̃iC̃, i = 1, 2 is invertible.

We are now at a point where we can use the results above and induction to further

simplify the form of a commuting pair of involutions of SL(n, k) where the first entry

is isomorphic to Ln,q, for q 6≡ 1 mod k∗2. Namely, we get the following theorem

by repeatedly applying the techniques above, and using the fact that a matrix A

in GL(n, k) defines an inner automorphism of SL(n, k), via the map InnA. Before

proceeding, observe that the invertible matrices from theorem 4.1.5 commute (up to

scalar multiple) with Ln,q.

4.1.6 n divisible by 4

Corollary 4.1.7. Given that n is divisible by 4 and q is not equivalent to 1 mod k∗2,

then the pair: (InnLn,q , InnA) is isomorphic to the pair (InnL′n,q
, InnB), for any A such

that the above is a pair of commuting involutions, and

B =

(
Y 0

0 ±Y

)
, L
′

n,q =

(
0 In

2

qIn
2

0

)
,
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where Y is the matrix representative of an isomorphy class of inner involutions of

SL
(
n
2
, k
)
, or

(
InnLn,q , InnA

)
is isomorphic to

(
InnLn,q , InnIn−2i,2iLn,q

)
.

Proof. Without loss of generality, suppose A2 = pIn. Then, by lemma 4.1.2 and

theorem 4.1.5 we know if there is not a solution to a2 + qb2 = p with 2ab = 0 over k

that (
InnLn,q , InnA

)
≈
(
InnLn,q , InnA′

)
, A′ =

(
A′1 0

0 M

)
with M = Mi, i = 1, 2, 3 or M = M̃i, i = 1, 2. In fact, using the automorphism

defined by

(
In−4 0

0 R

)
for R:


0 0 1 ±1

0 0 ±q 1

p ±p
q

0 0

±p p 0 0

 ,

(
I2 0

−I2 −I2

)
,


0 0 0 1

0 0 q 0
pq

1−q
p

1−q 0 0
−qp
1−q

−pq
1−q 0 0

 ,

the above isomorphism becomes:

(
InnLn,q , InnA

)
≈
(
InnLn,q , InnA′

)
, A′ =

(
A′1 0

0 M

)
,

for M either M1 or M̃1, depending on which form from lemma 4.1.1 is the matrix A.

Namely, if M = M1 or M̃1, nothing needs to be done. If M = M2 then set

R =


0 0 1 ±1

0 0 ±q 1

p ±p
q

0 0

±p p 0 0


(keeping the signs of M2 and R the same). Then, R is invertible because q 6≡ 1

mod k∗2 and (
In−4 0

0 R

)
Ln,q

(
In−4 0

0 R

)−1

= Ln,q,

(
In−4 0

0 R

)(
A′1 0

0 M2

)(
In−4 0

0 R

)−1

=

(
A′1 0

0 M1

)
.
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If M = M3 set

R =

(
I2 0

−I2 −I2

)
.

Then R is invertible and(
In−4 0

0 R

)
Ln,q

(
In−4 0

0 R

)−1

= Ln,q,

(
In−4 0

0 R

)(
A′1 0

0 M3

)(
In−4 0

0 R

)−1

=

(
A′1 0

0 M1

)
.

If M = M̃2 set

R =


0 0 0 1

0 0 q 0
pq

1−q
p

1−q 0 0
−qp
1−q

−pq
1−q 0 0

 .

Then R is invertible because q is neither 0 nor 1, and(
In−4 0

0 R

)
Ln,q

(
In−4 0

0 R

)−1

= Ln,q,

(
In−4 0

0 R

)(
A′1 0

0 M̃2

)(
In−4 0

0 R

)−1

=

(
A′1 0

0 M̃1

)
.

But A2 = pIn implies that A′2 = (T−1AT )
2

= pIn, for T =

(
A1 U

V C +M

)
, thus

A′21 = pIn−4. And since we are assuming that there is no solution to a2 + qb2 = p

with 2ab = 0 over k, by lemmas 4.1.2 and 4.1.5, and the above argument, there is an

invertible matrix S such that:

S−1Ln−4,qS = aLn−4,q

S−1A′1S = b

(
A′′1 0

0 M ′

)
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for M ′ = M1, or M ′ = M̃1. This implies that the commuting pair
(
InnLn,q , InnA

)
is

isomorphic to the commuting pair:(
Inn(S−1Ln−4,qS 0

0 L4,q

), Inn(S−1A′1S 0
0 M

))

=

Inn( aLn−4,q 0
0 L4,q

), Inn b

A
′′
1 0

0 M ′

 0

0 M




via the inner automorphism defined by

(
S 0

0 I4

)
. This forces a = ±1 because

L2
n−4,q = qIn−4 = (S−1Ln−4,qS)

2
= a2qIn−4. If a = −1, the inner automorphism

defined by the matrix:

T ′ =



In−4 0

0


1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1




gives the required isomorphism to the pair:Inn(Ln−4,q 0

0 L4,q

), Inn b

A
′′
1 0

0 M ′

 0

0 M



 ,

i.e. to the pair with a = 1 by factoring out the constant −1 (after conjugation by the

above inner automorphism defined by T ′) because(
1 0

0 −1

)(
0 1

q 0

)(
1 0

0 −1

)
=

(
0 −1

−q 0

)

and because (since we know M = M1 or M̃1),
1 0 0 0

0 −1 0 0

0 0 1 0

0 0 0 −1


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commutes with M . Also, b = ±1, because

A′21 = pIn−4 =
(
S−1A′1S

)2
= b2

(
A′′1 0

0 M ′

)2

=

(
b2A′′21 0

0 b2pI4

)
,

since M ′ = M1 or M̃1. But by definition of M1 and M̃1 we can ignore a constant of

±1. Therefore, if there is no solution over k to a2 + qb2 = p with 2ab = 0 then the

pair
(
InnLn,q , InnA

)
is isomorphic to the pair(

Inn(Ln−4,q 0
0 L4,q

), Inn(±A′′1 0

M ′
0 M

))
,

for M,M ′ either (both) M1 or (both) M̃1. Using this as an induction step, by re-

peatedly applying lemma 4.1.2 and theorem 4.1.5 to the block A′′1, this gives us, by

induction, the isomorphism:

(
InnLn,q , InnA

)
≈
(
InnLn,q , InnA′′

)
, A′′ =


X1 0

. . .

0 Xn
4

 ,

for Xj = M1, or Xj = M̃1.

Consider InnP for the permutation matrix:

Pn =

n
2∑
i=1

(
Ei,2i−1 + En

2
+i,2i

)
.

For the cases that A has the form (Ai,j) with Ai,j =

(
ai,j bi,j

qbi,j ai,j

)
and no solu-

tion over k of a2 + qb2 = p with 2ab = 0 or A has the form (Ai,j) with Ai,j =(
ai,j bi,j

−qbi,j −ai,j

)
it remains to show that the commuting pair

(
InnLn,q , InnA′′

)
, with

A′′ =


X1 0

. . .

0 Xn
4

 is isomorphic to
(
InnL′n,q

, InnB
)
, with B =

(
Y 0

0 ±Y

)
for

Y the matrix representative of an isomorphy class of inner involutions of SL(n
2
, k).
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First, it can be shown that PnLn,qP
−1
n = L′n,q. Note that, because Pn is a permutation

matrix,

P−1
n = P T

n =

 n
2∑
i=1

(
E2i−1,i + E2i,n

2
+i

)
and note

Ln,q =

n
2∑
i=1

(E2i−1,2i + qE2i,2i−1) , L′n,q =

n
2∑
i=1

(
Ei,n

2
+i + qEn

2
+i,i

)
,

so that PnLn,qP
−1
n is equal to: n

2∑
i=1

(
Ei,2i−1 + En

2
+i,2i

) n
2∑
i=1

(E2i−1,2i + qE2i,2i−1)

 n
2∑
i=1

(
E2i−1,i + E2i,n

2
+i

)
=(

n
2∑
i=1

Ei,2i−1

n
2∑
j=1

E2j−1,2j +

n
2∑
i=1

Ei,2i−1

n
2∑
j=1

qE2j,2j−1 +

n
2∑
i=1

En
2

+i,2i

n
2∑
j=1

E2j−1,2j

+

n
2∑
i=1

En
2

+i,2i

n
2∑
j=1

qE2j,2j−1)

 n
2∑
i=1

(
E2i−1,i + E2i,n

2
+i

)
=

 n
2∑
i=1

Ei,2i + 0 + 0 +

n
2∑
i=1

qEn
2

+i,2i−1

 n
2∑
i=1

(
E2i−1,i + E2i,n

2
+i

)
=

n
2∑
i=1

Ei,2i

n
2∑
j=1

E2j−1,j +

n
2∑
i=1

Ei,2i

n
2∑
j=1

E2j,n
2

+j +

n
2∑
i=1

qEn
2

+i,2i−1

n
2∑
j=1

E2j−1,j

+

n
2∑
i=1

qEn
2

+i,2i−1

n
2∑
j=1

E2j,n
2

+j

=0 +

n
2∑
i=1

Ei,n
2

+i + q

n
2∑
i=1

En
2

+i,i + 0

=

n
2∑
i=1

(
Ei,n

2
+i + qEn

2
+i,i

)
= L′n,q,

with the zeros following from the fact that 2j−1 6= 2i for any i or j. Next, it is shown

that PnA
′′P−1

n , for A′′ as above, has the block form:

(
Y ′ 0

0 ±Y ′

)
with Y ′ ∈ GL(n

2
, k).
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By the argument above, it is known that A′′ is one of two forms:
M1 0

. . .

0 M1

 or


M̃1 0

. . .

0 M̃1

 ,

i.e. A′′ is one of the following forms:

n
4
−1∑
i=0

εi (E1+4i,3+4i + E2+4i,4+4i + pE3+4i,1+4i + pE4+4i,2+4i)

n
4
−1∑
i=0

εi (E1+4i,3+4i − E2+4i,4+4i + pE3+4i,1+4i − pE4+4i,2+4i)

for εi = ±1. Therefore, PnA
′′P−1

n is equal to:

(

n
2∑
i=1

Ei,2i−1

n
4∑
j=1

εjE4j−3,4j−1 +

n
2∑
i=1

Ei,2i−1

n
4∑
j=1

εjpE4j−1,4j−3

+

n
2∑
i=1

En
2

+i,2i

n
4∑
j=1

εjE4j−2,4j +

n
2∑
i=1

En
2

+i,2i

n
4∑
j=1

εjpE4j,4j−2)P−1
n or

(

n
2∑
i=1

Ei,2i−1

n
4∑
j=1

εjE4j−3,4j−1 +

n
2∑
i=1

Ei,2i−1

n
4∑
j=1

εjpE4j−1,4j−3

−
n
2∑
i=1

En
2

+i,2i

n
4∑
j=1

εjE4j−2,4j −
n
2∑
i=1

En
2

+i,2i

n
4∑
j=1

εjpE4j,4j−2)P−1
n

because 2i − 1 6= 4j − 2, 2i − 1 6= 4j, 2i 6= 4j − 1, 2i 6= 4j − 3 for any integers i, j.

These are equal to:

(

n
4∑
j=1

εjE2j−1,4j−1 +

n
4∑
j=1

pεjE2j,4j−3 +

n
4∑
j=1

εjEn
2

+2j−1,4j +

n
4∑
j=1

pεjEn
2

+2j,4j−2)P−1
n or

(

n
4∑
j=1

εjE2j−1,4j−1 +

n
4∑
j=1

pεjE2j,4j−3 −
n
4∑
j=1

εjEn
2

+2j−1,4j −
n
4∑
j=1

pεjEn
2

+2j,4j−2)P−1
n ,

respectively, because 2i = 4j− 2 when i = 2j− 1 and 2i = 4j when i = 2j. Similarly

solving fori in terms of j and using that for integers i, j, 2i − 1 6= 4j, 4j − 2 and
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2i 6= 4j − 1, 4j − 3, this results in:

n
4∑
j=1

εjE2j−1,2j +

n
4∑
j=1

pεjE2j,2j−1 +

n
4∑
j=1

εjEn
2

+2j−1,n
2

+2j +

n
4∑
j=1

pεjEn
2

+2j,n
2

+2j−1 or

n
4∑
j=1

εjE2j−1,2j +

n
4∑
j=1

pεjE2j,2j−1 −
n
4∑
j=1

εjEn
2

+2j−1,n
2

+2j −
n
4∑
j=1

pεjEn
2

+2j,n
2

+2j−1

=

n
4∑
j=1

εjE2j−1,2j + pεjE2j,2j−1 + εjEn
2

+2j−1,n
2

+2j + pεjEn
2

+2j,n
2

+2j−1 or

n
4∑
j=1

εjE2j−1,2j + pεjE2j,2j−1 − εjEn
2

+2j−1,n
2

+2j − pεjEn
2

+2j,n
2

+2j−1

respectively. Note that, in both cases, these end up as matrices with two-by-two blocks

on the diagonal. Because n is divisible by 4, we get the desired block form. Thus, the

commuting pair
(
InnLn,q , InnA

)
for A one of the forms in lemma 4.1.1 is isomorphic to

a commuting pair of the form

(
InnL′n,q

, Inn(Y ′ 0
0 ±Y ′

)) for Y ′ ∈ GL(n
2
, k), when there

is no solution over k to a2 + qb2 = p with 2ab = 0. Because InnA is an involution

isomorphic to Inn(Y ′ 0
0 ±Y ′

), there exists an invertible C ′ such that C ′−1AC ′ = αY ′

so that pIn = A2 = (C ′−1AC ′)
2

= α2Y ′2, i.e. Y ′ is the matrix representative of an

involution of SL(n
2
, k). This implies that there is a matrix T ′ ∈ GL(n

2
, k) such that

T ′−1Y ′T ′ = βY for Y the matrix representative of an isomorphy class of involution

of SL(n
2
, k). Therefore,

(
InnLn,q , InnA

)
is isomorphic to(

InnL′n,q
, Inn(Y ′ 0

0 ±Y ′
))

≈
(

Inn(T ′ 0
0 T ′

)−1
L′n,q

(
T ′ 0
0 T ′

), Inn(T ′ 0
0 T ′

)−1(Y ′ 0
0 ±Y ′

)(
T ′ 0
0 T ′

))
=

(
Inn(

T ′ 0
0 T ′

)−1
(

0 In
2

pIn
2

0

)(
T ′ 0
0 T ′

), Inn(Y 0
0 ±Y

))

=

(
InnL′n,q

, Inn(Y 0
0 ±Y

)) ,
whenever A is of the form (Ai,j) with Ai,j =

(
ai,j bi,j

qbi,j ai,j

)
and no solution over k of
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a2 + qb2 = p with 2ab = 0 or A has the form (Ai,j) with Ai,j =

(
ai,j bi,j

−qbi,j −ai,j

)
, for

Y the matrix representative of an isomorphy class of inner involution of SL(n
2
, k).

Lastly, if A has the form (Ai,j) with Ai,j =

(
ai,j bi,j

qbi,j ai,j

)
and each of Mi for

i = 1, 2, 3 is singular, it was shown in theorem 4.1.5 that there is a, b ∈ k such that

a2 + qb2 = p, 2ab = 0. Let M4 be the two by two matrix

(
a b

qb a

)
for a, b the solution

over k to x2 + qy2 = p, 2xy = 0. By lemma 4.1.1 and lemma 4.1.3, the matrix

A±

(
0 0

0 M4

)
=


A1 U

V C ±

(
0 0

0 M4

)
commutes with Ln,q. Also, one of them is invertible:

A1 U

V C ±

(
0 0

0 M4

) is invertible

↔


A1 U

V C ±

(
0 0

0 M4

)
(
A1 U

V C

)
is invertible

↔


pIn−4 0

±

(
0 0

0 M4

)
V pI4 ±

(
0 0

0 M4

)
C


↔ pI4 ±

(
0 0

0 M4

)
C is invertible

↔ pI2 ±M4C2 is invertible

for C2 the lower right two-by-two block of C, i.e. C2 =

(
g h

qh g

)
for g, h ∈ k. If both
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pI2 +M4C2 and pI2 −M4C2 are singular, then

0 = det

((
p+ ag + qbh ah+ bg

q(ah+ bg) p+ aq + qbh

))

= det

((
p− (ag + qbh) −(ah+ bg)

−q(ah+ bg) p− (aq + qbh)

))

and thus

q(ah+ bg)2 = (p+ ag + qbh)2 and

q(ah+ bg)2 = (p− (ag + qbh))2.

If (ah + bg) 6= 0 then (p + ag + qbh) 6= 0 and q = (p + ag + qbh)2/(ah + bg)2, a

contradiction to the fact that q 6≡ 1 mod k∗2. Therefore, (ah+ bg) = 0 which implies

(p + ag + qbh) = 0 = (p − (ag + qbh)). Thus, p = ag + qbh = −p and 2p = 0. This

gives p = 0 because the characteristic of k is not two, but this is a contradiction to

the fact that InnA is an automorphism. Therefore one of
A1 U

V C ±

(
0 0

0 M4

)
is invertible. Therefore, by the proof of lemma 4.1.2 and the above induction argu-

ment, the pair
(
InnLn,q , InnA

)
is isomorphic to the pair

(
InnLn,q , InnB′

)
, for B′ the

matrix of 2 × 2 blocks of the form εi

(
a b

qb a

)
on the diagonal and zeros elsewhere,

with εi = ±1. But since the characteristic of the field k is not two and 2ab = 0, either

a or b is 0. If b is zero, then the pair
(
InnLn,q , InnB′

)
for B′ as described directly above

is equal to:InnLn,q , Inn
ε1aI2

...
εn
2
aI2


 =

InnLn,q , Inn

a


ε1I2

...
εn
2
I2




=

InnLn,q , Inn
ε1I2

...
εn
2
I2


 .
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After conjugation by InnPn for Pn the permutation matrix:
∑n

2
i=1

(
Ei,2i−1 + En

2
+i,2i

)
,

this gives: InnL′n,q
, Inn

Pn


ε1I2

...
εn
2
I2

PT
n

 =

(
InnL′n,q

, Inn(Y 0
0 ±Y

)) ,
for Y the matrix representative of an isomorphy class of inner involutions of SL(n

2
, k),

because, PnB
′P T
n is equal to: n
2∑
i=1

(
Ei,2i−1 + En

2
+i,2i

) n
2∑
j=1

εj (E2j−1,2j−1 + E2j,2j)

P T
n

=

 n
2∑
i=1

εiEi,2i−1 +

n
2∑
i=1

εiEn
2

+i,2i

 n
2∑
j=1

(
E2j−1,j + E2j,n

2
+j

)
=

n
2∑
i=1

εiEi,i +

n
2∑
i=1

εiEn
2

+i,n
2

+i,

where the multiplications follow from the fact that 2i − 1 6= 2j for integers i, j and

2j − 1 = 2i − 1 or n
2

+ i = n
2

+ j implies i = j. Note that this gives B′ the desired

form (possibly after factoring out a −1). If a = 0, then
(
InnLn,q , InnA

)
is isomorphic

to 

InnLn,q , Inn

ε1

 0 b

qb 0


...

εn
2

 0 b

qb 0







=



InnLn,q , Inn

ε1

0 1

q 0


...

εn
2

0 1

q 0






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This implies that p ≡ q because, by supposition B′2 = pIn. Therefore, the pair(
InnLn,q , InnA

)
is isomorphic to the pair

(
InnLn,q , InnIn−2i,2iLn,q

)
, for some

i ∈
{

0, 1, . . . , n
4

}
.

4.1.8 n even, not divisible by 4

When n is even but not divisible by 4, we can do something similar.

Corollary 4.1.9. Given that n is even but not divisible by 4 and q is not equivalent

to 1 mod k∗2, and A2 = pIn, then
(
InnLn,q , InnA

)
≈

(
InnLn,q , InnIn−2i,2iLn,q

)
, or

(
InnL′n,q

, Inn( In
2−i,i 0

0 In
2−i,i

) )
,

if there is a solution over k to a2 + qb2 = p, 2ab = 0, otherwise it is isomorphic to the

pair, P (a, b) =
Inn

(
0 1

q 0

)
0

0 L′n−2,q



, Inn

(
a b

−qb −a

)
0

0

(
Y 0

0 −Y

)


 ,

for Y the matrix representative of an isomorphism class of inner involution of the

group SL(n−2
2
, k). Furthermore, for fixed Y , all such pairs are isomorphic.

Proof. The first statements follow from the proof of corollary 4.1.7. Fix a represen-

tative, Y , of an inner isomorphism class of involution of SL(n−2
2
, k) and suppose that

we have pairs P (a, b) and P (c, d), as defined above. Then, P (a, b) is isomorphic to

P (c, d) if there is an x, y ∈ k such that:(
x y

−qy −x

)(
a b

−qb −a

)(
x y

−qy −x

)−1

=

(
c d

−qd −c

)
,
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because, then, for

S =


(

x y

−qy −x

)
0

0

(
In

2
−1 0

0 −In
2
−1

)
 ,


Inn−1

S InnL2,q 0

0 L′n
2
−1,q


InnS, Inn−1

S Inn

 a b

−qb −a

 0

0

Y 0

0 −Y





InnS


=


Inn

S

L2,q 0

0 L′n
2
−1,q

S−1

, Inn

S



 a b

−qb −a

 0

0

Y 0

0 −Y




S−1



=


Inn−L2,q 0

0 −L′n
2
−1,q


, Inn

 c d

−qd −c

 0

0

Y 0

0 −Y






= P (c, d).

For any x, y ∈ k, not both zero, det

(
x y

−qy −x

)
= qy2 − x2, and since q is not a

square in k, the determinant is nonzero. This implies that the matrix

(
x y

−qy −x

)
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is either the zero matrix or is invertible. Therefore, for x, y not both zero,(
x y

−qy −x

)(
a b

−qb −a

)(
x y

−qy −x

)−1

=
1

qy2 − x2

(
ax− qby bx− ay
q(bx− ay) ax− qby

)(
−x −y
qy x

)

=
1

qy2 − x2

(
−ax2 + 2qbxy − qay2 bx2 − 2axy + qby2

−q(bx2 − 2axy + qby2) −(−ax2 + 2qbxy − qay2)

)

must equal

(
c d

−qd −c

)
. But this happens if and only if the following equations are

satisfied:

−ax2 + 2qbxy − qay2 = (qy2 − x2)c

bx2 − 2axy + qby2 = (qy2 − x2)d.

The first of the above equations holds if and only if there is an x, y ∈ k not both zero

such that (c−a)x2 +2qbxy−(c+a)qy2 = 0. If (c−a) = 0 then we can take x = 1 and

y = 0. If (c−a) 6= 0 then the above holds if (2qby)2 + 4(c−a)(c+a)qy2 is a square in

k (by the quadratic formula). But that is square↔ 4y2q(qb2 + c2− a2) is a square↔
4y2q(c2− p) is square (since a2− qb2 = p by construction). But 4y2q(c2− p) is square

↔ q(c2 − p) is square. Also, we know c2 − qd2 = p, by construction → c2 − p = qd2

and thus q(c2 − p) = q(qd2) = q2d2, a square. Therefore, we know there is x, y ∈ k
not both zero (the above shows that x =

−2qby±
√

(2qby)2+4(c−a)(c+a)qy2

2(c−a)
is a solution to

the first equation and thus we can let y = 1 6= 0) such that we get P (a, b) isomorphic

to P (c, d′) but then c2 − qd′2 = p, and we know c2 − qd2 = p, so −qd2 = −qd′2 →
d′ = ±d. If d′ = −d the theorem follows from using the the inner automorphism

defined by:

S1 =


(

1 0

0 −1

)
0

0 In
2
−1,n

2
−1


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Note that by viewing the Y ’s in the pairs above as trivial, the classification of

commuting involutions of SL(2, k) follows.

4.2 Commuting Inner Involutions with the First

Pair Isomorphic to InnIn−i,i

We now consider commuting pairs of inner involutions of SL(n, k) with the first

involution isomorphic to InnIn−i,i
, and proceed in the same manner is when the first

entry is isomorphic to InnLn,q .

Corollary 4.2.1. A commuting pair of involutions with the first entry isomorphic

to InnIn−i,i
for i ∈

{
1, 2, . . . ,

⌊
n
2

⌋}
is isomorphic to either

(
InnIn−i,i

, InnB
)

with B =(
0 Ii

pIi 0

)
, for p ∈ k or

(
InnIn−i,i

, InnB
)

with B =

(
Y1 0

0 ±Y2

)
, with Y1 the matrix

representative of an isomorphy class of inner involutions of SL(n − i, k) and Y2 the

matrix representative of an isomorphy class of inner involutions of SL(i, k).

Proof. For

B′ =

(
B1 B2

B3 B4

)
,

for B1 ∈ M(n − i × n − i, k), B2 ∈ M(n − i × i, k), B3 ∈ M(i × n − i, k), and

B4 ∈M(i× i, k), the commuting condition gives:

B′−1In−i,iB
′ = cIn−i,i

↔ In−i,iB
′ = cB′In−i,i

↔

(
B1 B2

−B3 −B4

)
= c

(
B1 −B2

B3 −B4

)
↔ c = 1 and B2 = 0, B3 = 0

or c = −1 and B1 = 0, B4 = 0,

because the characterstic of k is not two. If c = 1, then the commuting pair(
InnIn−i,i

, InnA
)

is equal to the pair
(
InnIn−i,i

, InnB′
)

for B′ =

(
B1 0

0 −B4

)
. If
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A2 = pIn then B2
1 = pIn−i and B2

4 = pIi, and thus there is a C1 ∈ GL(n − i, k)

and C4 ∈ GL(i, k) such that:

C−1
1 B1C1 = αY1 and

C−1
4 B4C4 = βY2

for Y1, Y2 matrix representatives of isomorphy classes of inner involutions of SL(n−i, k)

and SL(i, k), respectively. This gives isomorphism with the pairInnIn−i,i
, InnY1 0

0 γY2




by factoring out an α. But B′2 = pIn implies that (γY2)2 = γ2Y 2
2 = γ2σIi because,

by construction, Y2 represents an inner involution. This implies that σ and p are in

the same square class, so we can take Y2 such that Y 2
2 = pIi, so that γ = ±1.

Next, if c = −1 then the commuting pair
(
InnIn−i,i

, InnA
)

is equal to the pair(
InnIn−i,i

, InnB′
)

for B′ =

(
0 B2

B3 0

)
. But because InnB′ is an automorphism and

det(B′2) = det(B′)2 = det

((
0 B2

B3 0

)(
0 B2

B3 0

))
= det

((
B2B3

0 B3B2

))
,

B2B3 ∈ GL(n − i, k) and B3B2 ∈ GL(i, k) and thus B2, B3 are nonsingular. This

implies that n − i = i, because the rank of the product is at most two times the

minimum of n − i, i. This gives, since B′2 = pIn, that B2B3 = pIi and thus B3 =

pB−1
2 so that the pair is equal to

(
InnIn−i,i

, InnB′
)

for B′ =

(
0 B2

pB−1
2 0

)
. But then

using the inner automorphism defined by the matrix

(
Ii 0

0 B2

)
gives the desired

isomorphism: (
Ii 0

0 B2

)
Ii,i

(
Ii 0

0 B2

)−1

= Ii,i and

(
Ii 0

0 B2

)(
0 B2

pB−1
2 0

)(
Ii 0

0 B2

)−1

=

(
0 Ii

pIi 0

)
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4.3 Classification of Remaining Pairs

The isomorphism classes of commuting inner involutions of SL(n, k), now depend,

in part, on the isomorphism classes of the blocks Y , Y1, and Y2 (viewed as a matrix

representative of an inner involution).

Lemma 4.3.1. Let A and B be a matrix representatives of inner involutions such

that A2 = p1In and B2 = p2In. If InnA is isomorphic to InnB, as inner involutions,

then p1 ≡ p2 mod k∗2.

Proof. InnA isomorphic to InnB implies there is a C ∈ GL(n, k) such that C−1AC =

cB → (cB)2 = (C−1AC)2 = C−1ACC−1AC = C−1p1InC = p1In → p2In = B2 =

1
c2
p1In → p2 =

(
1
c

)2
p1 → p1 ≡ p2 mod k∗2.

This lemma implies that we need to determine the distinctness only of those

remianing commuting pairs where the matrix representatives of the inner involutions

(corresponding to pairs with isomorphic first entries) square to the same square class

multiple of the identity.

Lemma 4.3.2. Suppressing the Inn notation, we have that(
L′n,q,

(
Ln

2
,p 0

0 Ln
2
,p

))
6≈

(
L′n,q,

(
Ln

2
,p 0

0 −Ln
2
,p

))

Proof. If the above pairs are isomorphic then there is a matrix in GL(n, k) of the
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form

(
A B

qB A

)
or

(
A B

−qB −A

)
such that

(
A B

±qB ±A

)(
Ln

2
,p 0

0 Ln
2
,p

)(
A B

±qB ±A

)−1

= c

(
Ln

2
,p 0

0 −Ln
2
,p

)

↔

(
A B

±qB ±A

)(
Ln

2
,p 0

0 Ln
2
,p

)
= c

(
Ln

2
,p 0

0 −Ln
2
,p

)(
A B

±qB ±A

)

↔

(
ALn

2
,p BLn

2
,p

±qBLn
2
,p ±ALn

2
,p

)
= c

(
Ln

2
,pA Ln

2
,pB

∓qLn
2
,pB ∓Ln

2
,pA

)

cA = L−1
n
2
,pALn

2
,p = −cA and cB = L−1

n
2
,pALn

2
,p = −cB (4.18)

which implies that A and B are both zero since the characteristic of k is not two, or

that c is zero. But both of these contradict the fact that the matrix representative of

the inner automorphism defined by the matrix

(
A B

±qB ±A

)
is invertible.

Lemma 4.3.3. Suppressing the Inn notation we have that, for

i, j ∈
{

0, 1, . . . ,
⌊
n
4

⌋}
, i 6= j,(

L′n,q,

(
In

2
−i,i 0

0 In
2
−i,i

))
6≈

(
L′n,q,

(
In

2
−j,j 0

0 In
2
−j,j

))
.

Proof. This follows from the fact that In−2j,2j is not isomorphic to In−2i,2i for i, j ∈{
0, 1, . . . ,

⌊
n
4

⌋}
, i 6= j, and

InnIn
2
−k,k 0

0 In
2
−k,k


≈ InnIn−2k,2k

for k ∈
{

0, 1, . . . ,
⌊
n
4

⌋}
. To show the above isomorphism, consider the matrix

P =

n
2
−k∑
i=1

Ei,i + En
2
−k+i,n

2
+i +

k∑
i=1

En−2k+i,n
2
−k+i + En−k+i,n−k+i.
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Then,

PP T = P

n
2
−k∑
i=1

Ei,i + En
2

+i,n
2
−k+i +

k∑
i=1

En
2
−k+i,n−2k+i + En−k+i,n−k+i


=

n
2
−k∑
i=1

Ei,i + En
2
−k+i,n

2
−k+i +

k∑
i=1

En−2k+i,n−2k+i + En−k+i,n−k+i

=
n−2k∑
i=1

Ei,i +
2k∑
i=1

En−2k+i,n−2k+i

=
n∑
i=1

Ei,i

= In

because of the following: i = n
2

+ i, i = n
2
−k+ i, i = n−k+ i, n

2
+ i = n

2
−k+ i, n

2
+ i =

n− k+ i, n
2
− k+ i = n− k+ i all contradict either that fact that k is no larger than

n
4

or that n 6= 0. Note that for k = 0 the isomorpism is trivial and the matrix P is

not needed. Furthermore,

P

(
In

2
−k,k 0

0 In
2
−k,k

)
P T

= P

n
2
−k∑
j=1

Ej,j + En
2

+j,n
2

+j −
k∑
j=1

En
2
−k+j,n

2
−k+j + En−k+j,n−k+j

P T

=

n
2
−k∑
j=1

Ej,j +

n
2
−k∑
j=1

En
2
−k+j,n

2
+j −

k∑
j=1

En−2k+j,n
2
−k+j −

k∑
j=1

En−k+j,n−k+j

P T

=

n
2
−k∑
j=1

Ej,j +

n
2
−k∑
j=1

En
2
−k+j,n

2
−k+j −

k∑
j=1

En−2k+j,n−2k+j −
k∑
j=1

En−k+j,n−k+j

=
n−2k∑
j=1

Ej,j −
2k∑
j=1

En−2k+j,n−2k+j

= In−2k,2k

Having distinct isomorphism class representatives of inner involutions of SL(n
2
, k)

as blocks, does not always guarantee distinct pairs, as the following lemma shows.
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Lemma 4.3.4. Suppressing the Inn notation, for i ∈
{

0, 1, . . . ,
⌊
n
4

⌋}
,(

L′n,q,

(
In

2
−i,i 0

0 −In
2
−i,i

))
≈

(
L′n,q,

(
In

2
0

0 −In
2

))
.

Proof. This isomorphism follows from considering the inner involution defined by:

P =

n
2
−i∑

j=1

Ej,j + En
2

+j,n
2

+j +
i∑

j=1

En
2
−i+j,n−i+j + qEn−i+j,n

2
−i+j.

Note that for

Q =

n
2
−i∑

j=1

Ej,j + En
2

+j,n
2

+j +
i∑

j=1

1

q
En

2
−i+j,n−i+j + En−i+j,n

2
−i+j,

it follows that PQ = In, and Q = P−1. Then,

P−1

(
In

2
0

0 −In
2

)
P

= P−1

 n
2
−i∑

j=1

Ej,j − En
2

+j,n
2

+j +
i∑

j=1

En
2
−i+j,n−i+j − qEn−i+j,n

2
−i+j


=

n
2
−i∑

j=1

Ej,j −
n
2
−i∑

j=1

En
2

+j,n
2

+j −
i∑

j=1

En
2
−i+j,n

2
−i+j +

i∑
j=1

En−i+j,n−i+j

=

n
2
−i∑

j=1

Ej,j − En
2

+j,n
2

+j +
i∑

j=1

−En
2
−i+j,n

2
−i+j + En−i+j,n−i+j

=

(
In

2
−i,i 0

0 −In
2
−i,i

)
.

The proof follows from the fact that P commutes with L′n,q.

Lemma 4.3.5. The pairs
(
InnLn,q , InnIn−2i,2iLn,q

)
for i ∈

{
0, 1, . . . ,

⌊
n
4

⌋}
are distinct

for distinct i.

Proof. Let i 6= j with i, j ∈
{

0, 1, . . . ,
⌊
n
4

⌋}
. Then if (Ln,q, In−2i,2iLn,q) is isomorphic

to (Ln,q, In−2i,2iLn,q) then there exists an A ∈ GL(n, k) such that

ALn,qA
−1 = cLn,q and AIn−2i,2iLn,qA

−1 = κIn−2j,2jLn,q
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this implies that A−1Ln,q = 1
c
Ln,qA

−1 so that

AIn−2i,2iA
−1Ln,q =

1

c
AIn−2i,2iLn,qA

−1 =
κ

c
In−2j,2jLn,q

→AIn−2i,2iA
−1 =

κ

c
In−2j,2j,

a contradiction to the fact that the inner involutions defined by the matrices In−2i,2i

and In−2j,2j are in distinct isomorphism classes for i 6= j, i, j ∈
{

0, 1, . . . ,
⌊
n
4

⌋}
.

Lemma 4.3.6. Suppressing the Inn notation we have the following: the commut-

ing pair (Ln,q, In−2i,2iLn,q) is not isomorphic to

(
L′n,q,

(
Ln

2
,q 0

0 −Ln
2
,q

))
, for i ∈

{
0, 1, . . . ,

⌊
n
4

⌋}
(n divisible by 4), and the pair

(
L′n,q,

(
Ln

2
,q 0

0 Ln
2
,q

))
is isomorphic

to
(
Ln,q, In

2
,n
2
Ln,q

)
.

Proof. First, note that (Ln,q, In−2i,2iLn,q) ≈

(
L′n,q,

(
0 In

2
−i,i

qIn
2
−i,i 0

))
, via the inner

automorphism defined by the permutation matrix Pn, as defined above. Considering

first the case when we use the negative block, for the pair to be isomorphic it must

be that for some invertible matrix of the form

(
A B

±qB ±A

)
for A,B ∈ M(n

2
, k) (it

commutes up to a scalar multiple with L′n,q) that(
A B

±qB ±A

)(
Ln

2
,q 0

0 −Ln
2
,q

)
= c

(
0 In

2
−i,i

qIn
2
−i,i 0

)(
A B

±qB ±A

)

→

(
ALn

2
,q −BLn

2
,q

±qBLn
2
,q ∓ALn

2
,q

)
= c

(
±qIn

2
−i,iB ±In

2
−i,iA

qIn
2
−i,iA qIn

2
−i,iB

)
→ALn

2
,q = ±cqIn

2
−i,iB,BLn

2
,q = ±cIn

2
−i,iA and

ALn
2
,q = ∓cqIn

2
−i,iB,BLn

2
,q = ∓cIn

2
−i,iA, signs taken respectively

→A = qcIn
2
−i,iBL

−1
n
2
,q = −A and B = cIn

2
−i,iAL

−1
n
2
,q = −B

which implies both A and B are the zero matrix, since the characteristic of k is not

two. This is a contradiction to the invertibility of an inner automorphism defined by

the matrix

(
A B

±qB ±A

)
, as above.
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Considering the case when the positive block is used, i.e.(
L′n,q,

(
Ln

2
,q 0

0 +Ln
2
,q

))
=
(
L′n,q, Ln,q

)
.

Let

S =

(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)
,

and note that S commutes with L′n,q. Furthermore, det(S) = det
(
L2

n
2
,−q − qIn

2

)
by

lemma 3.3.2, which is equal to det(−qIn
2
− qIn

2
) = det(−2qIn

2
) 6= 0, because the

characteristic of k is not two. Therefore, S is invertible and thus so is the inner

automorphism defined by S. Now, for X =
∑n

2
i=1 E2i−1,2i−1 − E2i,2i:

SLn,qS
−1 =

(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)(
Ln

2
,q 0

0 Ln
2
,q

)(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)−1

=

(
Ln

2
,−qLn

2
,q Ln

2
,q

qLn
2
,q Ln

2
,−qLn

2
,q

)(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)−1

=

(
qX XLn

2
,−q

qXLn
2
,−q qX

)(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)−1

=

(
0 X

qX 0

)(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)(
Ln

2
,−q In

2

qIn
2

Ln
2
,−q

)−1

=

(
0 X

qX 0

)
.

Furthermore,

(
Pn

2
0

0 Pn
2

)
commutes with L′n,q and

(
Pn

2
0

0 Pn
2

)(
0 X

qX 0

)(
Pn

2
0

0 Pn
2

)T

=

(
0 In

4
,n
4

qIn
4
,n
4

0

)
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because

Pn
2
XP T

n
2

=

 n
4∑
i=1

Ei,2i−1 + En
4

+i,2i

 n
2∑
i=1

E2i−1,2i−1 − E2i,2i

 n
4∑
i=1

E2i−1,i + E2i,n
4

+i


=

 n
4∑
i=1

Ei,2i−1 − En
4

+i,2i

 n
4∑
i=1

E2i−1,i + E2i,n
4

+i


=

 n
4∑
i=1

Ei,i − En
4

+i,n
4

+i


=In

4
,n
4
.

Therefore,

(
L′n,q, Ln,q

)
≈

(
L′n,q,

(
0 In

4
,n
4

qIn
4
,n
4

0

))
≈
(
Ln,q, In

2
,n
2
Ln,q

)
.

Hence, by lemma 4.3.5, the pair

(
L′n,q,

(
Ln

2
,q 0

0 Ln
2
,q

))
is not isomorphic to any pair

(Ln,q, In−2i,2iLn,q) unless i = n
4
.

Lemma 4.3.7. Suppressing the Inn notation, the following isomorphism holds:(
In−i,i,

(
Ln−i,q 0

0 Li,q

))
≈

(
In−i,i,

(
Ln−i,q 0

0 −Li,q

))
.

Proof. Let

S =
n−i∑
k=1

Ek,k +
n∑

k=n−i+1

E2k−1,2k−1 − E2k,2k,

then S is invertible and because S is diagonal, it commutes with the diagonal matrix
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In−i,i. Furthermore,

S

(
Ln−i,q 0

0 Li,q

)
S−1

=

Ln−i,q 0

0
(∑i

k=1E2k−1,2k−1 − E2k,2k

)
Li,q

(∑i
k=1E2k−1,2k−1 − E2k,2k

)−1


=

Ln−i,q 0

0
(∑i

k=1E2k−1,2k − qE2k,2k−1

)(∑i
k=1E2k−1,2k−1 − E2k,2k

)
=

Ln−i,q 0

0
(∑i

k=1−E2k−1,2k − qE2k,2k−1

)
=

Ln−i,q 0

0 −
(∑i

k=1E2k−1,2k + qE2k,2k−1

)
=

(
Ln−i,q 0

0 −Li,q

)

Lemma 4.3.8. For n − i 6= i, and distinct j ∈
{

1, 2, . . . ,
⌊
n−i

2

⌋}
or distinct k ∈{

1, 2, . . . ,
⌊
i
2

⌋}
, pairs of the following form are distinct:InnIn−i,i

, InnIn−i−j,j 0

0 Ii−k,k


 .

Proof. If not, then we would have the isomorphism, for A ∈ GL((n − i), k) and

B ∈ GL(i, k):(
A 0

0 B

)(
In−i−j,j 0

0 Ii−k,k

)(
A 0

0 B

)−1

= c

(
In−i−l,l 0

0 Ii−m,m

)

→ AIn−i−j,jA
−1 = cIn−i−l,l and BIi−k,kB

−1 = cIi−m,m,

at least one of which leads to a contradiction, since for j 6= l, In−i−j,j and In−i−l,l

are in distinct isomorphism classes for j, l ∈
{

1, 2, . . . ,
⌊
n−i

2

⌋}
, and k 6= m, Ii−k,k and

Ii−m,m are in distinct isomorphism classes for k,m ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
.
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Lemma 4.3.9. For n − i 6= i, j ∈
{

1, 2, . . . ,
⌊
n−i

2

⌋}
, and k ∈

{
1, 2, . . . ,

⌊
i
2

⌋}
, and

suppressing the Inn notation,(
In−i,i,

(
In−i−j,j 0

0 Ii−k,k

))
≈

(
In−i,i,

(
In−i−j,j 0

0 −Ii−k,k

))

if and only if either i− k = k or n− i− j = j.

Proof. (⇐) First, suppose that i− k = k, then i = 2k, and let

S =


In−i 0

0

(
0k Ik

Ik 0k

) .

Then, SIn−i,iS
−1 = In−i,i and

S

(
In−i−j,j 0

0 Ii−k,k

)
S−1

=


In−i−j,j 0

0

(
0k Ik

Ik 0k

)
Ii−k,k

(
0k Ik

Ik 0k

)−1



=


In−i−j,j 0

0

(
0k −Ik
Ik 0k

)(
0k Ik

Ik 0k

)
=

(
In−i−j,j 0

0 −Ii−k,k

)

Next, if n− i− j = j then n− i = 2j, and let

S ′ =


(

0j Ij

Ij 0j

)
0

0 Ii

 .
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Then, S ′In−i,iS
′−1 = In−i,i and

S ′

(
In−i−j,j 0

0 Ii−k,k

)
S ′−1

=


(

0j Ij

Ij 0j

)
In−i−j,j

(
0j Ij

Ij 0j

)−1

0

0 Ii−k,k



=


(

0j −Ij
Ij 0j

)(
0j Ij

Ij 0j

)
0

0 Ii−k,k


= −

(
In−i−j,j 0

0 −Ii−k,k

)
.

Thus, the first part follows from the fact that InnαA = InnA for constant α, invertible

A.

(⇒) If the above pair is isomorphic, then there is an S ∈ GL(n, k) such that S

has the block form, for A ∈ GL(n− i, k) and B ∈ GL(i, k),

(
A 0

0 B

)
, and

AIn−i−j,jA
−1 = cIn−i−j,j

BIi−k,kB
−1 = −cIi−k,k.

If AIn−i−j,jA
−1 = cIn−i−j,j, then either c = −1 or c = 1, because

In−i =
(
AIn−i−j,jA

−1
)2

= c2I2
n−i−j,j = c2In−i.

If c = −1 then for A =

(
Q R

S T

)
, with Q ∈ M(n − i − j, k), T ∈ M(j, k), R ∈

M(n− i− j × j, k), S ∈M(j × n− i− j, k),(
Q R

S T

)(
In−i−j 0

0 −Ij

)
= −

(
In−i−j 0

0 −Ij

)(
Q R

S T

)

→

(
Q −R
S −T

)
=

(
−Q −R
S T

)
,
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which implies that Q is the zero (n − i − j × n − i − j) matrix and T is the (j × j)
zero matrix because the characteristic of the field k is not two. Since A is invertible

this implies that n − i − j = j, because if not then the rank of A would be at most

two times the minimum of {n− i− j, j}. If c = 1 then BIi−k,kB
−1 = −Ii−k,k and by

the same reasoning as above, i− k = k.

Lemma 4.3.10. For n − i = i, and j, k, l,m ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
, suppressing the Inn

notation, (
Ii,i,

(
Ii−j,j 0

0 Ii−k,k

))
≈

(
Ii,i,

(
Ii−l,l 0

0 Ii−m,m

))
.

if and only if either j = l and k = m or j = m and k = l.

Proof. The isomorphism holds if and only if either(
Ai×iIi−k,kA

−1
i×i 0

0 Bi×iIi−j,jB
−1
i×i

)

=

(
Ai×iIi−k,k 0

0 Bi×iIi−j,j

)(
0 B−1

i×i

A−1
i×i 0

)

=

(
0 Ai×i

Bi×i 0

)(
Ii−j,j 0

0 Ii−k,k

)(
0 Ai×i

Bi×i 0

)−1

= c

(
Ii−l,l 0

0 Ii−m,m

)

for A,B ∈ GL(i, k), if and only if k = l and j = m, by the classification of involutions

of SL(n, k) (in [HWD06]), or for A,B ∈ GL(i, k),(
Ai×i 0

0 Bi×i

)(
Ii−j,j 0

0 Ii−k,k

)(
Ai×i 0

0 Bi×i

)−1

= c

(
Ii−l,l 0

0 Ii−m,m

)

if and only if j = l and k = m, by similar reasoning.

Lemma 4.3.11. For j = l and k = m, as in the statement of lemma 4.3.10, i−j = j

or i − k = k if and only if the following isomorphism holds, suppressing the Inn

notation: (
Ii,i,

(
Ii−j,j 0

0 Ii−k,k

))
≈

(
Ii,i,

(
Ii−j,j 0

0 −Ii−k,k

))
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Proof. (⇒) If i − j = j or i − k = k then the isomorphism holds by the proof of

lemma 4.3.9.

(⇐) If the isomorphism holds then either there is an invertible A,B ∈ GL(i, k)

such that AIi−j,jA
−1 = cIi−j,j and BIi−k,kB

−1 = −cIi−k,k or A,B ∈ GL(i, k) such

that AIi−k,kA
−1 = cIi−j,j and BIi−j,jB

−1 = −cIi−k,k, as in the proof of lemma 4.3.10.

The first of these cases gives c2Ii = (cIi−j,j)
2 = (AIi−j,jA

−1)
2

= Ii which implies that

c = ±1. This, in turn, implies that either i − j = j or i − k = k, as in the proof

of lemma 4.3.9. The second case forces k = j, because k, j are such that if they

are distinct then Ii−k,k and Ii−j,j are in distinct isomorphism classes of involutions

of SL(n, k), but if k = j, then this reduces to the first case and thus i − j = j or

i− k = k.

Lemma 4.3.12. For k = l and j = m, as in the statement of lemma 4.3.10, i−j = j

or i − k = k if and only if the following isomorphism holds, suppressing the Inn

notation: (
Ii,i,

(
Ii−j,j 0

0 Ii−k,k

))
≈

(
Ii,i,

(
Ii−k,k 0

0 −Ii−j,j

))

Proof. (⇒) If i − j = j or i − k = k then the isomorphism holds by the proof of

lemma 4.3.9 and by using the matrix:

S ′ =


0 Ii(

0k Ik

Ik 0k

)
0

 or

0

(
0k Ik

Ik 0k

)
Ii 0

 ,

similar to the use of S in the proof of lemma 4.3.9.

(⇐) If the isomorphism holds then either there is an invertible A,B ∈ GL(i, k)

such that AIi−j,jA
−1 = cIi−k,k and BIi−k,kB

−1 = −cIi−j,j or A,B ∈ GL(i, k) such

that AIi−j,jA
−1 = cIi−j,j and BIi−k,kB

−1 = −cIi−k,k. The second of these cases

forces c = ±1, which in turn forces either i − j = j or i − k = k. The first case

forces k = j, because k, j are such that if they are distinct then Ii−k,k and Ii−j,j are in

distinct isomorphism classes of involutions of SL(n, k), but if k = j, then by the above

reasoning, we still have i− j = j or i− k = k, as in the proof of lemma 4.3.11.
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Lemma 4.3.13.

(
Ii,i,

(
0 Ii

pIi 0

))
6≈

(
Ii,i,

(
Ln

2
,p 0

0 Ln
2
,p

))

Proof.

(
Ai×i 0

0 Bi×i

)
and

(
0 Ai×i

Bi×i 0

)
are the two forms of matrices that commute

with Ii,i up to a multiple, but(
Ai×i 0

0 Bi×i

)(
0 Ii

pIi 0

)(
Ai×i 0

0 Bi×i

)−1

=

(
0 Ai×iB

−1
i×i

pBi×iA
−1
i×i 0

)
,

(
0 Ai×i

Bi×i 0

)(
0 Ii

pIi 0

)(
0 Ai×i

Bi×i 0

)−1

=

(
0 pAi×iB

−1
i×i

Bi×iA
−1
i×i 0

)
,

both of which do not equal a scalar multiple of Ln,p.

Theorem 4.3.14. For n divisible by 4, p, q representatives of elements in k∗/k∗2,

with p, q 6≡ 1 mod k∗2, the isomorphism classes of commuting inner involutions of

SL(n, k) are as follows:(
InnL′n,q

, InnY
)
,
(
InnLn,q , InnY ′

)
,
(
InnIn−i,i

, InnY ′′
)
,
(

InnIn
2 , n2

, InnY ′′′
)

for

Y = Ln,p(p 6≡ q mod k∗2), In
2
,n
2
, In

2
,n
2
Ln,p, or

(
In

2
−i,i 0n

2

0n
2

In
2
−i,i

)
, i ∈

{
1, 2, . . . ,

n

4

}
,

Y ′ = In−2i,2iLn,q, i ∈
{

1, 2, . . . ,
n

4

}
,

Y ′′ = Ln,p, or

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,

Y ′′′ = L′n,p, or

(
In

2
−j,j 0n

2
×n

2

0n
2
×n

2
In

2
−k,k

)
, j ∈

{
1, 2, . . . ,

n

4

}
.

For Y ′′, we have: n− i 6= i, and j ∈
{

1, 2, . . . , n−i
2

}
, if n− i− j 6= j, i− k 6= k then

k ∈ {1, 2, . . . , i} or else if n − i − j = j, or i − k = k, then k ∈
{

1, 2, . . . , i
2

}
. Also,

for Y ′′′ we have: if n
2
− j 6= j, n

2
− k 6= k, then for k ∈

{
1, 2, . . . , n

2

}
we get distinct

isomorphism classes for distinct j, k such that as a pair (j, k) is distinct, independent

of order, or if n
2
− j = j, or n

2
− k = k, then k ∈

{
1, 2, . . . , n

4

}
.

Proof. This follows directly from above.
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Lemma 4.3.15. For n even, not divisible by 4, a2 − qb2 = q, i ∈
{

1, 2, . . . , n−2
4

}
the

pair P(a,b) as defined in corollary 4.1.9, with Y = Ln−2
2
,q is not isomorphic to the

pair (Ln,q, In−2i,2iLn,q).

Proof. Let P (a, b)1 be the first involution in the (ordered) pair P (a, b) and P (a, b)2

be the second involution in the pair P (a, b), (as defined in corollary 4.1.9) for Y =

Ln−2
2
,q. If the pairs are isomorphic for some i, there would be an A ∈ GL(n, k) such

that, for some i, AIn−2i,2iLn,qA
−1 = τP (a, b)2 and ALn,qA

−1 = α P (a, b)1. This

implies that τP (a, b)2 = AIn−2i,2iLn,qA
−1 = αAIn−2i,2iA

−1P (a, b)1. This implies that

αAIn−2i,2iA
−1 = τ

q
P (a, b)2P (a, b)1.

If −1 is not a square in k then the involution represented by:

τ
q
P (a, b)2P (a, b)1 is isomorphic to the involution defined by the matrix Ln,−1, which

would contradict In−2i,2i and Ln,−1 being in separate isomorphism classes. In this case

the pairs would not be isomorphic.

If−1 is a square, then the involution represented by τ
q
P (a, b)2P (a, b)1 is isomorphic

to the involution represented by τ
q
P (a, b)′, for Y = In−2

2
−i,i, where the lower block has

an even number of −1’s. Also, since −1 is a square τ
(

b a
q

−a −b

)
, is isomorphic to τI1,1,

i.e. (
x y
−qy −x )

(
b a

q

−a −b

)
(

x y
−qy −x )

−1
is equal to

( −bx2+2axy−qby2 ay2−2bxy+a
q
x2

−q(ay2−2bxy+a
q
x2) −(−bx2+2axy−qby2)

)
, and

ay2−2bxy+ a
q
x2 = 0 has a nonzero solution (pick an x nonzero) because 4x2(b2− a2

q
) =

−4x2, a square if −1 is a square. But this gives an odd number of −1’s whereas In−2i,2i

has an even number of −1’s and neither have more then
⌊
n
2

⌋
−1’s. Therefore they

cannot be isomorphic, and thus the corresponding pairs cannot be isomorphic.

This gives us the isomorphy classes of commuting involutions of SL(n, k) for n

even and not divisible by 4.

Theorem 4.3.16. For n even but not divisible by 4, p, q representatives of elements

k∗/k∗2, p, q 6≡ 1 mod k∗2, a2 − qb2 = p the isomorphism classes of commuting inner

involutions of SL(n, k) are as follows:
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(
InnLn,q , InnIn−2i,2iLn,q

)
,
(
InnIn−i,i

, InnY ′′
)

for i ∈
{

1, 2, . . . , n
2

}
, and(

Inn(L2,q 0

0 L′n−2,q

), InnY

)
,
(
InnL′n,q

, InnY ′
)
,
(

InnIn
2 , n2

, InnY ′′′
)

for

Y =


(

a b

−qb −a

)
0

0 In−2
2
,n−2

2
Ln−2,p

 ,

I1,1 0

0 In−2
2
,n−2

2

 ,

Y ′ =

(
In

2
−i,i 0

0 In
2
−i,i

)
, i ∈

{
1, 2, . . . ,

⌊
n− 2

4

⌋}
,

Y ′′ = Ln,p, or

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,

Y ′′′ = L′n,p, or

(
In

2
−j,j 0n

2
×n

2

0n
2
×n

2
In

2
−k,k

)
, j ∈

{
1, 2, . . . ,

n

4

}
Where, for Y ′′ we have: for n−i 6= i, and j ∈

{
1, 2, . . . , n−i

2

}
, if n−i−j 6= j, i−k 6= k

then k ∈ {1, 2, . . . , i} or else if n− i− j = j, or i−k = k, then k ∈
{

1, 2, . . . , i
2

}
, and

for Y ′′′, we have: if n
2
− j 6= j, n

2
− k 6= k, then for k ∈

{
1, 2, . . . , n

2

}
we get distinct

isomorphism classes for distinct j, k such that as a pair (j, k) is distinct, independent

of order, or if n
2
− j = j, or n

2
− k = k, then k ∈

{
1, 2, . . . , n

4

}
.

Proof. This follows from the preceeding lemma, corollary 4.1.9, lemma 4.3.4 and the

classification of involutions for n divisible by 4.

We can now complete the classification by consider when n is odd:

Theorem 4.3.17. For n odd, the isomorphism classes of commuting pairs of involu-

tions of SL(n, k) are:
(
InnIn−i,i

, InnY
)

for

Y =

(
In−i−j,j 0(n−i)×i

0i×(n−i) Ii−k,k

)
, i ∈

{
1, 2, . . . ,

n

2

}
,

for n− i 6= i, and j ∈
{

1, 2, . . . , n−i
2

}
, if n− i− j 6= j, i− k 6= k then k ∈ {1, 2, . . . , i}

or else if n− i− j = j, or i− k = k, then k ∈
{

1, 2, . . . , i
2

}
Proof. This follows from above.
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Chapter 5

Classification of Commuting Pairs

of Involutions with one Outer

Involution

In this chapter, we consider the classification of commuting pairs of involutions,

with one involution an outer involution, the other an inner involution. Throughout

this section, let θ be the (outer) involution of SL(n, k) defined by θ (A) = AT−1 From

[HWD06], we know that such a commuting pair has the form (InnM θ, InnA) for M

the matrix of a symmetric or skew-symmetric bilinear form over kn, where M is

skew-symmetric only if n is even.

Lemma 5.0.18. For an inner automorphism, InnA, of SL(n, k): InnA θ = θ InnAT−1.

Proof. Let X ∈ SL(n, k), then

InnA θ (X) = InnA
(
XT−1

)
= A−1XT−1A = θθ

(
A−1XT−1A

)
= θ

((
A−1XT−1A

)T−1
)

= θ
(
ATXAT−1

)
= θ InnAT−1 (X) .

Lemma 5.0.19. (InnM θ, InnA) is a commuting pair of involutions if and only if

A2 = pIn, M = ±MT , and ATMA = αM .
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Proof. That the pair is comprised of involutions InnM θ and InnA if and only if A2 =

pIn, M = ±MT , follows from [HWD06]. Thus, it suffices to show that the above pair

of involutions is a commuting pair if and only if ATMA = αM . This follows because

(InnM θ, InnA) is a commuting pair only if InnM InnAT−1 θ = InnA InnM θ if and only

if InnAMATM−1 = Id.

There are two cases to consider: when M is symmetric and when M is skew-

symmetric, and they will be considered in that order.

5.1 Forms of Pairs when M is Symmetric

Lemma 5.1.1. If M = MT , then (InnM θ, InnA) is a commuting pair of involutions

if and only if (InnM θ, InnA) = (InnM θ, InnA′) A
′2 = pIn, and A′TMA′ = M .

Proof. The if statement follows from lemma 5.0.19, and by lemma 5.0.19 to show

the only if, it suffices to show that InnA = InnA′ , A
′TMA′ = M . We know that

A ∈ GL(n, k) from [HWD06] and that for X ∈ SO(n, k̄, β) (for β a non-degenerate

symmetric bilinear form over kn with matrixM , as in [Dom03]), XTMX = M . There-

fore, (InnA (X))T M InnA (X) = (A−1XA)
T
MA−1XA = ATXT

(
AT−1MA−1

)
XA,

but since ATMA = αM then 1
α
M = AT−1MA−1. Thus, ATXT

(
AT−1MA−1

)
XA

= ATXT
(

1
α
M
)
XA = 1

α
ATMA = 1

α
(αM) = M . Therefore, InnA keeps SO(n, k̄, β)

invariant, which implies (by theorem 5.2 in [Dom03]) that A = c1Â for c1 ∈ k̄ and

Â ∈ SO(n, k̄, β) or Â ∈ O(n, k̄, β), and InnA = Innc1Â = InnÂ → ÂTMÂ = α′M . By

the argument above, InnÂ keeps SO(n, k̄, β) invariant, but InnA = InnÂ → InnÂ is an

involution of SL(n, k), thus InnÂ keeps SL(n, k) invariant and for X ∈ SO(n, k, β),

InnÂ (X) ∈ SO(n, k̄, β) → InnÂ ∈ SO(n, k, β) since X is in SL(n, k). Therefore, InnÂ

keeps SO(n, k, β) invariant, which implies by theorem 5.2 in [Dom03], Â = c2A
′ for

A′ ∈ SO(n, k, β) or A′ ∈ O(n, k, β). Therefore, InnA = InnÂ = Innc2A′ = InnA′ .

Corollary 5.1.2. If M = MT , then (InnM θ, InnA) is a commuting pair of involu-

tions if and only if it equals (InnM θ, InnA′) with A′2 = ±In, A′TMA′ = M .
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Proof. By lemma 5.1.1, it suffices to show that A′2 = ±In. Since the above pair is a

pair of involutions, A′2 = pIn → A′ = pA′−1, and from lemma 5.1.1, A′TMA′ = M →
In = A′TMA′M−1 = A′TMT (pA′−1M−1) = p (MA′)T MA′ sinceM = MT . Therefore,

p (MA′)T = MA′, and thus
(
p (MA′)T

)T
= (MA′)T → MA′ = 1

p
(MA′)T . This

implies p (MA′)T = MA′ = 1
p

(MA′)T and thus p2 (MA′)T = (MA′)T , and since

InnA′ is an automorphism and M is the matrix of a non-degenerate bilinear form,

p2 = 1 → p = ±1.

Therefore by the results above, every pair of commuting involutions of SL(n, k)

with one involution an inner involution and one involution an outer involution (cor-

responding to a symmetric bilinear form on kn) is isomorphic to: (InnM θ, InnA), for

A2 = ±In, M symmetric.

Theorem 5.1.3. The pair, (InnM θ, InnA), for A2 = In, M symmetric, is isomor-

phic to
(
InnD θ, InnIn−i,i

)
, for D, a diagonal matrix with entries in k∗/k∗2, i ∈{

1, 2, . . . ,
⌊
n
2

⌋}
. Also, if −1 is not a square in k∗, (InnM θ, InnA), for A2 = −In

(this forces n to be even), M symmetric, is isomorphic to
(
InnC θ, InnLn,−1

)
, for C =

(Cj,k)
n
2
j,k=1, Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
, C symmetric.

Proof. First, we prove that (InnM θ, InnA), for A2 = In, M symmetric, is isomorphic

to
(
InnD θ, InnIn−i,i

)
, for D, a diagonal matrix with entries in k∗/k∗2. Since A2 = In

we know there is an invertible matrix S such that S−1AS = c1In−i,i, c1 ∈ k∗ →
the above pair is isomorphic to

(
InnM ′ θ, InnIn−i,i

)
, with M ′ symmetric since M ′T =(

STMS
)T

= STMTS = STMS = M ′. Also, by lemma 5.1.1, we can take M ′ such

that ITn−i,iM
′In−i,i = M ′ (if it does equal M’ then there is some constant α ∈ k̄∗

and invertible B such that BTM ′B = M ′ and InnIn−i,i
= InnαIn−i,i

= InnB.) But, if

ITn−i,iM
′In−i,i = M ′ → for M1,M3 symmetric,

M ′ =

(
M1(n−i)×(n−i) M2(n−i)×i

M2Ti×(n−i) M3i×i

)
,
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then

ITn−i,iM
′In−i,i =

(
M1(n−i)×(n−i) M2(n−i)×i

−M2Ti×(n−i) −M3i×i

)
In−i,i

=

(
M1(n−i)×(n−i) −M2(n−i)×i

−M2Ti×(n−i) M3i×i

)
= M ′

and since the characteristic of k is not two this gives M2 = 0. Therefore, because

M ′ is symmetric, M1 and M3 are symmetric. From [Sch85], we have that there is an

invertible S1, and an invertible S2 such that ST1 M1S1 = D1 and ST2 M3S2 = D2, for

D1, D2 diagonal matrices with elements in k∗/k∗2. This implies that (InnM θ, InnA)

is isomorphic to
(
InnD θ, InnIn−i,i

)
for D, diagonal with elements in k∗/k∗2, because

the blocks S1 and S2 commute with the blocks In−i and Ii, respectively. This proves

the first statement, because the inner automorphism defined by the matrix

(
S1 0

0 S2

)
commutes with the inner automorphism defined by In−i,i.

We now show the second statement, that if −1 is not a square (if it is then this

reduces to the first statement) in k∗, (InnM θ, InnA), for A2 = −In, M symmetric, is

isomorphic to
(
InnC θ, InnLn,−1

)
, for C = (Cj,k)

n
2
j,k=1, Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
, C symmet-

ric. From [HWD06] we know that there is an invertible T such that T−1AT = Ln,−1 so

that (InnM θ, InnA) is isomorphic to
(
InnC θ, InnLn,−1

)
, with C symmetric. Further-

more, as in the proof of the first statement we can take C such that LTn,−1CLn,−1 = C

considering 2× 2 blocks, which implies for C = (Cj,k)
n
2
j,k=1, Cj,k =

(
aj,k bj,k

cj,k dj,k

)
,

Cj,k =
(
LTn,−1CLn,−1

)
j,k

=

(
0 −1

1 0

)(
aj,k bj,k

cj,k dj,k

)(
0 1

−1 0

)

=

(
−cj,k −dj,k
aj,k bj,k

)(
0 1

−1 0

)

=

(
dj,k −cj,k
−bj,k aj,k

)
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for j, k ∈
{

1, 2, . . . , n
2

}
. This implies that for each fixed j, k ∈

{
1, 2, . . . , n

2

}
, aj,k = dj,k

and cj,k = −bj,k, so that C has the desired form.

Lemma 5.1.4. The commuting pair of involutions (for −1 not a square in k∗)(
InnC θ, InnLn,−1

)
, for C = (Cj,k)

n
2
j,k=1, Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
, C symmetric, is iso-

morphic to the pair
(
InnC′ θ, InnLn,−1

)
, for C ′ =

(
C ′j,k

)n
2

j,k
, with C ′j,k = djI2 for j = k,

di ∈ k∗/k∗2, and C ′j,k is the 2× 2 zero matrix when j 6= k.

Proof. First, observe that a2
j,k + b2

j,k = 0 if and only if either bj,k = 0 = aj,k or

−1 =
(
bj,k
aj,k

)2

, a contradiciton to the fact that −1 is not a square in k∗. This implies

that the matrix Cj,k is either the 2× 2 zero matrix or is invertible. Observe also that

because C is symmetric, Cj,j = aj,jI2 and Cj,k = Ck,j. Second, for n = 4 if C1,2 = 0,

we’re done. Suppose C1,2 6= 0, and consider the matrix:

S =


a1,2 b1,2 0 0

−b1,2 a1,2 0 0

0 0 1 0

0 0 0 1

 .
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Then S−1Ln,−1S = Ln,−1 and

STCS

=


a1,2 b1,2 0 0

−b1,2 a1,2 0 0

0 0 1 0

0 0 0 1


T 

a1,1 0 a1,2 b1,2

0 a1,1 −b1,2 a1,2

a1,2 −b1,2 a2,2 0

b1,2 a1,2 0 a2,2




a1,2 b1,2 0 0

−b1,2 a1,2 0 0

0 0 1 0

0 0 0 1



=


a1,2 −b1,2 0 0

b1,2 a1,2 0 0

0 0 1 0

0 0 0 1




a1,1a1,2 a1,1b1,2 a1,2 b1,2

−a1,1b1,2 a1,1a1,2 −b1,2 a1,2

a2
1,2 + b2

1,2 0 a2,2 0

0 a2
1,2 + b2

1,2 0 a2,2



=


a1,1(a2

1,2 + b2
1,2) 0 a2

1,2 + b2
1,2 0

0 a1,1(a2
1,2 + b2

1,2) 0 a2
1,2 + b2

1,2

a2
1,2 + b2

1,2 0 a2,2 0

0 a2
1,2 + b2

1,2 0 a2,2

 .

Also, for P4 as above, we have, from the proof of lemma 4.1.7, that P T
4 = P−1

4 ,

P−1
4 L4,−1P4 = J4. Then,

P T
4 S

TCSP4 =


a1,1(b2

1,2 + a2
1,2) a2

1,2 + b2
1,2 0 0

a2
1,2 + b2

1,2 a2,2 0 0

0 0 a1,1(a2
1,2 + b2

1,2) a2
1,2 + b2

1,2

0 0 a2
1,2 + b2

1,2 a2,2

 .

But this gives us identical symmetric 2×2 blocks on the diagonal, thus we know from

[Sch85] there is an invertible 2× 2 matrix, Q, such that for

Q̄ =

(
Q 0

0 Q

)
→ Q̄TP T

4 S
TCSP4Q̄ = D̄ =

(
D 0

0 D

)
,

for D a 2× 2 diagonal matrix. Also, the form of Q̄ guarantees that it commutes with

J4. Finally, ’undoing’ the permutation matrix P4, we get P4D̄P
T
4 = D′, a diagonal

matrix, and P4J4P
−1
4 = L4,−1. Thus, for n = 4 the isomorphism holds. Proceeding

by induction, assume the result holds for some n, we aim to show it holds for n+ 2.
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Let
(
InnC θ, InnLn+2,−1

)
be a commuting pair of involutions of SL(n+ 2, k). Partition

C into block form in the following way:

C = (Cj,k)
n+2
2

j,k=1 =

 C1 U

UT Cn+2
2
,n+2

2

 ,

for C1 ∈ M(n, k), U ∈ M(n× 2, k), and the form of C forces C1 = (Cj,k)
n
2
j,k=1. From

our induction hypothesis, there is an invertible B such that BTC1B has 2× 2 blocks

on the diagonal of the form djI2 with zeros elsewhere, and B−1Ln,−1B = Ln,−1. This

implies that

(
BT 0

0 I2

)C1 U

UT Cn+2
2
,n+2

2

(B 0

0 I2

)
=




d1I2 0

. . .

0 dn
2
I2

 U ′

U ′T Cn+2
2
,n+2

2

 ,

for U ′ = BTUB. For B̄ =

(
BT 0

0 I2

)
, by the induction hypothesis and the form

of B̄, B̄−1Ln+2,−1B̄ = Ln+2,−1. By the form of C and thus of B̄TCB̄ (because the

involution InnB̄TCB̄ θ commutes with the involution InnLn+2,−1 and by the proof of

lemma 5.2.3), U ′ =
(
C ′
j,n+2

2

)n
2

j=1
for

C ′
j,n+2

2
=

 aj,n+2
2

bj,n+2
2

−bj,n+2
2

aj,n+2
2

 . Let S ′ =


C ′′

1,n+2
2

0

. . .

C ′′n
2
,n+2

2

0 I2

 ,

where C ′′
j,n+2

2

= C ′
j,n+2

2

if it is nonzero, and I2 if it is zero. Note that S ′ is such that
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S ′−1Ln+2,−1S
′ = Ln+2,−1, and S ′T B̄TCB̄S ′ =
C ′′

1,n+2
2

0

. . .

C ′′n
2
,n+2

2

0 I2



T 


d1I2 0

. . .

0 dn
2
I2

 U ′

U ′T Cn+2
2
,n+2

2

S ′

=




d1C

′′T
1,n+2

2

0

. . .

0 dn
2
C ′′Tn

2
,n+2

2


C ′′T

1,n+2
2

C1,n+2
2

...

C ′′Tn
2
,n+2

2

Cn
2
,n+2

2

C1,n+2
2
· · · Cn

2
,n+2

2
Cn+2

2
,n+2

2

S ′

=




d1C

′′T
1,n+2

2

C ′′
1,n+2

2

0

. . .

0 dn
2
C ′′Tn

2
,n+2

2

C ′′n
2
,n+2

2


C ′′T

1,n+2
2

C1,n+2
2

...

C ′′Tn
2
,n+2

2

Cn
2
,n+2

2

C1,n+2
2
C ′′T

1,n+2
2

· · · Cn
2
,n+2

2
C ′′Tn

2
,n+2

2

Cn+2
2
,n+2

2



=




d1d
′
1I2 0

. . .

0 dn
2
d′n

2
I2


d′1I2

...

d′n
2
I2

d′1I2 · · · d′n
2
I2 Cn+2

2
,n+2

2


= Ĉ,

by the construction of C ′′
j,n+2

2

. Therefore,
(
InnC θ, InnLn+2,−1

)
is isomorphic to the pair(

InnĈ θ, InnLn+2,−1

)
.

Claim 5.1.5.
(
InnĈ θ, InnLn+2,−1

)
is isomorphic to

(
InnM̂ θ, InnJn+2

)
, for M̂ the ma-

trix

(
M 0

0 M

)
, with M a symmetric matrix.

Proof. The pairs are InnP isomorphic for P =
∑n

2
+1

i=1 (Ei,2i−1 + En
2

+1+i,2i) = Pn+2.

This is true because it was shown in the proof of corollary 4.1.7 for positive integers
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n that PnLn,qP
−1
n = L′n,q = Jn (for n even). Also,

InnP−1
n+2

InnĈ θ InnPn+2 = InnP−1
n+2

InnĈ InnPT−1
n+2

θ

= InnPn+2ĈPT
n+2

θ,

since Pn+2 is a permutation matrix. Furthermore, Pn+2ĈP
T
n+2 is equal to:



83

Pn+2

n
2∑
i=1

did
′
i(E2i−1,2i−1 + E2i,2i)P

T
n+2

+ Pn+2

n
2∑
i=1

d′i(E2i−1,n+1 + E2i,n+2 + En+1,2i−1 + En+2,2i)P
T
n+2

+ Pn+2an+2
2
,n+2

2
(En+1,n+1 + En+2,n+2)P T

n+2

+ Pn+2bn+2
2
,n+2

2
(En+1,n+2 − En+2,n+1)P T

n+2

=

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)

n
2∑
i=1

did
′
i(E2i−1,2i−1 + E2i,2i)P

T
n+2

+

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)

n
2∑
i=1

d′i(E2i−1,n+1 + E2i,n+2 + En+1,2i−1 + En+2,2i)P
T
n+2

+

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)an+2
2
,n+2

2
(En+1,n+1 + En+2,n+2)P T

n+2

+

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)bn+2
2
,n+2

2
(En+1,n+2 − En+2,n+1)P T

n+2

=

n
2∑
i=1

did
′
i(Ei,2i−1 + En

2
+1+i,2i)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

+

n
2∑
i=1

d′i(Ei,n+1 + En
2

+1+i,n+2 + En
2

+1,2i−1 + En+2,2i)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

+ an+2
2
,n+2

2
(En

2
+1,n+1 + En+2,n+2)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

+ bn+2
2
,n+2

2
(En

2
+1,n+2 − En+2,n+1)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

=

n
2∑
i=1

did
′
i(Ei,i + En

2
+1+i,n

2
+1+i)

+

n
2∑
i=1

d′i(Ei,n2 +1 + En
2

+1+i,n+2 + En
2

+1,i + En+2,n
2

+1+i)

+ an+2
2
,n+2

2
(En

2
+1,n

2
+1 + En+2,n+2) + bn+2

2
,n+2

2
(En

2
+1,n+2 − En+2,n

2
+1)



84

and this is equal to

(
M 0

0 M

)
for M =

∑n
2
i=1 did

′
iEi,i +

∑n
2
i=1 d

′
i(Ei,n2 +1 + En

2
+1,i) +

an+2
2
,n+2

2
En

2
+1,n

2
+1, because, since Ĉ is symmetric, bn+2

2
,n+2

2
= 0 (as shown above), and

n + 1 = 2i − 1 implies that i = n
2

+ 1, as well as n + 2 = 2i implies that i = n
2

+ 1.

Also, since n is even, n+ 1 6= 2i for integers i.

By results of [Sch85], there exists an invertible Q such that QTMQ is diagonal,

therefore, because(
Q 0

0 Q

)T (
M 0

0 M

)(
Q 0

0 Q

)
=

(
QTMQ 0

0 QTMQ

)

is diagonal and(
Q 0

0 Q

)−1
 0 In+2

2

−In+2
2

0

( Q 0

0 Q

)
=

 0 In+2
2

−In+2
2

0

 ,

then
(
InnĈ θ, InnLn+2,−1

)
is isomorphic to

(
InnD θ, InnJn+2

)
, for D diagonal. But since

Pn+2 is a permutation matrix,
(
InnD θ, InnJn+2

)
, for D diagonal is isomorphic to(

InnC′ θ, InnLn+2,−1

)
, for C ′ diagonal, and since C ′ commutes with Ln+2,−1, it has the

desired form.

5.2 Forms of Pairs when M is Skew-Symmetric

Next, consider the case when M is skew-symmetric (and thus n is even, n = 2m.)

Let

J2m =

(
0 In

2

−In
2

0

)

Lemma 5.2.1. If M = −MT then the pair (InnM θ, InnA) is isomorphic to the pair

(InnJ2m θ, InnA′) for A′TJ2mA
′ = J2m

Proof. From [Sch85], we have that M is congruent to J2m → ∃Q ∈ GL(n, k) such
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that QTMQ = J2m, then

(InnM θ, InnA) ≈ (InnQ InnM θ InnQ−1 , InnQ InnA InnQ−1)

=
(
InnQ InnM InnQT θ, InnQ−1AQ

)
= (InnJ2m θ, InnÂ) .

Also, (InnJ2m θ, InnÂ) is a commuting pair of involutions if and only if Â2 = pIn and

ÂTJ2mÂ = αJ2m. We now show (InnJ2m θ, InnÂ) = (InnJ2m θ, InnA′). for A′ such that

A′TJ2mA
′ = J2m. Let X ∈ Sp(2m, k̄). Then,

(InnÂ (X))TJ2m InnÂ (X) = (Â−1XÂ)TJ2mÂ−1XÂ

= ÂTXT ( ˆAT−1J2mÂ−1)XÂ

= ÂTXT

(
1

α
J2m

)
XÂ

=
1

α
ÂT
(
XTJ2mX

)
Â

=
1

α
ÂTJ2mÂ

=
1

α
(αJ2m)

= J2m.

Therefore, InnÂ keeps Sp(2m, k̄) invariant, and thus by theorem 5.5 in [Jac05], Â =

c1B for B ∈ Sp(2m, k̄), c1 ∈ k̄. Furthermore, InnÂ = Innc1B = InnB, and InnB

keeps Sp(2m, k) invariant because InnB is also an involution of SL(n, k), thus for

X ∈ Sp(2m, k), InnB (X) is in Sp(2m, k̄) and in SL(n, k)→ InnB (X) is in Sp(2m, k).

Because InnB keeps Sp(2n, k) invariant, B = c2A
′ for c2 ∈ k̄, A′ ∈ Sp(2m, k), by

theorem 5.5 in [Jac05]. Therefore, InnĀ = InnB = Inn c2A
′ = InnA′ .

Corollary 5.2.2. If M = −MT then the commuting pair of involutions, n = 2m,

(InnM θ, InnA), is isomorphic to the pair (InnJ2m θ, InnA′) for A′TJ2mA
′ = J2m, and

A′2 = ±In.

Proof. The first statement is a restatement of lemma 5.2.1, so it remains to show that

A′2 = ±In. Suppose A′2 = pIn, then A′TJ2mA
′ = J2m which implies that

In = A′TJ2mA
′J−1

2m = −A′TJT2mA′J−1
2m = −p (J2mA

′)
T

(J2mA
′)
−1
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giving −p
(

(J2mA
′)T
)T

= (J2mA
′)T and thus −p (J2mA

′) = (J2mA
′)T . Therefore,

−p (J2mA
′)T = (J2mA

′) = −1
p

(J2mA
′)T → (J2mA

′)T = p2 (J2mA
′)T → p2 = 1 →

p = ±1.

Therefore by the results above, every pair of commuting involutions of SL(n, k)

with one involution an inner involution and one involution an outer involution (corre-

sponding to a skew-symmetric bilinear form on kn) is isomorphic to: (InnJ2m θ, InnA),

for A2 = ±In.

Theorem 5.2.3. The pair, (InnM θ, InnA), for A2 = In, M skew-symmetric (hence

n is even), is isomorphic to
(
InnJn−i,i

θ, InnIn−i,i

)
, for

Jn−i,i =

(
Jn−i 0(n−i)×i

0i×(n−i) Ji

)
,

i ∈
{

2, 4, . . . , n
2

}
. Also, if −1 is not a square in k∗, (InnM θ, InnA), for A2 = −In ,

M skew-symmetric, is isomorphic to
(
InnC θ, InnLn,−1

)
, for C skew-symmetric, C =

(Cj,k)
n
2
j,k=1, Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
.

Proof. First, we prove that (InnM θ, InnA), for A2 = In, the matrix, M , skew-

symmetric, is isomorphic to
(
InnJn−i,i

θ, InnIn−i,i

)
. Since A2 = In we know there

is an invertible matrix S such that S−1AS = c1In−i,i, c1 ∈ k∗ → the above pair is

isomorphic to
(
InnM ′ θ, InnIn−i,i

)
, with M ′ skew-symmetric since M ′T =

(
STMS

)T
=

STMTS = −STMS = −M ′. Also, by the proof of lemma 5.2.1, we can take M ′ such

that ITn−i,iM
′In−i,i = M ′ (if equality does not hold then, by results in [Jac05] and as

in the proof of lemma 5.2.1, there is some constant α ∈ k̄∗ and invertible B such that

BTM ′B = M ′ and InnIn−i,i
= InnαIn−i,i

= InnB.) So, taking ITn−i,iM
′In−i,i = M ′ this

gives for M1,M3 skew-symmetric,

M ′ =

(
M1(n−i)×(n−i) M2(n−i)×i

−M2Ti×(n−i) M3i×i

)
,
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M ′ = ITn−i,iM
′In−i,i

=

(
M1(n−i)×(n−i) M2(n−i)×i

M2Ti×(n−i) −M3i×i

)
In−i,i

=

(
M1(n−i)×(n−i) −M2(n−i)×i

M2Ti×(n−i) M3i×i

)
and since the characteristic of k is not two, this gives M2 = 0. Therefore, because M ′

skew-symmetric, M1 and M3 are skew-symmetric. From [Sch85], we have that there

is an invertible S1, and an invertible S2 such that ST1 M1S1 = Jn−i and ST2 M3S2 = Ji.

This implies that (InnM θ, InnA) is isomorphic to
(
InnJn−i,i

θ, InnIn−i,i

)
, because(

S1 0(n−i)×i

0i×(n−i) S2

)−1

In−i,i

(
S1 0(n−i)×i

0i×(n−i) S2

)
= In−i,i.

This proves the first statement. We now show the second statement, that if −1 is not

a square (if it is then this reduces to the first statement) in k∗, (InnM θ, InnA), for

A2 = −In, M skew-symmetric, is isomorphic to
(
InnC θ, InnLn,−1

)
, for C = (Cj,k)

n
2
j,k=1,

Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
, C skew-symmetric. From [HWD06] we know that there is

an invertible T such that T−1AT = Ln,−1 so that (InnM θ, InnA) is isomorphic to(
InnC θ, InnLn,−1

)
, with C skew-symmetric. Furthermore, as in the proof of the first

statement we can take C such that LTn,−1CLn,−1 = C considering 2× 2 blocks, → for

C = (Cj,k)
n
2
j,k=1, Cj,k =

(
aj,k bj,k

cj,k dj,k

)
,

Cj,k =
(
LTn,−1CLn,−1

)
j,k

=

(
−cj,k −dj,k
aj,k bj,k

)(
0 1

−1 0

)
=

(
dj,k −cj,k
−bj,k aj,k

)
,

for j, k ∈
{

1, 2, . . . , n
2

}
. This implies that for each fixed j, k ∈

{
1, 2, . . . , n

2

}
, aj,k =

dj,k and cj,k = −bj,k, so that Cj,k has the desired form and C = (Cj,k)
n
2
j,k is skew-

symmetric.

Lemma 5.2.4. The commuting pair of involutions (for −1 not a square in k∗)(
InnC θ, InnLn,−1

)
, for C = (Cj,k)

n
2
j,k=1, Cj,k =

(
aj,k bj,k

−bj,k aj,k

)
, C skew-symmetric, is
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isomorphic to the pair
(
InnC′ θ, InnLn,−1

)
, for C ′ =

(
C ′j,k

)n
2

j,k=1
, C ′j,k = dj ( 0 1

−1 0 ) for

dj ∈ k∗/k∗2 when j = k, and the 2× 2 zero matrix when j 6= k.

Proof. As above, observe that a2
j,k + b2

j,k = 0 if and only if either bj,k = 0 = aj,k or

−1 =
(
bj,k
aj,k

)2

, a contradiciton to the fact that −1 is not a square in k∗. This implies

that the matrix Cj,k is either the 2× 2 zero matrix or is invertible. Observe also that

because C is skew-symmetric,

Cj,j =

(
0 bj,j

−bj,j 0

)

and Cj,k = −Ck,j. Second, for n = 4 if C1,2 = 0, we’re done. Suppose C1,2 6= 0, and

consider the matrix:

S =


b1,2 −a1,2 0 0

a1,2 b1,2 0 0

0 0 1 0

0 0 0 1

 .

Then S−1Ln,−1S = Ln,−1 and

STCS

=


b1,2 −a1,2 0 0

a1,2 b1,2 0 0

0 0 1 0

0 0 0 1


T 

0 b1,1 a1,2 b1,2

−b1,1 0 −b1,2 a1,2

−a1,2 b1,2 0 b2,2

−b1,2 −a1,2 −b2,2 0




b1,2 −a1,2 0 0

a1,2 b1,2 0 0

0 0 1 0

0 0 0 1



=


b1,2 a1,2 0 0

−a1,2 b1,2 0 0

0 0 1 0

0 0 0 1




b1,1a1,2 b1,1b1,2 a1,2 b1,2

−b1,1b1,2 b1,1a1,2 −b1,2 a1,2

0 a2
1,2 + b2

1,2 0 b2,2

−a2
1,2 − b2

1,2 0 −b2,2 0



=


0 b1,1(a2

1,2 + b2
1,2) 0 a2

1,2 + b2
1,2

−b1,1(a2
1,2 + b2

1,2) 0 −a2
1,2 − b2

1,2 0

0 a2
1,2 + b2

1,2 0 b2,2

−a2
1,2 − b2

1,2 0 −b2,2 0

 .
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Also, for P4, as above, it was shown in lemma 4.1.7 that P T
4 = P−1

4 , P−1
4 L4,−1P4 =

J4. Also, P T
4 S

TCSP4 =
0 0 b1,1(a2

1,2 + b2
1,2) a2

1,2 + b2
1,2

0 0 a2
1,2 + b2

1,2 b2,2

−b1,1(a2
1,2 − b2

1,2) −a2
1,2 − b2

1,2 0 0

−a2
1,2 − b2

1,2 −b2,2 0 0

 .

But this gives us symmetric 2×2 blocks on the off diagonal that are negatives of each

other, thus we know from [Sch85] there is an invertible 2× 2 matrix, Q, such that for

Q̄ =

(
Q 0

0 Q

)
, Q̄TP T

4 S
TCSP4Q̄ = D̄ =

(
0 D

−D 0

)
,

for D a 2 × 2 diagonal matrix. Also, the form of Q̄ guarantees that it commutes

with J4. Finally, ’undoing’ the permutation matrix P4, we get P4D̄P
T
4 = D′, a block

diagonal matrix of the form: 
0 d1 0 0

−d1 0 0 0

0 0 0 d2

0 0 −d2 0


and P4J4P

−1
4 = L4,−1. Thus, for n = 4 the isomorphism holds. Proceeding by

induction, assume the result holds for some n, we aim to show it holds for n+ 2. Let(
InnC θ, InnLn+2,−1

)
be a commuting pair of involutions of SL(n + 2, k). Partition C

into block form in the following way:

C = (Cj,k)
n+2
2

j,k=1

 C1 U

−UT Cn+2
2
,n+2

2

 ,

for C1 ∈ M(n, k), U ∈ M(n× 2, k). Note that the form of C forces C1 = (Cj,k)
n
2
j,k=1,

for (Cj,k)
n
2
j,k=1 as described in the statement of this lemma. From our induction hy-

pothesis, there is an invertible B such that BTC1B =
d1 ( 0 1

−1 0 ) 0
. . .

0 dn
2

( 0 1
−1 0 )

 ,
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and B−1Ln,−1B = Ln,−1. This implies that B̄ =

(
B 0

0 I2

)
is invertible and

B̄TCB̄

=

(
BT 0

0 I2

) C1 U

−UT Cn+2
2
,n+2

2

(B 0

0 I2

)

=

BTC1B U ′

−U ′T Cn+2
2
,n+2

2



=




d1 ( 0 1

−1 0 ) 0
. . .

0 dn
2

( 0 1
−1 0 )

 U ′

−U ′T Cn+2
2
,n+2

2

 .

Also, B̄−1Ln+2,−1B̄ = Ln+2,−1. By the form of C and thus of B̄TCB̄, it must be that

U ′ =
(
C ′
j,n+2

2

)n
2

j=1
for

C ′
j,n+2

2
=

 bj,n+2
2
−aj,n+2

2

aj,n+2
2

bj,n+2
2

 .

Let

S ′ =


C ′′

1,n+2
2

0

. . .

C ′′n
2
,n+2

2

0 I2

 ,

where C ′′
j,n+2

2

= C ′
j,n+2

2

if it is nonzero, and I2 if it is zero. Note that S ′ is such that
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S ′−1Ln+2,−1S
′ = Ln+2,−1, and

S ′T B̄TCB̄S ′

=


C ′′

1,n+2
2

0

. . .

C ′′n
2
,n+2

2

0 I2



T 


d1 ( 0 1

−1 0 ) 0
. . .

0 dn
2

( 0 1
−1 0 )

 U ′

−U ′T Cn+2
2
,n+2

2

S ′

=




d1C

′′T
1,n+2

2

( 0 1
−1 0 ) 0

. . .

0 dn
2
C ′′Tn

2
,n+2

2

( 0 1
−1 0 )


C ′′T

1,n+2
2

C1,n+2
2

...

C ′′Tn
2
,n+2

2

Cn
2
,n+2

2

−CT
1,n+2

2

· · · −CT
n
2
,n+2

2

Cn+2
2
,n+2

2

S ′

=




d1C

′′T
1,n+2

2

( 0 1
−1 0 )C ′′

1,n+2
2

0

. . .

0 dn
2
C ′′Tn

2
,n+2

2

( 0 1
−1 0 )C ′′n

2
,n+2

2


C ′′T

1,n+2
2

C1,n+2
2

...

C ′′Tn
2
,n+2

2

Cn
2
,n+2

2

−CT
1,n+2

2

C ′′
1,n+2

2

· · · −CT
n
2
,n+2

2

C ′′n
2
,n+2

2

Cn+2
2
,n+2

2



=




d1d
′
1 ( 0 1
−1 0 ) 0

. . .

0 dn
2
d′n

2
( 0 1
−1 0 )


d′1 ( 0 1

−1 0 )
...

d′n
2

( 0 1
−1 0 )

d′1 ( 0 1
−1 0 ) · · · d′n

2
( 0 1
−1 0 ) Cn+2

2
,n+2

2


=Ĉ,

by the construction of C ′′
j,n+2

2

. Therefore,
(
InnC θ, InnLn+2,−1

)
is isomorphic to the pair(

InnĈ θ, InnLn+2,−1

)
.

Claim 5.2.5.
(
InnĈ θ, InnLn+2,−1

)
is isomorphic to

(
InnM̂ θ, InnJn+2

)
, for M̂ the skew-

symmetric matrix

(
0 M

−M 0

)
, and M a symmetric matrix.

Proof. The pairs are InnP isomorphic for P =
∑n

2
+1

i=1

(
Ei,2i−1 + En

2
+1+i,2i

)
= Pn+2.

Then P T
n+2 = P−1

n+2, and Pn+2Ln+2,−1P
−1
n+2 = Pn+2Ln+2,−1P

T
n+2 = L′n+2,−1 = Jn+2, as
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shown in the proof of lemma 4.1.7. Also,

InnP−1
n+2

InnĈ θ InnPn+2 = InnP−1
n+2

InnĈ InnPT−1
n+2

θ

= InnPn+2ĈPT
n+2

θ,

since Pn+2 is a permutation matrix. Furthermore,

Pn+2ĈP
T
n+2

=Pn+2

n
2∑
i=1

did
′
i(E2i−1,2i − E2i,2i−1)P T

n+2

+ Pn+2

n
2∑
i=1

d′i(E2i−1,n+2 − E2i,n+1 + En+1,2i − En+2,2i−1)P T
n+2

+ bn+2
2
,n+2

2
Pn+2(En+1,n+2 − En+2,n+1)P T

n+2

=

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)

n
2∑
i=1

did
′
i(E2i−1,2i − E2i,2i−1)P T

n+2

+

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)

n
2∑
i=1

d′i(E2i−1,n+2 − E2i,n+1 + En+1,2i − En+2,2i−1)P T
n+2

+ bn+2
2
,n+2

2

n
2

+1∑
i=1

(Ei,2i−1 + En
2

+1+i,2i)(En+1,n+2 − En+2,n+1)P T
n+2

=

n
2∑
i=1

did
′
i(Ei,2i − En

2
+1+i,2i−1)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

+

n
2∑
i=1

d′i(Ei,n+2 − En
2

+1+i,n+1 + En
2

+1,2i − En+2,2i−1)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

+ bn+2
2
,n+2

2
(En

2
+1,n+2 − En+2,n+1)

n
2

+1∑
i=1

(E2i−1,i + E2i,n
2

+1+i)

=

n
2∑
i=1

did
′
i(Ei,n2 +1+i − En

2
+1+i,i)

+

n
2∑
i=1

d′i(Ei,n+2 − En
2

+1+i,n
2

+1 + En
2

+1,n
2

+1+i − En+2,i)

+ bn+2
2
,n+2

2
(En

2
+1,n+2 − En+2,n

2
+1).
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This is equal to

(
0 M

−M 0

)
for M =

∑n
2
i=1 did

′
iEi,i +

∑n
2
i=1 d

′
i

(
Ei,n

2
+1 + En

2
+1,i

)
+

bn+2
2
,n+2

2
En

2
+1,n

2
+1, and note that M is symmetric.

By results of [Sch85], there exists an invertible Q such that QTMQ is diagonal,

therefore, because(
Q 0

0 Q

)T (
0 M

−M 0

)(
Q 0

0 Q

)
=

(
0 QTMQ

−QTMQ 0

)

has diagonal blocks and(
Q 0

0 Q

)−1
 0 In+2

2

−In+2
2

0

( Q 0

0 Q

)
=

 0 In+2
2

−In+2
2

0

 ,

then
(
InnĈ θ, InnLn+2,−1

)
is isomorphic to

(
Inn( 0 D

−D 0

) θ, InnJn+2

)
, for D diagonal.

But by the form of Pn+2, the pair is isomorphic to
(
InnC′ θ, InnLn+2,−1

)
, for

C ′ =


d1 ( 0 1

−1 0 ) 0
. . .

0 dn
2

( 0 1
−1 0 )

 , di ∈ k∗/k∗2,

and since C ′ commutes with Ln+2,−1, it has the desired form.

5.3 Classification of the Remaining Four Types

The above results imply that there are 4 possible types of commuting pairs (with

one involution an inner involution and one involution an outer involution) of involu-

tions of SL(n, k):

Corollary 5.3.1. Every commuting pair of involutions, one inner and one outer, of
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SL(n, k) is isomorphic to one of the following pairs:

(1)

Inn d1
...

dn

 θ, InnIn−i,i

 , (2)

(
Inn( Jn−i

Ji

) θ, InnIn−i,i

)
,

(3)

Inn
d1I2

...
dn

2
I2


θ, InnLn,−1

 , (4)

Inn
d1J2

...
dn

2
J2


θ, InnLn,−1


and note that pairs of type (3) and (4) only need to be considered when −1 /∈ k∗2, and

pairs of type (2) can occur only when n-i and i are even.

Proof. This is a direct result of the work above.

Note that pairs of type (2), above, are distinct for distinct i ∈
{

1, 2, . . . ,
⌊
n
2

⌋}
with i, n− i even.

We first consider pairs of type (1) and their distinct isomorphism classes. Note

that these pairs are equal to pairs of the form
(

Inn(M 0
0 αN ) θ, InnIn−i,i

)
, for M a

n− i× n− i representative of a semi-congruence class of symmetric matrices and N

an i× i representative of a semi-congruence class of symmetric matrices. If n− i 6= i

then different semi-congruence classes (for M and N) give different isomorphism

classes, but different values of α might not give isomorphic pairs for fixed M and N .

Lemma 5.3.2. Let M and N , n − i 6= i, be fixed matrix representatives of semi-

congruence classes of symmetric bilinear forms on kn−i and ki, respectively. Then(
Inn(M

α1N

) θ, InnIn−i,i

)
≈
(

Inn(M
α2N

) θ, InnIn−i,i

)
if and only if either α1 ≡ α2 mod k∗2 or there exists a β ∈ k∗ such that Mn−i is

congruent to βMn−i and α1Mi is congruent to βα2Mi.

Proof. This follows directly from the definition of isomorphic pairs and the fact that

n− i 6= i.

Furthermore, complete results on the existence of such a β have been determined

for algebraically closed fields, R, Fp, and the p-adic numbers and are given in the

tables below. Additionally, results for n − i = i exist and are also given in tables

below. Before giving the tables, we need some results given in [Jon50]:
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Definition 5.3.3. The Hilbert symbol (α, β)p is ±1 depending on whether or not

the equation αx2 + βy2 = 1 has a solution of the p-adic numbers, it is 1 if it has a

solution over the p-adics and is −1 otherwise.

Definition 5.3.4. The Hasse symbol,cp(f), of the matrix, M, of a bilinear form, f, is

defined in terms of the Hilbert Symbol:

cp(f) = (−1,−Dn)p

n−1∏
i=1

(Di,−Di+1)p ,

where Di is the i× i determinant in the upper left hand corner of the matrix, M, of

the bilinear form, f.

The following two lemmas come from [Jon50]:

Lemma 5.3.5. For a bilinear form, f, we have:

• cp(ωf) =
(
ω, (−1)(n+1)/2

)
p
cp(f) if n is odd and

• cp(ωf) =
(
ω, (−1)n/2δ

)
p
cp(f) if n is even

where δ is the determinant of the matrix, M, of the bilinear form, f.

Lemma 5.3.6. Two symmetric matrices M1 and M2 with entries in Qp are congruent

if and only if

det(M1) = α2 det(M2) and cp(M1) = cp(M2)

First, we consider when n− i 6= i. For algebraically closed fields there is only one

element in k∗/k∗2 and thus we only need to consider distinct pairs of semi-congruence

class matrix representatives of size n− i and i on the diagonal. For k = R no such β

exists unless n − i − j = j or i − k = k for M = In−i−j,j, N = Ii−k,k, which follows

from Sylvester’s law regarding the signature of a symmetric real bilinear form found

in [Art91]. We know such a β exists for n− i− j = j or i− k = k since:(
0 Im

Im 0

)T (
Im 0

0 −Im

)(
0 Im

Im 0

)
=

(
−Im 0

0 Im

)

For finite fields (of characteristic not 2,) we first need an important lemma from

[Sch85]:
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Table 5.1: Distinct isomorphism classes given by the multiple α ∈ F∗p/F∗2p for fixed

semi-congruence class representatives M and N

i
odd even
Ii Ii Mi,sp

n− i odd In−i 1, sp 1 1
even In−i 1 1 1

Mn−i,sp 1 1 1

Lemma 5.3.7. Every element of Fp can be written as the sum of 2 squares in Fp.

Note that this implies that there exists a symmetric matrix A =
(
a b
−b a

)
such that

for sp a representative of F∗p/F∗2p = {1, sp} that is not a square, ATA =
(
sp 0
0 sp

)
, for

a, b ∈ Fp, and this implies that for even m, Im is congruent to spIm over GL(Fp,m).

This also implies that for Mm,sp =
(
Im−1 0

0 sp

)
and m odd, Mm,sp is semi-congruent to

Im. From this we can determine isomorphism classes:

Lemma 5.3.8. The distinct isomorphism classes of commuting pairs of involutions

of SL(Fp, n) of the above type (1), are given by
(

Inn(M 0
0 αN ) θ, InnIn−i,i

)
for i ∈{

1, 2, . . . ,
⌊
n
2

⌋}
. For each fixed pair, M and N , of semi-congruence class represen-

tatives of symmetric bilinear forms of kn−i, ki, respectively, the distinct isomorphism

classes for α ∈ F∗p/F∗2p are given in table I.
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Proof. This follows from lemmas 5.3.6 and 5.3.7, and the following (for n− i even):

(
M1,1,sp 0

0 spN

)
=




In−i−2 0

1

0 sp

 0

0 spN



≈

(
S 0

0 Ii+2

)T




In−i−2 0

1

0 sp

 0

0 spN


(
S 0

0 Ii+2

)

=




STS 0

1

0 sp

 0

0 spN


for S =

∑n−i−2
k=1 (aE2i−1,2i−1 + aE2i,2i + bE2i−1,2i − bE2i,2i−1), where a, b ∈ k with
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a2 + b2 = sp as in lemma 5.3.7. Furthermore,

STS

=

n−i−2
2∑

k=1

(aE2i−1,2i−1 + aE2i,2i + bE2i−1,2i − bE2i,2i−1)T×

n−i−2
2∑

k=1

(aE2i−1,2i−1 + aE2i,2i + bE2i−1,2i − bE2i,2i−1)

=

n−i−2
2∑

k=1

(aE2i−1,2i−1 + aE2i,2i − bE2i−1,2i + bE2i,2i−1)×

n−i−2
2∑

k=1

(aE2i−1,2i−1 + aE2i,2i + bE2i−1,2i − bE2i,2i−1)

=

n−i−2
2∑

k=1

(a2E2i−1,2i−1 + abE2i−1,2i + a2E2i,2i − abE2i,2i−1)+

n−i−2
2∑

k=1

(−abE2i−1,2i + b2E2i−1,2i−1 + abE2i,2i−1 + b2E2i,2i)

=

n−i−2
2∑

k=1

((a2 + b2)(E2i−1,2i−1 + E2i,2i))

=spIn−i−2

so that the above matrix is equal to:


spIn−i−2 0

1

0 sp

 0

0 spN

 = sp




In−i−2 0

1
sp

0 1

 0

0 N



≈ sp




In−i−2 0

1

0 1
sp

 0

0 N


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via the permutatoin matrix, P , that commutes with In−i,i,

P =
n−i−2∑
k=1

Ek,k +
i∑

k=1

En−i+k,n−i+k + En−i−1,n−i + En−i,n−i−1.

The proof follows, then, from the fact that InnαA = InnA for any constant α and the

fact that

MT
1,1,spM1,1, 1

sp
M1,1,sp = M1,1,sp

for any size M (in this case M ∈ GL(n− i, k)).

Lemma 5.3.9. For the p-adic numbers, we have the following isomorphism classes

given in table format for commuting pairs of the form:
(

Inn(M 0
0 αN ) θ, InnIn−i,i

)
for

i ∈
{

1, 2, . . . ,
⌊
n
2

⌋}
and for each fixed pair of semi-congruence class representatives

M and N , the distinct isomorphism classes for α ∈ Q∗p/Q∗2p , are given in the tables

below, first for p 6= 2, α ∈ Q∗p/Q∗2p = {1, p, sp, psp}, then for p = 2, α ∈ Q∗2/Q∗22 =

{1,−1, 2,−2, 3,−3, 6,−6}. Furthermore, for n− i 6= i distinct semi-congruence class

elements along with distinct α’s listed in the tables below give distinct isomorphism

classes, and for n− i = i distinct semi-congruence class elements along with distinct

α’s listed in the tables below give distinct isomorphism classes except for the fact that(
Inn(M 0

0 αN ) θ, InnIn−i,i

)
≈
(

Inn(N 0
0 αM ) θ, InnIn−i,i

)
Lastly, for i = 1 only the column for i = 4l+ 1 applies, and for i = 2 only the column

i = 4l + 2 applies except for the entry M2,3,−6.

Proof. This follows from a direct computation of the Hilbert symbol and from lemma

5.3.5.

Notation 5.3.10. Let Mr,s,t be the appropriate size matrix representative of a semi-

congruence class of symmetric bilinear form (either n − i × n − i or i × i) of the

form: 
Ij−3 0

r

s

0 t

 ,

for j = n− i or i, depending on the location in the tables below.
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Table 5.2: Isomorphism classes given by α ∈ Q∗p/Q∗2p , p 6= 2, part I

i = 4l
Ii Mp,sp,psp M1,p,p M1,1,p M1,1,sp M1,1,psp

−1 /∈ Q∗2p
4k In−i 1 1 x 1 1 1

Mp,sp,psp 1 1 x 1 1 1
M1,1,p 1 1 x 1,p 1 1
M1,1,sp 1 1 x 1 1,p 1
M1,1,psp 1 1 x 1 1 1,sp

4k + 1 In−i 1 1 x 1,p 1,p 1,sp
4k + 2 In−i 1 1 x 1 1,p 1

M1,p,psp 1 1 x 1 1 1
M1,1,p 1 1 x 1 1 1,sp
M1,1,sp 1 1 x 1 1 1
M1,1,psp 1 1 x 1,p 1 1

4k + 3 In−i 1 1 x 1,p 1,p 1,sp
Mp,sp,psp 1 1 x 1,p 1,p 1,sp

−1 ∈ Q∗2p
4k In−i 1 x 1 1 1 1

M1,p,p 1 x 1 1 1 1
M1,1,p 1 x 1 1,sp 1 1
M1,1,sp 1 x 1 1 1,p 1
M1,1,psp 1 x 1 1 1 1,p

odd In−i 1 x 1 1,sp 1,p 1,p
Mp,sp,psp 1 x 1 1,sp 1,p 1,p

4k + 2 In−i 1 x 1 1 1 1
Mp,sp,psp 1 x 1 1 1 1
M1,1,p 1 x 1 1,sp 1 1
M1,1,sp 1 x 1 1 1,p 1
M1,1,psp 1 x 1 1 1 1,p
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Table 5.3: Isomorphism classes given by α ∈ Q∗p/Q∗2p , p 6= 2, part II

i = 4l + 2
Ii M1,p,psp M1,p,sp,psp M1,1,p M1,1,sp M1,1,psp

−1 /∈ Q∗2p
4k In−i 1 1 x 1 1 1

Mp,sp,psp 1 1 x 1 1 1
M1,1,p 1 1 x 1 1 1,p
M1,1,sp 1,p 1 x 1 1 1
M1,1,psp 1 1 x 1,sp 1 1

4k + 1 In−i 1,p 1 x 1,sp 1 1,p
4k + 2 In−i 1,p 1 x 1 1 1

M1,p,psp 1 1 x 1 1 1
M1,1,p 1 1 x 1,sp 1 1
M1,1,sp 1 1 x 1 1 1
M1,1,psp 1 1 x 1 1 1,p

4k + 3 In−i 1,p 1 x 1,sp 1 1,p
Mp,sp,psp 1,p 1 x 1,sp 1 1,p

−1 ∈ Q∗2p
4k In−i 1 x 1 1 1 1

M1,p,p 1 x 1 1 1 1
M1,1,p 1 x 1 1,sp 1 1
M1,1,sp 1 x 1 1 1,p 1
M1,1,psp 1 x 1 1 1 1,p

odd In−i 1 x 1 1,sp 1,p 1,p
Mp,sp,psp 1 x 1 1,sp 1,p 1,p

4k + 2 In−i 1 x 1 1 1 1
Mp,sp,psp 1 x 1 1 1 1
M1,1,p 1 x 1 1,sp 1 1
M1,1,sp 1 x 1 1 1,p 1
M1,1,psp 1 x 1 1 1 1,p
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Table 5.4: Isomorphism classes given by α ∈ Q∗p/Q∗2p , p 6= 2, part III

i = 4l + 1 i = 4l + 3
Ii M1,p,sp,psp Ii M1,p,sp,psp

−1 /∈ Q∗2p
4k In−i 1 x 1 1

Mp,sp,psp 1 x 1 1
M1,1,p 1,p x 1,p 1,p
M1,1,sp 1,p x 1,p 1,p
M1,1,psp 1,sp x 1,sp 1,sp

4k + 1 In−i 1,p,sp,psp x 1,p,sp,psp 1,p,sp,psp
4k + 2 In−i 1,p x 1,p 1,p

M1,p,psp 1 x 1 1
M1,1,p 1,sp x 1,sp 1,sp
M1,1,sp 1 x 1 1
M1,1,psp 1,p x 1,p 1,p

4k + 3 In−i 1,p,sp,psp x 1,p,sp,psp 1,p,sp,psp
Mp,sp,psp 1,p,sp,psp x 1,p,sp,psp 1,p,sp,psp

−1 ∈ Q∗2p
4k In−i 1 1 1 1

M1,p,p 1 1 1 1
M1,1,p 1,sp 1,sp 1,sp 1,sp
M1,1,sp 1,p 1,p 1,p 1,p
M1,1,psp 1,p 1,p 1,p 1,p

odd In−i 1,p,sp,psp 1,p,sp,psp 1,p,sp,psp 1,p,sp,psp
Mp,sp,psp 1,p,sp,psp 1,p,sp,psp 1,p,sp,psp 1,p,sp,psp

4k + 2 In−i 1 1 1 1
Mp,sp,psp 1 1 1 1
M1,1,p 1,sp 1,sp 1,sp 1,sp
M1,1,sp 1,p 1,p 1,p 1,p
M1,1,psp 1,p 1,p ,p 1,p
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Table 5.5: Isomorphism classes given by α ∈ Q∗2/Q∗22 , part Ia

i = 4l
Ii M2,3,6 M1,1,−1 M1,1,2 M1,1,−2

4k In−i 1 1 1 1 1
M2,3,6 1 1 1 1 1
M1,1,−1 1 1 1,-1 1 1
M1,1,2 1 1 1 1,3 1
M1,1,−2 1 1 1 1 1,-1
M1,1,3 1 1 1 1 1
M1,1,−3 1 1 1 1 1
M1,1,6 1 1 1 1 1
M1,1,−6 1 1 1 1 1

4k + 1 In−i 1 1 1,-1 1,3 1,-1
4k + 2 In−i 1 1 1,-1 1 1

M2,3,−6 1 1 1 1 1
M1,1,−1 1 1 1 1 1
M1,1,2 1 1 1 1 1,-1
M1,1,−2 1 1 1 1,3 1
M1,1,3 1 1 1 1 1
M1,1,−3 1 1 1 1 1
M1,1,6 1 1 1 1 1
M1,1,−6 1 1 1 1 1

4k + 3 In−i 1 1 1,-1 1,3 1,-1
M2,3,6 1 1 1,-1 1,3 1,-1
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Table 5.6: Isomorphism classes given by α ∈ Q∗2/Q∗22 , part Ib

i = 4l
M1,1,3 M1,1,−3 M1,1,6 M1,1,−6

4k In−i 1 1 1 1
M2,3,6 1 1 1 1
M1,1,−1 1 1 1 1
M1,1,2 1 1 1 1
M1,1,−2 1 1 1 1
M1,1,3 1,-1 1 1 1
M1,1,−3 1 1,3 1 1
M1,1,6 1 1 1,-1 1
M1,1,−6 1 1 1 1,3

4k + 1 In−i 1,-1 1,2 1,-1 1,2
4k + 2 In−i 1 1 1 1

M2,3,−6 1 1 1 1
M1,1,−1 1 1 1 1
M1,1,2 1 1 1 1
M1,1,−2 1 1 1 1
M1,1,3 1 1,2 1 1
M1,1,−3 1,-1 1 1 1
M1,1,6 1 1 1 1,3
M1,1,−6 1 1 1,-1 1

4k + 3 In−i 1,-1 1,2 1,-1 1,2
M2,3,6 1,-1 1,2 1,-1 1,2
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Table 5.7: Isomorphism classes given by α ∈ Q∗2/Q∗22 , part IIa

i = 4l + 2
Ii M2,3,6 M1,1,−1 M1,1,2 M1,1,−2

4k In−i 1 1 1 1 1
M2,3,6 1 1 1 1 1
M1,1,−1 1,-1 1 1 1 1
M1,1,2 1 1 1 1 1,3
M1,1,−2 1 1 1 1,-1 1
M1,1,3 1 1 1 1 1
M1,1,−3 1 1 1 1 1
M1,1,6 1 1 1 1 1
M1,1,−6 1 1 1 1 1

4k + 1 In−i 1,-1 1 1 1,-2 1,3
4k + 2 In−i 1,-1 1 1 1 1

M2,3,−6 1 1 1 1 1
M1,1,−1 1 1 1 1 1
M1,1,2 1 1 1 1,-1 1
M1,1,−2 1 1 1 1 1,3
M1,1,3 1 1 1 1 1
M1,1,−3 1 1 1 1 1
M1,1,6 1 1 1 1 1
M1,1,−6 1 1 1 1 1

4k + 3 In−i 1,-1 1 1 1,-2 1,3
M2,3,6 1,-1 1 1 1,-2 1,3
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Table 5.8: Isomorphism classes given by α ∈ Q∗2/Q∗22 , part IIb

i = 4l + 2
M1,1,3 M1,1,−3 M1,1,6 M1,1,−6

4k In−i 1 1 1 1
M2,3,6 1 1 1 1
M1,1,−1 1 1 1 1
M1,1,2 1 1 1 1
M1,1,−2 1 1 1 1
M1,1,3 1 1,-1 1 1
M1,1,−3 1,2 1 1 1
M1,1,6 1 1 1 1,-1
M1,1,−6 1 1 1,3 1

4k + 1 In−i 1,-2 1,3 1,3 1,-3
4k + 2 In−i 1 1 1 1

M2,3,−6 1 1 1 1
M1,1,−1 1 1 1 1
M1,1,2 1 1 1 1
M1,1,−2 1 1 1 1
M1,1,3 1,2 1 1 1
M1,1,−3 1 1,-1 1 1
M1,1,6 1 1 1,3 1
M1,1,−6 1 1 1 1,-1

4k + 3 In−i 1,-2 1,3 1,3 1,-3
M2,3,6 1,-2 1,3 1,3 1,-3
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Table 5.9: Isomorphism classes given by α ∈ Q∗2/Q∗22 , part III

i = 4l + 1 i = 4l + 3
Ii Ii M2,3,6

4k In−i 1 1 1
M2,3,6 1 1 1
M1,1,−1 1,-1 1,-1 1,-1
M1,1,2 1,3 1,3 1,3
M1,1,−2 1,-1 1,-1 1,-1
M1,1,3 1,-1 1,-1 1,-1
M1,1,−3 1,2 1,2 1,2
M1,1,6 1,-1 1,-1 1,-1
M1,1,−6 1,2 1,2 1,2

4k + 1 In−i 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6
4k + 2 In−i 1,-1 1,-1 1,-1

M2,3,−6 1 1 1
M1,1,−1 1 1 1
M1,1,2 1,-2 1,-2 1,-2
M1,1,−2 1,3 1,3 1,3
M1,1,3 1,-2 1,-2 1,-2
M1,1,−3 1,3 1,3 1,3
M1,1,6 1,3 1,3 1,3
M1,1,−6 1,-3 1,-3 1,-3

4k + 3 In−i 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6
M2,3,6 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6 1,-1,2,-2,3,-3,6,-6
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Continuing on from Corollary 5.3.1, we now consider commuting pairs of involu-

tions of SL(n, k) of type (3), when −1 /∈ k∗2, which are isomorphic to pairs of the

form (
Inn(M 0

0 M ) θ, InnJn

)
,

M a representative of a semi-congruence class of symmetric bilinear form of kn/2. Note,

however, that distinct semi-congruence class elements M do not necessarily yield

distinct isomorphism classes of commuting involutions of the above type, since we can

transform (the matrix representatives of the involutions of) the pair by nonsingular

matrices of the block form
(
A B
−B A

)
, while preserving Jn. We give results of the

isomorphism classes of the above type for specific fields:

Theorem 5.3.11. For:

• k = k̄, −1 is a square and thus we do not need to consider pairs of the above

type.

• k = R, we get distinct pairs for distinct Mi = In
2
−i,i,

i ∈
{

1, 2, . . . ,
⌊
n
4

⌋}
.

• k = Fp, with −1 6∈ k∗2, there is only one isomorphism class, (θ, InnLn,−1)

• k = Qp, with −1 6∈ k∗2, p 6= 2

– n
2

= 4l + 1 There is one isomorphism class with commuting pair represen-

tative:
(
θ, InnLn,−1

)
.

– n
2

= 4l + 3 There is one isomorphism class with commuting pair represen-

tative:
(
θ, InnLn,−1

)
.

– n
2

= 4l + 2 There are two isomorphism classes of commuting pairs if

−1 is not a square modulo p, their representatives are:
(
θ, InnLn,−1

)
and(

Inn( In−2

pI2

) θ, InnLn,−1

)
, otherwise there is one isomorphism class given

by
(
θ, InnLn,−1

)
.

– n
2

= 4l There are two isomorphism classes of commuting pairs if −1 is not

a square modulo p, their representatives are the following:
(
θ, InnLn,−1

)
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and

(
Inn( In−2

pI2

) θ, InnLn,−1

)
, otherwise there is one isomorphism class

given by
(
θ, InnLn,−1

)
.

• k = Q2

– n
2

= 4l + 1 There is one isomorphism class with commuting pair represen-

tative:
(
θ, InnLn,−1

)
.

– n
2

= 4l + 3 There is one isomorphism class with commuting pair represen-

tative:
(
θ, InnLn,−1

)
.

– n
2

= 4l+2 There are two isomorphism classes of pairs, their representatives

are:
(
θ, InnLn,−1

)
and

(
Inn( In−2

−I2

) θ, InnLn,−1

)
.

– n
2

= 4l There are two isomorphism classes of pairs, their representatives

are:
(
θ, InnLn,−1

)
and

(
Inn( In−2

−I2

) θ, InnLn,−1

)
.

Proof. We start by proving the case for k = R. For M = Mi = In
2
−i,i, i ∈{

1, 2, . . . ,
⌊
n
4

⌋}
. We have,(

Inn( In
2−i,i 0

0 In
2−i,i

) θ, InnJn

)
≈
(

Inn( In
2−2i,2i 0

0 −I2i

) θ, InnLn,−1

)
,

for 2i ∈
{

1, 2, . . . , n
2

}
, but for such i we get distinct semi-congruence class ele-

ments
(
In
2−2i,2i 0

0 −I2i

)
, thus the above pairs are in distinct isomorphism classes for

i ∈
{

1, 2, . . . ,
⌊
n
4

⌋}
.

We now consider the case for k = Fp. Since there are at most two semi-congruence

classes of bilinear forms of Fnp it is sufficient to show that the pair
(
θ, InnJn

)
is
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isomorphic to the pair

(
Inn(M1,1,sp 0

0 M1,1,sp

) θ, InnJn

)
. The latter is isomorphic to

(
Inn( In−2 0

0 spI2

) θ, InnLn,−1

)
≈

(
Inn( In−2 0

0 sp
(
a b
−b a

)T( a b
−b a

)) θ, InnLn,−1

)

=

Inn In−2 0

0

(
s2p 0

0 s2p

)
θ, InnLn,−1


≈
(

Inn( In−2 0
0 I2

) θ, InnLn,−1

)
≈
(

Inn( In−2 0
0 I2

) θ, InnJn

)
= (θ, InnJn) ,

for a, b ∈ Fp such that a2 + b2 = sp (which we know exist by lemma 5.3.6). Also,

the last isomorphism follows from using InnPn , an inner automorphism defined by a

permutation matrix, so that P T
n Pn = In, and PnLn,−1P

−1
n = Jn, as shown in the proof

of lemma 4.1.7.

Next we consider the p-adics for p 6= 2, considering case by case the size of n.

First, suppose n
2

= 4l + 1. If −1 /∈ Q∗2p then there is only one semi-congruence class

and thus only one isomorphism class of commuting involutions of the above form. If

−1 ∈ Q∗2p then there are two semi-congruence classes given by In and Mp,sp,psp . In

this case,
(
θ, InnJn

)
, is isomorphic to

(
Inn(Mp,sp,psp 0

0 Mp,sp,psp

) θ, InnJn

)
. This is true

for the following reasons: first, the latter of these pairs is isomorphic to(
Inn( In−4 0

0 pI4

) θ, InnLn,−1

)
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because, using the inner automorphism defined by the matrix Pn (in lemma 4.1.7),(
Inn(Mp,sp,psp 0

0 Mp,sp,psp

) θ, InnJn

)

≈

Inn In−6 0
pI2

spI2
0 pspI2


θ, InnLn,−1



≈


Inn

In−6 0
pI2

sp
(
a b
−b a

)T( a b
−b a

)
0 psp

(
a b
−b a

)T( a b
−b a

)

θ, InnLn,−1


=

Inn
In−6 0

pI2
sp(a2+b2)I2

0 psp(a2+b2)I2


θ, InnLn,−1


=

Inn In−6 0

0

(
pI2 0

I2
0 pI2

)
θ, InnLn,−1


≈

Inn In−6 0

0

(
I2 0

pI2
0 pI2

)
θ, InnLn,−1


since (sp, sp)p = 1 and thus, by lemma 5.3.3, there is a solution to x2 + y2 = 1

sp

over Qp, i.e. there elements a, b ∈ Qp such that the 2 × 2 block A =
(
a b
−b a

)
, which

commutes with ( 0 1
−1 0 ), is such that ATA = 1

sp
I2. Note that the last isomorphism of

pairs follows from using the inner involution defined by the permutation matrix

P =
n−6∑
k=1

Ek,k +
n−4∑

k=n−5

(Ek,k+2 + Ek+2,k) + En−1,n−1 + En−2,n−2.

Thus, it remains to show the following isomorphism because it has already been shown

that the pairs (θ, InnLn,−1) and (θ, InnJn) are isomorphic (via the inner automorphism

defined by the permutation matrix Pn as in lemma 4.1.7):

Claim 5.3.12. The following are isomorphic for all n:(
Inn( In−4 0

0 pI4

) θ, InnLn,−1

)
, and

(
θ, InnLn,−1

)
Proof. Since the Hilbert symbol

(
1
sp
, 1
sp

)
p

= (sp, sp)p = 1, by lemma 5.3.3 there

exists an a, b ∈ Qp such that a2 + b2 = sp so that
(
θ, InnLn,−1

)
is isomorphic to
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(
InnM1,sp,sp

θ, InnLn,−1

)
by using the block

(
a b
−b a

)
in the appropriate place:

θ = InnIn θ

≈ InnIn−2 0

0
(
a b
−b a

)


InnIn θ Inn−1In−2 0

0
(
a b
−b a

)


= InnIn−2 0

0
(
a b
−b a

)


InnIn InnIn−2 0

0
(
a b
−b a

)


T θ

= InnIn−2 0

0
(
a b
−b a

)T

In−2 0

0
(
a b
−b a

)

θ

= InnIn−2 0

0
(
a2+b2 0

0 a2+b2

) θ = InnM1,sp,sp
θ

and noting that the block
(
a b
−b a

)
commutes with the block ( 0 1

−1 0 ). After using the

inner automorphism defined by the permutation matrix:

P =

(
In−4 0

0 P4

)
, P4 = E1,1 + E2,3 + E3,2 + E4,4,

the commuting pair,
(

InnM1,sp,sp
θ, InnLn,−1

)
, is isomorphic toInn

In−4 0

0

 1
sp

1
sp



θ, Inn(Ln−4,−1 0

0 J4

)
≈

Inn
In−4 0

0 Q′T

 1
sp

1
sp

Q′

θ, Inn(Ln−4,−1 0

0 Q′−1J4Q′

)
=

Inn
In−4 0

0 p

 1
sp

1
sp



θ, Inn(Ln−4,−1 0

0 J4

) ,

for x2 + 1
sp
y2 = p, which exists by lemma 5.3.3 since

(
1
p
, 1
sp

1
p

)
p

= 1 for −1 not a square
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modulo p, and

Q′ =


x y 0 0

− 1
sp
y x 0 0

0 0 x y

0 0 − 1
sp
y x


The isomorphism then follows because (sp, sp)p = 1, and hence by lemma 5.3.3, there

exists a solution over Qp to spx
2 + spy

2 = 1 and hence the above pair, which is iso-

morphic to the pair

(
Inn( In−4 0

0 p
(
I2 0
0 spI2

)) θ, InnLn,−1

)
via the inner automorphism

defined by P (given above), is isomorphic to

(
Inn( In−4 0

0 pI4

) θ, InnLn,−1

)
.

If −1 is a square modulo p then (p, p)p = 1 which implies by lemma 5.3.3 that

there is a solution in Qp to a′2 + b′2 = p so that(
Inn( In−4 0

0 pI4

) θ, InnLn,−1

)
≈
(

Inn( In−4 0

0 pQ′′T I4Q′′

) θ, InnQ′′−1Ln,−1Q′′

)
=

(
Inn( In−4 0

0 I4

) θ, InnLn,−1

)
=
(
θ, InnLn,−1

)
for Q′′ =

( (
a′ b′

−b′ a′
) (

a′ b′

−b′ a′
) ) .

Therefore, by this claim, there is only one isomorphism class for commuting pairs

of involutions of SL(n,Qp) when n
2

= 4l + 1. Next, suppose n
2

= 4l + 3. There are

two semi-congruence classes given by In
2

and Mp,sp,psp , but by claim 5.3.12 and the

arguments preceding it, there is only one isomorphism class of commuting involutions

of SL(n,Qp) for n
2

= 4l + 3 of the form above. If n
2

= 4l + 2, we consider first the

case that −1 /∈ Q∗2p . It is known from [HWD06] that there are five semi-congruence

classes given by: In
2
,M1,p,psp ,M1,1,p,M1,1,sp ,M1,1,psp . The corresponding pairs are:(

Inn( In−4 0

0
(
rI2 0
0 sI2

)) θ, InnLn,−1

)
,

for (r, s) = (1, 1), (p, psp), (1, p), (1, sp), (1, psp), resectively. Since there is a solution

to a2 + b2 = 1
sp

over the p-adics, as above, these pairs are isomorphic, by lemma 5.3.3
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and the techniques above, to pairs of the form(
Inn( In−4 0

0
(
uI2 0
0 vI2

)) θ, InnLn,−1

)
,

for (u, v) = (1, 1), (p, p), (1, p), (1, 1), (1, p), respectively. But, by claim 5.3.12 this

leaves us with two pairs:
(
θ, InnLn,−1

)
and

(
Inn( In−4 0

0
(
I2 0
0 pI2

)) θ, InnLn,−1

)
.

Claim 5.3.13. For n
2

even, the following are not isomorphic for −1 not a square

modulo p:
(
θ, InnLn,−1

)
and

(
Inn( In−4 0

0
(
I2 0
0 pI2

)) θ, InnLn,−1

)
.

Proof. It is sufficient to show that for n
2

even,

(
In−4 0

0
(
I2 0
0 pI2

)) and In are not semi-

congruent, for −1 not a square modulo p, and hence the corresponding outer involu-

tions cannot be isomorphic and therefore, neither can the pairs. Since their determi-

nants differ by a square we need to show, by lemma 5.3.6, that for any ω ∈ Q∗p/Q∗2p ,

cp(ωIn) 6= cp

(
In−2

0 pI2

)
. But for n

2
even,

cp(ωIn) = (ω,−1
n
2 )pcp(In) = (ω, 1)p cp(In) = cp(In) = (−1,−1)p .

However,

cp

(
In−2

0 pI2

)
= (−1,−1)p (p, p)p = − (−1,−1)p

for −1 not a square modulo p. Therefore, since
(
In−2

0 pI2

)
is not congruent to any

multiple of In for −1 not a square modulo p, the two are not semi-congruent, and the

claim follows.

Now, if −1 is a square modulo p then, for n
2

even, the pairs
(
θ, InnLn,−1

)
, and(

Inn( In−2 0
0 pI2

) θ, InnLn,−1

)
are isomorphic. This follows from the fact that if −1 is a

square modulo p then (p, p)p = 1 and thus there is a solution to a2 + b2 = p over the

p-adics, by lemma 5.3.3, and thus(
Inn( In−2 0

0 pI2

) θ, InnLn,−1

)
≈
(

Inn(QT In−2Q 0
0 pI2

) θ, InnLn,−1

)
=

(
Inn( pIn−2 0

0 pI2

) θ, InnLn,−1

)
=
(
θ, InnLn,−1

)
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for

Q =


(
a b
−b a

)
0

...
0

(
a b
−b a

)
 .

Therefore, for n
2

= 4l + 2 there are two isomorphism classes if −1 is not a square

modulo p and one isomorphism class if −1 is a square modulo p. Lastly, we consider

when n
2

= 4l. From [HWD06], it is known that there are five semi-congruence classes

(of symmetric bilinear forms) given by: In
2
,Mp,sp,psp ,M1,1,p,M1,1,sp ,M1,1,psp . And by

the arguments above (including lemma 5.3.12) this leads to two potential isomorphism

classes:
(
θ, InnLn,−1

)
, and

(
Inn( In−4 0

0
(
I2 0
0 pI2

)) θ, InnLn,−1

)
. As argued above,

these two are in distinct isomorphism classes for −1 not a square modulo p and are

isomorphic for −1 a square modulo p. Finally, we consider the 2-adics considering

case-by-case the size of n
2
.

Finally, we consider the 2-adics, case by case on the size of n
2
. First we need a

lemma:

Lemma 5.3.14. The following commuting pairs are isomorphic:
(
θ, InnLn,−1

)
, and(

Inn(M2,3,6 0
0 M2,3,6

) θ, InnLn,−1

)
.

Proof. (
θ, InnLn,−1

)
=

(
Inn( In−4 0

0 I4

) θ, InnLn,−1

)
≈

(
Inn( In−4 0

0
(
I2 0
0 −6I2

)) θ, InnLn,−1

)
,

via Inn( In−2 0

0
(
a b
−b a

)) for a2 + b2 = −6, which we know has a solution over Q2 by

lemma 5.3.3 since (−6,−6)2 = 1. The above pair is isomorphic to:Inn
In−4 0

0

 1 0 0 0
0 −6 0 0
0 0 1 0
0 0 0 −6



θ, Inn(Ln−4,−1 0

0
(

0 I2
−I2 0

))


≈

Inn
In−4 0

0 −2

 1 0 0 0
0 −6 0 0
0 0 1 0
0 0 0 −6



θ, Inn(Ln−4,−1 0

0
(

0 I2
−I2 0

))

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via

Inn In−4 0

0

( 1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

)
and Inn

In−4 0

0


a′ b′ 0 0
1
6
b′ a′ 0 0

0 0 a′ b′

0 0 1
6
b′ a′



,

respectively, for a′2 − 1
6
b′2 = −2, which we know exists, by lemma 5.3.3 because(

−1
2
, 1

2
1
6

)
2

= 1. The above gives:

(
θ, InnLn,−1

)
≈

(
Inn( In−4 0

0 −2
(
I2 0
0 −6I2

)) θ, InnLn,−1

)
via Inn( In−4 0

0 P4

)

≈
(

Inn( In−4 0
0 −2I4

) θ, InnLn,−1

)
via Inn( In−2 0

0
(
a′′ b′′

−b′′ a′′
))

≈
(

Inn( In−4 0
0 −I4

) θ, InnLn,−1

)
via Inn( In−2 0

0
(
a′′′ b′′′

−b′′′ a′′′
))

=

Inn In−6 0

0

(
I2 0 0
0 −I2 0
0 0 −I2

)
θ, InnLn,−1


≈

Inn In−6 0

0

(
2I2 0 0
0 3I2 0
0 0 6I2

)
θ, InnLn,−1

 via Inn( In−6 0
0 A

)

for A =


(
x1 y1
−y1 x1 )

(
x2 y2
−y2 x2 )

(
x3 y3
−y3 x3 )


≈
(

Inn(M2,3,6 0
0 M2,3,6

) θ, InnJn

)
via InnPn .

These isomorphisms follow because (−6,−6)2 =
(
−1

6
,−1

6

)
2

= 1, (2, 2)2 =
(

1
2
, 1

2

)
2

= 1,

and (−3,−3)2 =
(
−1

3
,−1

3

)
2

= 1, thus by lemma 5.3.3, there exist the following
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solutions, over Q2:

−6a′′2 − 6b′′2 = 1

2a′′′2 + 2b′′′2 = 1

x2
1 + y2

1 = 2

−x2
2 − y2

2 = 3

−x2
3 − y2

3 = 6

This immediately implies that there is only one isomorphism class of commuting

involutions (of the above form) of SL(n,Q2) when n
2

is odd. Next, we consider (for

the 2-adics) when n
2

= 4l. By lemma 5.3.14 we need to consider only whether the

pairs
(

InnM1,q,q θ, InnLn,−1

)
, for q ∈ {1,−1, 2,−2, 3,−3, 6,−6} are distinct, since(

Inn(M1,1,q 0
0 M1,1,q

) θ, InnJn

)
≈
(

InnM1,q,q θ, InnLn,−1

)
.

Computing the Hilbert symbol for each of the q ∈ {1,−1, 2,−2, 3,−3, 6,−6}, gives

that (q, q)2 = 1 or (−q,−q) = 1. Therefore, by lemma 5.3.3 there exists a solution

over Qp to qa2 + qb2 = 1 or −qa2 + −qb2 = 1, hence using the inner automor-

phism InnIn−2 0

0
(
a b
−b a

)


on the pair
(

InnM1,q,q θ, InnLn,−1

)
we need to determine

only whether or not
(
θ, InnLn,−1

)
is isomorphic to

(
InnM1,−1,−1 θ, InnLn,−1

)
.

Claim 5.3.15. M1,−1,−1 and In, as matrix representatives of symmetric bilinear

forms, are not semi-congruent for n
2

even.

Proof. cp (αIn) =
(
α,−1

n
2

)
2
cp (In) = (−1,−1)2= −1 but cp (M1,−1,−1) = (−1,−1)2 ·

1 · · · 1 · (−1,−1)2 = (−1,−1)2
2 = 1, therefore by lemma 5.3.6, the two matrices cannot

be semi-congruent, because M1,−1,−1 is not congruent to any multiple of In.

This immediately implies that the commuting pair
(
θ, InnLn,−1

)
is not isomorphic

to the commuting pair
(

InnM1,−1,−1 θ, InnLn,−1

)
because by [HWD06] M1,−1,−1 6∼=s In
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implies that the outer involutions InnM1,−1,−1 θ and θ are not isomorphic; hence, there

are two isomorphism classes of commuting pairs of involutions of SL(n,Q2) for n
2

= 4l.

Also, there are two isomorphism classes of commuting pairs of involutions of SL(n,Q2)

for n
2

= 4l + 2 by the above lemma and the fact that

(
Inn(M2,3,−6 0

0 M2,3,−6

) θ, InnJn

)
≈

Inn In−6 0

0

(
2I2 0 0
0 3I2 0
0 0 −6I2

)
θ, InnLn,−1


≈

Inn In−6 0

0

(
I2 0 0
0 −I2 0
0 0 I2

)
θ, InnLn,−1


≈
(

Inn( In−4 0
0 −I2

) θ, InnLn,−1

)
,

the first isomorphism follows from using the inner automorphism InnPn , the second

from the proof of lemma 5.3.14, lemma 5.3.3 and (2, 2)2 , (−6,−6)2 and (−3,−3)2 =

1. The third isomorphism follows from the inner automorphism InnP , for P the

permutation matrix:
∑n−4

i=1 Ei,i +
∑n

i=n−3Ei,i+2 + Ei+2,i.

To complete the classification of commuting pairs (one outer, one inner) of invo-

lutions of SL(n, k), we need to consider those of type (4) from corollary 5.3.1, namely,

those of the form: (
Inn( 0 D

−D 0

) θ, InnJn

)
,

for D a diagonal matrix. Since Inn( A B
−B A

) preserves InnJn , we can take D to be a

matrix representative of a semi-congruence class of symmetric bilinear form of k
n
2 , i.e.

take A = Q and B = 0 for Q such that QTDQ = αM for M a matrix representative

of a semi-congruence class of bilinear forms. However, this is equivalent to classifying

outer/inner commuting pairs of type (3) in corollary 5.3.1:

Lemma 5.3.16. The classification of each of the commuting pairs of involutions of

the forms below is equivalent:(
Inn(D 0

0 D ) θ, InnJn

)
,

(
Inn( 0 D

−D 0

) θ, InnJn

)
.
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Proof. First, suppose

(
Inn(D1 0

0 D1

) θ, InnJn

)
≈
(

Inn(D2 0
0 D2

) θ, InnJn

)
. This implies

there exists a nonsingular X ∈ GL(n, k) such that X−1JnX = αJn and XT
(
D1 0
0 D1

)
X

= β
(
D2 0
0 D2

)
for α, β ∈ k∗. This, in turn, implies that(
Inn( 0 D1

−D1 0

) θ, InnJn

)
=

(
Inn

Jn
(
D1 0
0 D1

) θ, InnJn

)
≈
(

Inn
XT Jn

(
D1 0
0 D1

)
X
θ, InnX−1JnX

)
=

(
Inn

αJnXT
(
D1 0
0 D1

)
X
θ, InnJn

)
=

(
Inn

βJn
(
D2 0
0 D2

) θ, InnJn

)
=

(
Inn( 0 D2

−D2 0

) θ, InnJn

)
.

Equivalence follows from using the above argument in reverse: Suppose that(
Inn( 0 D1

−D1 0

) θ, InnJn

)
≈
(

Inn( 0 D2
−D2 0

) θ, InnJn

)
.

This implies there exists a nonsingular X ∈ GL(n, k) such that X−1JnX = αJn and

XT
(

0 D1
−D1 0

)
X = β

(
0 D2
−D2 0

)
for α, β ∈ k∗. This, in turn, implies that(

Inn(D1 0
0 D1

) θ, InnJn

)
=

(
Inn

Jn
(

0 D1
−D1 0

) θ, InnJn

)
≈
(

Inn
XT Jn

(
0 D1
−D1 0

)
X
θ, InnX−1JnX

)
=

(
Inn

αJnXT
(

0 D1
−D1 0

)
X
θ, InnJn

)
=

(
Inn

βJn
(

0 D2
−D2 0

) θ, InnJn

)
=

(
Inn(D2 0

0 D2

) θ, InnJn

)
.
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Chapter 6

Classification of Commuting Pairs

of Outer Involutions

In this chapter we consider isomorphism classes of commuting involutions of the

group SL(n, k) such that both involutions in the pair are outer involutions. We will

see that the classification of such pairs is equivalent to classifying inner/outer pairs.

Lemma 6.0.17. The pair: (InnM θ, InnM ′ θ) is a commuting pair of involutions of

SL(n, k) if and only if (InnM θ, InnM−1M ′) is a commuting pair of involutions of

SL(n, k).

Proof. First, suppose that (InnM θ, InnM ′ θ) is a commuting pair of involutions of

SL(n, k). Then, M is a matrix representative of a nondegenerate symmetric or skew-

symmetric bilinear form on kn, and M ′ is a matrix representative of a nondegenerate

symmetric or skew-symmetric bilinear form on kn. Also, because the above is a
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commuting pair we have:

InnM ′ θ InnM θ = InnM θ InnM ′ θ

→θ InnM ′T−1 InnM θ = θ InnMT−1 InnM ′ θ

→ InnM ′T−1 InnM = InnMT−1 InnM ′

→ InnMM ′T−1 = InnM ′MT−1

→MM ′T−1 = αM ′MT−1

→MM ′−1 = ±αM ′M−1

→MM ′−1M = ±αM ′

→ InnMM ′−1M = InnM ′ ,

for α ∈ k∗. This gives the following:

InnM−1M ′ InnM θ = InnMM−1M ′ θ

= InnM ′ θ

= InnMM ′−1M θ

= InnM InnMM ′−1 θ

= InnM θ InnM−1M ′ ,

which implies that the automorphism InnM−1M ′ commutes with the involution InnM θ.

The commuting pair also gives:

InnM ′ θ InnM θ = InnM θ InnM ′ θ

→ InnM ′ θθ InnMT−1 = InnM θθ InnM ′T−1

→ InnM ′ InnMT−1 = InnM InnM ′T−1

→ InnMT−1M ′ = InnM ′T−1M

→MT−1M ′ = βM ′T−1M

→M−1M ′ = ±βM ′−1M

→(M−1M ′)2 = ±βIn

and this implies that InnM−1M ′ is an involution of SL(n, k). Therefore, if the pair
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(InnM θ, InnM ′ θ) is a commuting pair of involutions of SL(n, k) then the above shows

that (InnM θ, InnM−1M ′) is a commuting pair of involutions of SL(n, k).

Next, suppose (InnM θ, InnM−1M ′) is a commuting pair of involutions of SL(n, k).

Then M is a matrix representative of a nondegenerate symmetric or skew-symmetric

bilinear form on kn, and InnM−1M ′ is an involution, thus:

Inn2
M−1M ′ = Id

→M−1M ′M−1M ′ = αIn

→M−1M ′M−1 = αM ′−1

→αMM ′−1M = M ′

for α ∈ k∗. Also, because the above pair is a commuting pair, this gives:

InnM−1M ′ InnM θ = InnM θ InnM−1M ′

→ InnM ′ θ = InnMM−1M ′ θ = InnM Inn(M−1M ′)T−1 θ

→ InnM ′ = Inn(M−1M ′)T−1M = InnMTM ′T−1M = InnMM ′T−1M

→M ′ = βMM ′T−1M

Therefore, this shows that αMM ′−1M = M ′ = βMM ′T−1M , which implies that

M ′T = αMTM ′T−1MT = αMM ′T−1M = α 1
β
M ′ so that M ′ = α

β
M ′T . Transposing

both sides of the preceding equation gives M ′T = α
β
M ′, so that M ′ = α

β
M ′T =

α
β
α
β
M ′ =

(
α
β

)2

M ′. This implies that
(
α
β

)2

= 1, which gives M ′ = ±M ′T . This

implies that M ′ is symmetric or skew-symmetric and, hence, InnM ′ θ is an involution.

Furthermore,

InnM ′ θ InnM θ = θ InnM ′T−1 InnM θ

= θ InnM ′−1 InnM θ

= θ InnMM ′−1 θ

= θ InnM ′M−1 θ

= θ InnM−1 InnM ′ θ

= InnM θ InnM ′ θ,
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because, as shown above, M ′ is either symmetric or skew-symmetric and by suppo-

sition, InnM−1M ′ is an involution, so that M ′M−1 = αMM ′−1. Therefore, the invo-

lutions InnM θ and InnM ′ θ commute and thus (InnM θ, InnM ′ θ) is a commuting pair

of involutions of SL(n, k), if (InnM θ, InnM−1M ′) is a commuting pair of involutions of

SL(n, k).

To finish showing the equivalence of classification of inner/outer pairs with the

classification of outer/outer pairs,the following lemma is needed:

Lemma 6.0.18. The commuting pairs of outer involutions of SL(n, k),

(InnM θ, InnM1 θ) and (InnM θ, InnM2 θ)

are isomorphic if and only if their corresponding outer/inner pairs are isomorphic,

i.e., if and only if

(InnM θ, InnM−1M1
) and (InnM θ, InnM−1M2

)

are isomorphic.

Proof. First, suppose that (InnM θ, InnM1 θ) ≈ (InnM θ, InnM2 θ). Then there exists

a C ∈ GL(n, k) such that CTMC = αM and CTM1C = βM2 which implies that

C−1M−1 = 1
α
M−1CT so that

(InnM θ, InnM−1M1
) ≈ (InnC InnM θ InnC−1 , InnC InnM−1M1

InnC−1)

= (InnCTMC θ, InnC−1M−1M1C)

= (InnM θ, InnM−1CTM1C)

= (InnM θ, InnM−1M2
)

Next, suppose that (InnM θ, InnM−1M1
) ≈ (InnM θ, InnM−1M2

) Then there exists a

C ′ ∈ GL(n, k) such that C ′TMC ′ = αM and

C ′−1M−1M1C
′ = βM−1M2

→C ′−1M−1 =
1

α
M−1C ′T

→ 1

α
M−1C ′TM1C

′ = βM−1M2

→C ′TM1C
′ = αβM2
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so that

(InnM θ, InnM1 θ) ≈ (Inn′C InnM θ InnC′−1 , Inn′C InnM1 θ InnC′−1)

= (InnC′TMC′ θ, InnCTM1C θ)

= (InnM θ, InnM2 θ)

Therefore, this gives that the commuting pairs of involutions (InnM θ, InnM−1M1
) and

(InnM θ, InnM−1M2
) are isomorphic if and only if the commuting pairs of involutions

(InnM θ, InnM1 θ) and (InnM θ, InnM2 θ) are isomorphic.

Corollary 6.0.19. Classifying commuting pairs of outer involutions of SL(n, k) is

equivalent to classifying outer/inner pairs of commuting involutions of SL(n, k).

Proof. This is an immediate consequence of the above two lemmas.

The resulting isomorphism classes of commuting outer involutions, being derived

from the isomorphism classes of inner/outer commuting pairs, will be summarized in

the next section.
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Chapter 7

Summary of Results

In this section we summarize the isomorphism classes of commuting pairs of invo-

lutions of SL(n, k), for specific types of fields, namely, for algebraically closed fields,

R, Fp (with characteristic not two), and Qp.

7.1 k = k̄: Algebraically Closed

1. If n is even, divisible by 4, we have the inner pairs:(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
.

Here, i ∈
{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈

{0, 1, . . . , i}, j, k not both zero, unless n − i − j = j, in which case k ∈{
0, 1, . . . ,

⌊
i
2

⌋}
. We also have the inner/outer commuting pairs

(
θ, InnIn−i,i

)
,

for i ∈
{

1, 2, . . . , n
2

}
, and(

Inn( Jn−i 0
0 Ji

) θ, Innn−i,i

)
,

for i ∈
{

2, 4, . . . , n
2

}
, n− i and i even, and hence, the outer pairs

(
θ, InnIn−i,i

θ
)
,

for i ∈
{

1, 2, . . . , n
2

}
, and

(
InnJn θ, InnJnCIn−i,iC−1 θ

)
, for i ∈

{
2, 4, . . . , n

2

}
, n− i
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and i even, for

C =


0n

2
×n−i

2
In

2
0n

2
×i

−In−i
2

0n−i
2
×n

2
0n−i

2
× i

2

0 i
2
×n−i

2
0 i

2
×n

2
I i

2


2. If n is even, not divisible by 4, we get the same form of pairs as above (for n

even, divisble by 4).

3. If n is odd we get the inner pairs:

(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
. Here, i ∈{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k

not both zero, unless n− i− j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. We also

have the inner/outer pairs:
(
θ, InnIn−i,i

)
, for i ∈

{
1, 2, . . . , n

2

}
, and hence the

outer pairs:
(
θ, InnIn−i,i

θ
)
, for i ∈

{
1, 2, . . . , n

2

}
.

7.2 k = R: The Real Numbers

1. If n is even, divisible by 4, we have the inner pairs:
(

InnLn,−1 , InnA

)
, for A =

P TLn,−1P , P T In
2
,n
2
P , P T In

2
,n
2
Ln,−1P , P T

(
In
2−i,i 0

0 In
2−i,i

)
P , or In−2i,2iLn,−1, i ∈{

1, 2, . . . , n
4

}
, for P =

∑n
2
i=1(Ei,2i−1 + En

2
+i,2i). Also, we have the inner pairs:(

InnIn−i,i
, InnB

)
, for B =

(
In−i−j,j 0

0 Ii−k,k

)
, i ∈

{
1, 2, . . . , n

2

}
, and these are

distinct for j ∈ 0, 1, . . . ,
⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k not both zero, unless

n − i − j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
, or B = Ln,−1, if n − i and

i are even, or if n − i = i, B = PLn,−1P
T . We also have the inner/outer

pairs:
(
InnM θ, InnIn−i,i

)
, for i ∈

{
1, 2, . . . , n

2

}
, and M =

(
In−i−j,j 0

0 Ii−k,k

)
, for

j ∈
{

0, 1, . . . ,
⌊
n−i

2

⌋}
, and k ∈ {0, 1, . . . , i} unless n − i − j = j, in which case

k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. For n− i 6= i these are distinct, and for n− i = i these are

distinct for distinct {j, k}, or M =
(
Jn−i 0

0 Ji

)
, for i ∈

{
2, 4, . . . , n

2

}
, n − i and i

even. We have the inner/outer pairs: (InnN θ, InnJn), for N =
(
In
2−i,i 0

0 In
2−i,i

)
,(

0 In
2−i,i

In
2−i,i 0

)
, for i ∈

{
1, 2, . . . , n

4

}
. These, in turn, give us the commuting

outer pairs:
(

InnIn−(j+k),j+k
θ, InnIn−(j+k),j+kCIn−i,iCT θ

)
, for i ∈

{
1, 2, . . . , n

2

}
, j ∈{

0, 1, . . . ,
⌊
n−i

2

⌋}
, and k ∈

{
0, 1, . . . ,

⌊
i
2

⌋}
, if n − i − j = j, otherwise k ∈
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{0, 1, . . . , i}, and j, k not both zero.

C =


In−i−j×n−i−j 0n−i−j×j 0n−i−j×i−k 0n−i−j×k

0i−k×n−i−j 0i−k×j Ii−k×i−k 0i−k×k

0j×n−i−j Ij×j 0j×i−k 0j×k

0k×n−i−j 0k×j 0k×i−k Ik×k

 ,

and
(
InnJn θ, InnJnC′In−i,iC′−1 θ

)
, for i ∈

{
2, 4, . . . , n

2

}
, n− i and i even,

C ′ =


0n

2
×n−i

2
In

2
0n

2
×i

−In−i
2

0n−i
2
×n

2
0n−i

2
× i

2

0 i
2
×n−i

2
0 i

2
×n

2
I i

2

 .

We also have the commuting outer pairs:
(

InnIn−2i,2i
θ, InnIn−2i,2iC1JnCT

1
θ
)

, and(
InnJn θ, InnJnIn−i,iJnIn−i,i

θ
)
, for i ∈

{
0, 1, . . . , n

4

}
, with

C1 =


In

2
−i×n

2
−i 0n

2
−i×i 0n

2
−i×n

2
−i 0n

2
−i×i

0n
2
−i×n

2
−i 0n

2
−i×i In

2
−i×n

2
−i 0n

2
−i×i

0i×n
2
−i Ii×i 0i×n

2
−i 0i×i

0i×n
2
−i 0i×i 0i×n

2
−i Ii×i

 ,

2. If n is even, not divisible by 4, we get the inner pairs:
(

InnLn,−1 , InnA

)
for

A =
(
I2 0
0 Pn−2

)T ( ( 1 0
0 −1 ) 0

0 In−2
2 , n−2

2

)(
I2 0
0 Pn−2

)
,

P T
n

(
In
2−i 0

0 In
2−i

)
Pn, or In−2i,2iLn,−1, for i ∈

{
1, 2, . . . ,

⌊
n
4

⌋}
, and for Pk as defined

above. We also get the inner pairs:
(

InnIn−i,i
, InnB

)
, for i ∈

{
1, 2, . . . , n

2

}
,

with B =
(
Ln−i,−1 0

0 Li,−1

)
, for n − i and i both even, or B =

(
In−i−j,j 0

0 Ii−k,k

)
,

for j ∈
{

1, 2, . . . ,
⌊
n−i

2

⌋}
and k ∈ {1, 2, . . . , i} if n − i − j 6= j, otherwise

k ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
, or B = P T

n Ln,−1P if n−i = i, i.e. if i = n
2
. The inner/outer

pairs and outer pairs are the same type as for n divisible by 4.

3. If n is odd we get the inner pairs:

(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
. Here, i ∈{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k
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not both zero, unless n− i− j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. Also, for

n odd, the inner/outer pairs and outer pairs are the same form above, but note

that not both n− i and i can be even, so there are no pairs with an involution

of the form
(
Jn−i 0

0 Ji

)
θ.

7.3 k = Fp: Finite Fields (of characteristic not two)

1. If n is even, divisible by 4, we have the inner pairs
(

InnLn,q , InnA

)
, for A =

P TLn,q′P , P T In
2
,n
2
P , P T In

2
,n
2
Ln,q′P , or P T

(
In
2−i,i 0

0 In
2−i,i

)
P , In−2i,2iLn,q, for i ∈{

1, 2, . . . , n
4

}
, q, q′ ∈ F∗p/F∗2p , q, q′ 6≡ 1 mod F∗2p and for P =

∑n
2
i=1(Ei,2i−1 +

En
2

+i,2i). Also, we have the inner pairs
(

InnIn−i,i
, InnB

)
, for B =

(
In−i−j,j 0

0 Ii−k,k

)
and for i ∈

{
1, 2, . . . , n

2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈

{0, 1, . . . , i}, j, k not both zero, unless n − i − j = j, in which case k ∈{
0, 1, . . . ,

⌊
i
2

⌋}
, or B = Ln,q′ , if n− i and i are even or if n− i = i PLn,q′P

T . We

also have the inner/outer pairs:
(
InnM θ, InnIn−i,i

)
, for i ∈

{
1, 2, . . . , n

2

}
, and

M =
(
M1 0
0 αN1

)
, for M1 a representative of a semi-congruence class of symmetric

bilinear form of Fn−ip , N1 a semi-congruence class of symmetric bilinear form of

Fip and α ∈ F∗p/F∗2p , where distinct pairs are given by α listed in table 1, or

M =
(
Jn−i 0

0 Ji

)
, for i ∈

{
2, 4, . . . , n

2

}
, n− i and i even. If −1 is not a square in

Fp then, we also have the inner/outer pairs
(
θ, InnLn,−1

)
, and (InnJn θ, InnJn).

These give us the outer pairs:
(
InnJn θ, InnJnC′In−i,iC′−1 θ

)
, for i ∈

{
2, 4, . . . , n

2

}
,

n− i and i even, for

C ′ =


0n

2
×n−i

2
In

2
0n

2
×i

−In−i
2

0n−i
2
×n

2
0n−i

2
× i

2

0 i
2
×n−i

2
0 i

2
×n

2
I i

2

 .

Also we have, for i ∈
{

1, 2, . . . , n
2

}
, the outer pairs:(

InnMn,1,1,sp
θ, InnMn,1,1,spAIn−i,iA−1 θ

)
for A = In, or (In − En−i,n−i − Ei,i + En−i,i + Ei,n−i), and the outer pairs:(
θ, InnBIn−i,iB−1 θ

)
for B = In, or

(
In−2 0

0
(
a b
−b a

)) (In − En−i,n−i − Ei−1,i−1 +
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En−i,i−1 +Ei−1,n−i), such that a2 + b2 = 1
sp

, which we know exists from [Sch85].

Also, if−1 is not a square in Fp, then we also have the outer pairs:
(
θ, InnLn,−1 θ

)
and (InnJn θ, θ).

2. If n is even, not divisible by 4, we get the inner pairs:
(

InnLn,q , InnA

)
for

A =
(
I2 0
0 Pn−2

)T ( ( 1 0
0 −1 ) 0

0 In−2
2 , n−2

2

)(
I2 0
0 Pn−2

)
, or

A =
(
I2 0
0 Pn−2

)T ( (
a b
−qb −a

)
0

0 In−2
2 , n−2

2
Ln−2,q′

)(
I2 0
0 Pn−2

)
such that a, b ∈ Fp, a2 − qb2 = q′, q, q′ 6≡ 1 mod F∗2p for some fixed a, b, also A

can be

P T
n

(
In
2−i 0

0 In
2−i

)
Pn, or In−2i,2iLn,q, for i ∈

{
1, 2, . . . ,

⌊
n
4

⌋}
, for Pk as defined

above, i.e.
∑ k

2
i=1(Ei,2i−1 + E k

2
+i,2i), and for q′ ∈ F∗p/F∗2p . We also get the inner

pairs:
(

InnIn−i,i
, InnB

)
, for i ∈

{
1, 2, . . . , n

2

}
and for B =

(
Ln−i,q′ 0

0 Li,q′

)
, for

n − i and i even, or B =
(
In−i−j,j 0

0 Ii−k,k

)
, for j ∈

{
1, 2, . . . ,

⌊
n−i

2

⌋}
and k ∈

{1, 2, . . . , i} if n − i − j 6= j, otherwise k ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
, or P T

n Ln,q′P if

n− i = i, i.e. if i = n
2
. The inner/outer pairs and outer pairs are the same type

as for n divisible by 4.

3. If n is odd we get the inner pairs:

(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
. Here, i ∈{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k

not both zero, unless n− i− j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. Also, for

n odd, the inner/outer pairs and outer pairs are the same form above, but note

that not both n− i and i can be even, so there are no pairs with an involution

of the form
(
Jn−i 0

0 Ji

)
θ.

7.4 k = Qp: P-adic Numbers (p 6= 2)

1. If n is even, divisible by 4, we have the inner pairs:
(

InnLn,q , InnA

)
, for A =

P TLn,q′P , P T In
2
,n
2
P , P T In

2
,n
2
Ln,q′P , or P T

(
In
2−i,i 0

0 In
2−i,i

)
P , In−2i,2iLn,q, for i ∈{

1, 2, . . . , n
4

}
, q, q′ ∈ Q∗p/Q∗2p , q, q′ 6≡ 1 mod Q∗2p and for P =

∑n
2
i=1(Ei,2i−1 +
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En
2

+i,2i). Also, we have the inner pairs:
(

InnIn−i,i
, InnB

)
forB =

(
In−i−j,j 0

0 Ii−k,k

)
and for i ∈

{
1, 2, . . . , n

2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, and

k ∈ {0, 1, . . . , i}, j, k not both zero, unless n − i − j = j, in which case

k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
, or B = Ln,q′ , if n− i and i are even or if n− i = i PLn,q′P

T .

We also have the inner/outer pairs:
(
InnM θ, InnIn−i,i

)
, for i ∈

{
1, 2, . . . , n

2

}
,

and M =
(
M1 0
0 αN1

)
, for M1 a representative of a semi-congruence class of sym-

metric bilinear form of Qn−i
p , N1 a semi-congruence class of symmetric bilinear

form of Qi
p and α ∈ Q∗p/Q∗2p , where distinct pairs are given by α listed in

tables 2 through 4. Also, M can be
(
Jn−i 0

0 Ji

)
, for i ∈

{
2, 4, . . . , n

2

}
, n − i

and i even. If −1 is not a square in Qp then, we also have the inner/outer

pairs:
(
θ, InnLn,−1

)
, and

(
Inn( In−2 0

0 pI2

) θ, InnLn,−1

)
, and these two are distinct

if n
2

is even. Also, there are the inner/outer pairs:
(
InnLn,−1 θ, InnLn,−1

)
, and(

Inn(Ln−2,−1 0
0 pL2,−1

) θ, InnLn,−1

)
, and these two are distinct if n

2
is even, as well.

These give us the outer pairs:
(
InnJn θ, InnJnC′In−i,iC′−1 θ

)
, for i ∈

{
2, 4, . . . , n

2

}
,

n− i and i even, for

C ′ =


0n

2
×n−i

2
In

2
0n

2
×i

−In−i
2

0n−i
2
×n

2
0n−i

2
× i

2

0 i
2
×n−i

2
0 i

2
×n

2
I i

2

 .

Also, we have the outer pairs stemming form the outer/inner pairs from tables

2 through 4 and,
(
InnLn,−1 θ, θ

)
,
(
θ, InnLn,−1 θ

)
, as well as (if n

2
is even) the com-

muting pair:

(
Inn( In−2 0

0 pI2

) θ, Inn( In−2 0
0 pI2

)
Ln,−1

θ
)

and the commuting pair(
Inn(Ln−2,−1 0

0 pL2,−1

) θ, Inn(Ln−2,−1 0
0 pL2,−1

)
Ln,−1

θ
)

.

2. If n is even, not divisible by 4, we get the inner pairs:
(

InnLn,q , InnA

)
for

A =
(
I2 0
0 Pn−2

)T ( ( 1 0
0 −1 ) 0

0 In−2
2 , n−2

2

)(
I2 0
0 Pn−2

)
,

(
I2 0
0 Pn−2

)T ( (
a b
−qb −a

)
0

0 In−2
2 , n−2

2
Ln−2,q′

)(
I2 0
0 Pn−2

)
such that a, b ∈ Qp, a

2 − qb2 = q′, q, q′ 6≡ 1 mod Q∗2p for some fixed a, b,
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P T
n

(
In
2−i 0

0 In
2−i

)
Pn, or In−2i,2iLn,q, for i ∈

{
1, 2, . . . ,

⌊
n
4

⌋}
, for Pk as defined

above, i.e.
∑ k

2
i=1(Ei,2i−1 + E k

2
+i,2i), and for q′ ∈ Q∗p/Q∗2p . We also get the inner

pairs:
(

InnIn−i,i
, InnB

)
, for i ∈

{
1, 2, . . . , n

2

}
and for B =

(
Ln−i,q′ 0

0 Li,q′

)
, for n−i

and i even, or
(
In−i−j,j 0

0 Ii−k,k

)
, for j ∈

{
1, 2, . . . ,

⌊
n−i

2

⌋}
and k ∈ {1, 2, . . . , i} if

n − i − j 6= j, otherwise k ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
, or P T

n Ln,q′P if n − i = i, i.e. if

i = n
2
. The inner/outer pairs and outer pairs are the same type as for n divisible

by 4.

3. If n is odd we get the inner pairs:

(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
. Here, i ∈{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k

not both zero, unless n− i− j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. Also, for

n odd, the inner/outer pairs and outer pairs are the same form above, but note

that not both n− i and i can be even, so there are no pairs with an involution

of the form
(
Jn−i 0

0 Ji

)
θ.

7.5 k = Q2: 2-adic Numbers

1. If n is even, divisible by 4, we have the inner pairs:
(

InnLn,q , InnA

)
, for A =

P TLn,q′P , P T In
2
,n
2
P , P T In

2
,n
2
Ln,q′P , P T

(
In
2−i,i 0

0 In
2−i,i

)
P , or In−2i,2iLn,q, for i ∈{

1, 2, . . . , n
4

}
, q, q′ ∈ Q∗2/Q∗22 , q, q′ 6≡ 1 mod Q∗22 and for P =

∑n
2
i=1(Ei,2i−1 +

En
2

+i,2i). Also, we have the inner pairs:
(

InnIn−i,i
, InnB

)
forB =

(
In−i−j,j 0

0 Ii−k,k

)
and for i ∈

{
1, 2, . . . , n

2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈

{0, 1, . . . , i}, j, k not both zero, unless n − i − j = j, in which case k ∈{
0, 1, . . . ,

⌊
i
2

⌋}
, or B = Ln,q′ , if n−i and i are even, or if n−i = i, B = PLn,q′P

T .

We also have the inner/outer pairs:
(
InnM θ, InnIn−i,i

)
, for i ∈

{
1, 2, . . . , n

2

}
, and

M =
(
M1 0
0 αN1

)
, for M1 a representative of a semi-congruence class of symmetric

bilinear form of Qn−i
2 , N1 a semi-congruence class of symmetric bilinear form of

Qi
2 and α ∈ Q∗2/Q∗22 , where distinct pairs are given by α listed in tables 5 through

9. M can also equal:
(
Jn−i 0

0 Ji

)
, for i ∈

{
2, 4, . . . , n

2

}
, n − i and i even. There

are also the pairs:
(
θ, InnLn,−1

)
, and

(
Inn( In−2 0

0 −I2

) θ, InnLn,−1

)
, and these two
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are distinct if n
2

is even. Also, there are the pairs:
(
InnLn,−1 θ, InnLn,−1

)
, and(

Inn(Ln−2,−1 0
0 −L2,−1

) θ, InnLn,−1

)
, and these two are distinct if n

2
is even. These

give us the outer pairs:
(
InnJn θ, InnJnC′In−i,iC′−1 θ

)
, for i ∈

{
2, 4, . . . , n

2

}
, n− i

and i even, for

C ′ =


0n

2
×n−i

2
In

2
0n

2
×i

−In−i
2

0n−i
2
×n

2
0n−i

2
× i

2

0 i
2
×n−i

2
0 i

2
×n

2
I i

2

 .

Also, we have the outer pairs stemming form the outer/inner pairs from tables

5 through 9 and the pairs:
(
InnLn,−1 θ, θ

)
,
(
θ, InnLn,−1 θ

)
, as well as (if n

2
is even)

the commuting pair:

(
Inn( In−2 0

0 pI2

) θ, Inn( In−2 0
0 pI2

)
Ln,−1

θ
)

and the commuting

pair

(
Inn(Ln−2,−1 0

0 pL2,−1

) θ, Inn(Ln−2,−1 0
0 pL2,−1

)
Ln,−1

θ
)
.

2. If n is even, not divisible by 4, we get the inner pairs:
(

InnLn,q , InnA

)
for

A =
(
I2 0
0 Pn−2

)T ( ( 1 0
0 −1 ) 0

0 In−2
2 , n−2

2

)(
I2 0
0 Pn−2

)
,

(
I2 0
0 Pn−2

)T ( (
a b
−qb −a

)
0

0 In−2
2 , n−2

2
Ln−2,q′

)(
I2 0
0 Pn−2

)
for a, b ∈ Q2, a2 − qb2 = q′, q, q′ 6≡ 1 mod Q∗22 for some fixed a, b, as well

as P T
n

(
In
2−i 0

0 In
2−i

)
Pn, or In−2i,2iLn,q, for i ∈

{
1, 2, . . . ,

⌊
n
4

⌋}
, for Pk as defined

above, i.e.
∑ k

2
i=1(Ei,2i−1 + E k

2
+i,2i), and for q′ ∈ Q∗2/Q∗22 . We also get the inner

pairs:
(

InnIn−i,i
, InnB

)
, for i ∈

{
1, 2, . . . , n

2

}
and for B =

(
Ln−i,q′ 0

0 Li,q′

)
, for n−i

and i even, or
(
In−i−j,j 0

0 Ii−k,k

)
, for j ∈

{
1, 2, . . . ,

⌊
n−i

2

⌋}
and k ∈ {1, 2, . . . , i} if

n − i − j 6= j, otherwise k ∈
{

1, 2, . . . ,
⌊
i
2

⌋}
, or B = P T

n Ln,q′P if n − i = i,

i.e. if i = n
2
. The inner/outer pairs and outer pairs are the same type as for n

divisible by 4.

3. If n is odd we get the inner pairs:

(
InnIn−i,i

, Inn( In−i−j,j 0
0 Ii−k,k

))
. Here, i ∈{

1, 2, . . . , n
2

}
, and these are distinct for j ∈ 0, 1, . . . ,

⌊
n−i

2

⌋
, k ∈ {0, 1, . . . , i}, j, k

not both zero, unless n− i− j = j, in which case k ∈
{

0, 1, . . . ,
⌊
i
2

⌋}
. Also, for

n odd, the inner/outer pairs and outer pairs are the same form above, but note
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that not both n− i and i can be even, so there are no pairs with an involution

of the form
(
Jn−i 0

0 Ji

)
θ.
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