
ABSTRACT

Teng, Jing A Study of Optical Burst Switched Networks with the Jumpstart Just In Time

Signaling Protocol. (Under the direction of Professor George N. Rouskas).

This thesis studies the optical burst switched (OBS) networks. It consists of three

parts. In the first part, we present a detailed analysis of three major wavelength reserva-

tion schemes for OBS networks: JIT, JET, and Horizon. The contributions include: (i)

analytical models of JET and Horizon (on a single OBS node) that are more accurate than

previously published ones and valid for general burst length and offset length distributions;

(ii) determination of the regions of parameter values, such as burst offset length, optical

switching and hardware processing overheads, so that a more complex reservation scheme

reduces to a simpler one; and (iii) a new reservation scheme, JIT+, which is as simple to

implement as JIT, and its performance tracks that of Horizon and JET. We compare the

performance (in terms of burst drop probability) of the four wavelength reservation schemes

on a single OBS node, as well as on a path of OBS nodes with cross traffic, under various sets

of parameter values. Our major finding is that, under reasonable assumptions regarding the

current and future state-of-the-art technologies in optical switch and electronic hardware,

the simplicity of JIT and JIT+ seems to outweigh any performance benefits of Horizon and

JET.

In the second part of this thesis, we present the results of a simulation analysis

of OBS networks employing the Jumpstart JIT signaling protocol. We study the perfor-

mance of various network topologies in terms of burst drop probability and investigate the

effects of several system parameters, including message processing time, OXC configuration

delay, user-to-switch propagation delay, and switch-to-switch propagation delay. We also

investigate the effect of wavelength converters.

In the third part, we develop a suite of adaptive and non-adaptive wavelength

assignment policies for OBS networks. We also apply traffic engineering techniques to reduce

wavelength contention through traffic isolation. Our performance study indicates that, in

the absence of full conversion capabilities, intelligent choices in assigning wavelengths to

bursts at the source can have a profound effect on the burst drop probability in an OBS

network.
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Chapter 1

Introduction on Optical Burst

Switching Technology

Optical Networks, with their high transmission speed, are the ideal communica-

tion infrastructure to meet the continuously increasing demand on bandwidth. In optical

networks, the most promising technology so far is wavelength division multiplexing (WDM).

WDM is essentially the same as the old and widely-used frequency division multiplexing. It

is a technology to increase the transmission capacity by transmitting data simultaneously

at multiple carrier wavelengths (equivalently, frequencies) [35]. Current technology allows

the multiplexing of more than 160 wavelengths at 10 Gbps each to get a total throughput

of 1.6 Terabits per second per fiber.

1.1 Optical Burst Switched Networks

Several different technologies have been developed for the transfer of data over

WDM networks. Broadcast and select networks, and circuit switched wavelength routing

networks have already been extensively studied, and deployed [35]. In broadcast and select

networks, signals sent from each node are received by all the other nodes, like most local area

networks (LAN), such as Ethernet and Token Ring. This architecture is rather simple, since
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no routing function is needed. However, it is quite inflexbile, as well as inefficient. Because

the signal is broadcast all over the network, it will propagate to parts of the network where

it does not need to go, and cause a waste of network resources. Circuit-switched wavelength

routing networks are more efficient, where optical signals are selectively transmitted only

over part of the network. In this network architecture, an end-to-end all-optical circuit

(lightpath) is established before the transmission of data signals, similar to a telephone line

in public switched telephone network (PSTN). This network represents the most practical

technology in optical networks today.

However, all-optical circuits tend to be inefficient for traffic that has not been

groomed or statistically multiplexed, and are wasteful when the sustained traffic volume

does not consume a full wavelength. Optical packet switching (OPS) is a technology to

transmit user data by the means of optical packets, in which a wavelength is only allocated

to a packet when it is transmitted, and it can be reused by others after the transmission.

OPS is more efficient and it can be used to support IP traffic and ATM traffic. Readers

are referred to [48] for details. However, OPS requires practical, cost-effective, and scalable

implementations of optical buffering and optical header processing, which are several years

away.

Optical burst switching (OBS) is a technology positioned between wavelength rout-

ing (i.e., circuit switching) and optical packet switching. OBS is a technical compromise

that may not require optical buffering or packet-level parsing, so it is more practical than

OPS, and it is more efficient than circuit switching since the wavelength is only allocated to

a burst when it is in transmission. Optical burst switching is an adaptation of ATM block

transfer (ABT), which is the standard for burst switching in ATM by the International

Telecommunication Union Telecommunication Standardization Sector (ITU-T).

In OBS, the transmission of each burst is preceded by the transmission of a control

packet, whose purpose is to inform each intermediate node of the upcoming data burst so

that it can configure its switching fabric in order to switch the burst to the appropriate

output port. In OBS, as in ABT, two schemes can be used, tell and go (TAG) and tell

and wait (TAW). In TAG, immediately after the source transmits the control packet, it

transmits the optical burst. This scheme requires optical buffers in the optical switches

to store the burst while it waits for the processing of the control packet and the setup of

the switching fabric. In TAW, the source does not transmit the burst until it receives the

confirmation from the destination, and this two-way reservation is similar to establishing a
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lightpath in wavelength routing WDM networks. However, in OBS there is a more efficient

way to reserve wavelengths. The source node does not wait for the confirmation that an

end-to-end connection has been set-up; instead it starts transmitting a data burst after an

appropriate delay (referred to as offset), following the transmission of the control packet.

The delay (offset) should gurantee the control packet has been processed by all the inter-

mediate switches and the switching fabrics of all the switches have been setup when the

burst arrives in those switches.

1.2 Related work on Optical Burst Switching

Over the last five years, research in OBS networks has rapidly progressed from

purely theoretical investigations [33, 39] to prototypes and proof-of-concept demonstra-

tions [5, 4]. The breadth and depth of current OBS research is evident in the wide range of

topics covered during the highly successful OBS workshops which took place in late 2003

alongside the Opticomm and Globecom conferences; the interested reader is referred to the

workshop proceedings, available on-line [3].

Studies of OBS networks can be broadly classified as follows.

• Network architecture. Reference [39] proposed the idea of optical burst switching,

as well as the concept of control channel, data burst, and head cell. It also described a

burst switch architecture design as well as its operation. References [10, 46] proposed

a network architecture such that OBS network is the backbone of Internet (IP net-

work), and described the architecture of an optical switch (router) with the functions

including burst control packet detecting, processing, and rewriting; forwarding table

lookup; management of shared buffer (fiber delay line, or FDL); wavelength conver-

sion; and data channel scheduling. Reference [51] studied access schemes in OBS for

a metro ring architecture. As the idea of OBS is becoming more mature, reference [9]

discussed technical issues and general requirements for a transport layer architecture

(i.e., services and protocols) for OBS networks.

• Resource reservation schemes and protocols. The manner in which resources

are reserved has a significant effect on the performance of an OBS network, and is

one of the most basic problems in OBS. A number of wavelength reservation schemes
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have been proposed for OBS, including just-enough-time (JET) [33], Horizon [39], and

just-in-time (JIT) [43]. They have attracted considerable attention in both academia

and industry, and will be addressed in detail in Chapter 2. Other reservation schemes

include wavelength-routed OBS [20] which uses two-way reservations, and forward

resource reservation [31] whose objective is to reduce the burst delay at the edge

switches and increase the successful forward reservation probability. Based on the

JIT reservation scheme, the Jumpstart JIT signaling protocol [5, 6] is an open and

published signaling specification in OBS. To improve the performance of the network,

references [47, 54] proposed more advanced scheduling algorithms to use the wave-

length resources more efficiently. In [56, 18], a new reservation scheme was studied

based on JET, where different offset time is assigned to bursts with different qual-

ity of service (QoS) requirements where QoS is defined in terms of burst blocking

probability.

• Contention resolution. In OBS, when one-way reservation schemes (e.g. JIT, JET,

and Horizon) are adopted, it is possible that two bursts compete for the same output

port, thus contention may arise. To resolve burst contention, a switch has several

options: using FDL to buffer one of the bursts; deflecting one burst through another

output port [25, 59]; using the wavelength dimension (with wavelength conversion

capability); or discarding one burst. When two bursts collide, and a decision is made to

discard one burst, instead of dropping the whole burst, the switch may just drop part

of the burst, either the last part of the burst currently in transmission, or the first part

of the coming burst. This is called burst segmentation [41, 38], or optical composite

burst switching (OCBS) [17]. Another approach is to minimize the occurence of

contention by using traffic engineering mechanisms at the source [30], an approach

that will be addressed in Chapter 4.

• Burst assembly. An optical burst usually contains a number of user packets (such

as IP packets). Thus the algorithms for burst assembly are very important, as they

determine the traffic pattern at the burst level. Reference [22] proposed a simple as-

sembly algorithm which reduces the self-similarity of traffic in an IP backbone network.

Reference [11] proposed three assembly algorithms and the results showed that burst

assembly can reduce the self-similarity of traffic, and therefore reduce the contention

in the core network and make TCP traffic smoother at short time scales.
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• Network model and performance evaluation. As a burst may contain several

user packets, the loss of a burst is critical in OBS networks, which may incur severe

problems at upper layers, e.g., TCP packets out of sequence. The performance of

OBS networks in terms of burst loss probability has been studied extensively [39, 44,

12, 19, 18, 40, 56] using either simulation or simple analytical models. An output port

of an OBS node is analyzed assuming Poisson arrivals and no buffering in [12, 19, 18,

40]. Under these assumptions, an output port can be modeled by a finite number of

servers with no queue, each representing a wavelength. In this way, the probability

that a burst destined to this output port is lost can be obtained from the Erlang B

formula. Using a Poisson model, reference [36] analyzes the burst blocking probability

of the whole network and reference [59] analyzes the burst blocking probability when

deflection routing is adopted. An output port can also be modeled by an M/M/m/K

queue with the assumption of Poisson arrivals and buffering [39, 56], where m is

the number of wavelengths and K − m is the capacity of the buffer. A model for

multiple classes of bursts is developed in [44]. References [22, 53] studied the assembled

traffic for burst arrival patterns and burst length distributions other than Poisson

and exponential distribution, respectively, while traffic shaping at the edge of the

network was studied in [40, 12]. To reflect the self-similarity of burst traffic, Pareto

distribution is used extensively in simulations, for example in [30]. Another model, a

3-state Markovian burst arrival process was studied in [49, 50] and algorithms were

designed for theoretical analysis.

• Protection and restoration. There are many studies on the protection of circuit

switched wavelength routing networks. However, there have been very few works on

protection for OBS networks. Reference [29] analyzed survivability of OBS against a

single link failure by analyzing the QoS in terms of both burst blocking probability and

maximum increment of burst scheduling delay under the failure. Reference [28] pro-

posed a failure-compensating scheduling in OBS nodes, while reference [24] extended

1 + 1 protection in wavelength routing networks to OBS.
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1.3 The Jumpstart Project

Since late 2000, NCSU has been collaborating with MCNC-RDI to build a proof-

of-concept OBS implementation under the ARDA-funded Jumpstart project [1]. (ARDA

focuses on high-performance data communications requirements that cannot be addressed

by technologies used in today’s Internet [2].) NCSU and MCNC-RDI have developed an

open, published specification of the Jumpstart JIT signaling protocol [5, 6], inspired by

an earlier work by Wei and McFarland [43]. The JIT protocol is significantly simpler than

either JET or Horizon, since it does not involve complex scheduling or void filling algo-

rithms; therefore, it is amenable to hardware implementation. MCNC-RDI has developed

JIT protocol acceleration card (JITPAC) network controllers which implement the signal-

ing protocol in FPGA, and deployed them at three ATDNet sites in November 2002 for

experimentation and testing [4]. This is the first OBS field trial known to us.

While JIT is conceptually simple, previous studies have shown that JIT performs

worse than either JET or Horizon in terms of burst loss probability. Indeed, given the

sophisticated scheduling and void filling algorithms that JET and Horizon require, the fact

that these schemes should outperform JIT might seem a reasonable one at first thought.

However, most of the existing studies ignore many important parameters such as the offset

length, the processing time of setup messages, and the optical switch configuration time,

which have significant impacts on burst loss probability. For instance, it is not unreasonable

to assume that, due to complex operations and/or large number of memory lookups, the

processing of setup messages under JET or Horizon will take longer than under JIT. In this

case it is not clear whether the more efficient scheduling of JET and Horizon will outweigh

the higher processing overhead incurred. Similarly, if the optical switch configuration time

is much longer than the mean burst length, any differences in scheduling efficiency will

have little effect on overall burst loss probability. Therefore, there is a need for more

detailed studies in order to explore in depth the differences among the various wavelength

reservation schemes, and to establish the regions of network operation where one scheme

may outperform the others. This is a topic we address in Chapter 2.
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Figure 1.1: An OBS network

1.4 The Optical Burst Switched Network under study

We consider an OBS network consisting of burst switches (also called nodes in this

thesis) interconnected by bidirectional fiber links, as shown in Figure 1.1. Users are attached

to edge switches of the OBS network, also using bidirectional fiber links. We assume that

all fiber links, including links between switches as well as links between a user and an edge

switch, support the same set of W + 1 wavelengths in each direction. One wavelength is

used to transmit control packets, and the other W wavelengths are used to transmit data

bursts. We assume that a user is capable of transmitting and receiving on any of these W+1

wavelengths simultaneously. In other words, we assume that users are equipped with W +1

pairs of optical transceivers, each pair fixed-tuned to one of the wavelengths. We should

note here that the terms “user” in OBS does not mean a terminal, or a PC, which can send

packets to a router. Instead, it refers to an assembly device that can receive packets from

terminals and then assemble them into bursts. This is because a burst is often much larger

than an IP packet, or a packet, frame or datagram of other networks that OBS is supposed

to support.

Consider an OBS node in the network, and let P denote the number of input and

output ports of the node. Each (input or output) port is attached to a fiber link connecting

the node to other OBS nodes in the network or to burst-transmitting users. Each OBS

node in the network consists of two main components, as illustrated in Figure 1.1:
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Figure 1.2: Logical diagram of the signaling engine at an OBS node

1. A signaling engine, which implements the OBS signaling protocol and related forward-

ing and control functions. To avoid bottlenecks in the control plane and to achieve

operation at wire speeds, we assume that the signaling engine is implemented in hard-

ware. (For example, the JITPAC hardware, which was developed at MCNC as part

of the JumpStart protocol, and which has been deployed in the ATDNet, implements

the signaling engine in FPGA.) The logical diagram of the signaling engine is shown

in Figure 1.2.

2. An optical cross-connect (OXC), which performs the switching of bursts from input

to output. Figure 1.3 shows the OXC architecture we consider in this study.

In this thesis, we assume that OBS nodes do not employ any optical buffers (e.g., fiber

delay lines). Consequently, bursts that cannot be switched are dropped.

Whereas burst wavelengths are optically switched at OBS nodes, the signaling

wavelength is always terminated at each node, the information it carries is converted to

electronic form, and the resulting signal is passed to the signaling engine. The signaling

engine decodes the electronic signal and processes each incoming message using the ap-

propriate rules (i.e., finite state machines [57] of the JIT protocol). Processing a signaling

message may involve one or more actions, including:

• The determination of a next hop switch for a burst. We assume that the signaling

engine performs a forwarding table lookup to determine the next hop switch for a burst
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Figure 1.3: A P × P OXC with a shared converter bank

(and associated setup message). The forwarding table is maintained and updated by

a routing protocol which is outside the scope of this thesis.

• The forwarding of signaling messages to upstream or downstream nodes.

• The configuration of the OXC switching elements to optically switch bursts from

an input to an output port. OXC configuration is accomplished through the OXC

fabric controller which keeps track of the state of output wavelength-port pairs. If the

immediate reservation is adopted, cross-connect elements are not reserved for future

bursts, no scheduling takes place within the OBS node, and the cross-connect matrix

is very simple, as shown in Figure 1.2. Otherwise, complicated channel scheduling

should be performed.

• The handling of exception conditions.

Figure 1.3 shows the logical diagram of an OXC with P input and P output

ports, and W burst wavelengths per fiber. At each input port, the incoming light signal is

demultiplexed into its individual wavelengths, which are then passed on to optical switches.

The OXC has W optical switches, one for each burst wavelength. We assume that each

optical switch consists of a non-blocking space-division switch fabric, with no optical buffers.
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The switch fabric may use MEMS micro-mirror arrays as the cross-connect elements [14],

or it may employ some other suitable switching technology.

The OXC may provide a wavelength conversion capability. In this case, we assume

that the OXC is equipped with a wavelength converter bank, consisting of C converters.

Each converter is capable of shifting any of the W incoming wavelengths to any of the

W outgoing wavelengths. The converter bank is shared among all output ports, as shown

in Figure 1.3, since this architecture has been shown to provide good performance in a

cost-effective manner.

In order to describe the switching operation of the OXC, consider a setup mes-

sage arriving at some OBS node and announcing the imminent arrival of a burst on some

wavelength w on input port x. The signaling engine looks up its forwarding table and

determines the output port, say y, for the burst. It then consults the cross-connect matrix

to determine the status of wavelength w at output port y. If the wavelength is free, it

instructs the OXC fabric controller to perform a connection from input port x to output

port y on wavelength w, and it updates the cross-connect matrix. As a result, the optical

switch corresponding to wavelength w directly switches the incoming burst (e.g., by raising

the appropriate micro-mirror) from input to output.

Consider now the case where wavelength w on output port y is busy transmitting

some other burst. If the OXC offers no conversion capability, then the new burst coming

in port x is dropped. Suppose now that the OXC is equipped with a bank of C converters

shared among the output ports, as Figure 1.3 illustrates. In this case, the status of the

converters is checked. If all converters are in use by other bursts, or if all wavelengths of

output port y are busy, then the new burst is dropped. Otherwise, let w′ be a wavelength

that is free on output port y. Then, the OXC fabric controller instructs the optical switch

corresponding to wavelength w to switch input x to the wavelength converter bank. One

of the free converters in the bank is tapped to converter the incoming signal to wavelength

w′, and the signal is then switched to the desired output port y.

We now define three important system parameters that we will use in our study.

• TOXC denotes the amount of time it takes the OXC to configure its switch fabric to

setup a connection from an input port to an output port. In other words, TOXC is the

delay incurred between the instance the OXC receives a command from the signaling

engine to set up a connection from an input port to an output port, until the instance
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the appropriate path within the optical switch is complete and can be used to switch

a burst. This delay includes the configuration of optical switch elements within the

OXC, e.g., the raising of a micro-mirror in the case of a MEMS switch. In this study,

we assume the configuration delay is largely independent of the pair of input/output

ports that must be connected, as well as of the status of the optical switch at the

time the connection must be performed; this assumption is valid for optical switch

technologies under development, including MEMS mirror arrays. Therefore, we take

TOXC as a constant in our study.

• Tsetup(X) is the amount of time it takes an OBS node to process the setupmessage un-

der reservation scheme X, where X can be any of JIT, JET, Horizon, or JIT+. Since,

as we will explain in Chapter 2, different reservation schemes have different process-

ing and scheduling requirements, this amount of time is a function of the reservation

scheme employed. However, for a given scheme X, we assume that Tsetup(X) is con-

stant across all bursts. This is a reasonable assumption since processing of signaling

messages will most likely be performed in hardware, as we have demonstrated in the

Jumpstart project [58], and thus, the processing time can be bounded.

• Toffset(X) is the offset value of a burst under reservation scheme X. It is the amount

of time that the signaling message (for reservation) of a burst arrives at a switch ahead

of the data. The offset value depends on (1) the OBS protocol, (2) the number of

nodes the burst has already traversed (since the offset value decreases as the burst

travels further into the network), and (3) other factors such as whether the offset is

used for service differentiation or congestion control [56]. The primary consideration

in the calculation of the offset value is to ensure that the first bit of the burst arrives

at the destination node shortly after this node is ready to receive it (i.e., just after

the destination has processed the setup message announcing the burst). The delay

between the setup message and the first bit of the burst shrinks as the two propagate

along the path to the destination. This is because the setup message encounters pro-

cessing delays at each OBS node in the path, whereas the burst travels transparently

in the optical domain. In addition, one must account for the switch setup delay TOXC

of the last OXC in the path.

Let k be the number of OBS nodes in the path of a burst from source to destination.

Based on the above observations, it is easy to see that the minimum offset value to
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guarantee that the burst will arrive at the destination immediately after the setup

message has been processed is equal to:

T
(min)
offset(X) = kTsetup(X) + TOXC (1.1)

We note that the actual offset length can take any value larger than the minimum

one shown in the above expression; in fact, the models we develop later can account

for offset lengths of arbitrary distributions.

This thesis is organized as follows. In Chapter 2 we provide a detailed description

of the JIT, JET, and Horizon wavelength reservation schemes, discuss issues related to their

hardware implementation, and introduce a new reservation scheme called JIT+. Also we

develop analytical models of a single OBS node that capture the performance of the four

reservation schemes. Then we present numerical results to compare the relative perfor-

mance of the four schemes, both on a single OBS node and on a path of OBS nodes with

cross-traffic, under a wide range of system parameter values that correspond to current and

projected technology. In Chapter 3 we study the performance of OBS networks with linear

and mesh topologies under the Jumpstart JIT signaling protocol. In the study, we con-

sider the effect of several important system parameters including the number of wavelength

converters in a switch, and the signal propagation delay between switches. In Chapter 4,

we develop a suite of adaptive and non-adaptive wavelength assignment policies for OBS

networks. We also apply traffic engineering techniques to reduce wavelength contention

through traffic isolation. Finally, we conclude the thesis in Chapter 5.
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Chapter 2

Performance Comparison of

Wavelength Reservation Schemes

In this chapter, we develop accurate models for an OBS node operating under

the JET, JIT, and Horizon wavelength reservation schemes. The analytical models assume

Poisson arrivals, but arbitrary burst length distributions and arbitrary offset length dis-

tributions. The models also account for the processing time of setup messages and the

optical switch configuration times, and thus, are very general. One important finding of

our work is that, under reasonable assumptions regarding current and future capabilities of

optical switch and electronic (hardware) processing technologies, the performance in terms

of burst drop probability of the (significantly simpler) JIT reservation scheme is very similar

to that of the more complex JET or Horizon schemes. For network scenarios where JET or

Horizon outperform JIT, we introduce JIT+, a new reservation scheme which retains the

simplicity of JIT but exhibits a performance behavior close to JET and Horizon. Another

contribution made possible by our analysis is the characterization of the regions of network

operation in which a more complex reservation scheme reduces to a simpler one (i.e., when

JET reduces to Horizon, Horizon to JIT+, or JIT+ to JIT).

This chapter is organized as follows. Section 2.1 provides a detailed description

of the JIT, JET, and Horizon wavelength reservation schemes, discusses issues related to
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their hardware implementation, and introduces a new reservation scheme called JIT+. In

Section 2.2 we develop analytical models of a single OBS node that capture the performance

of the four reservation schemes. In Section 2.3 we present numerical results to compare the

relative performance of the four schemes, both on a single OBS node and a path of OBS

nodes with cross-traffic, under a wide range of system parameter values that correspond to

current and projected technology. In Section 2.4 we propose an analytical model for OBS

networks based on previous study. We conclude the chapter in Section 2.5.

2.1 Wavelength Reservation Schemes for OBS Nodes

The various OBS signaling protocols that have appeared in the literature can be

broadly classified along three dimensions: (1) the reservation scheme used to hold wave-

length resources for bursts, (2) the method in which the offset value is calculated (and the

purpose it serves), and (3) the manner in which control is excercised in the network (i.e.,

distributed or centralized).

The manner in which output wavelengths are reserved for bursts is one of the

principal differentiating factors among OBS variants. We distinguish between two types

of reservations: immediate and delayed. For simplicity, in the following we will use the

notation Toffset and Tsetup without specifying the reservation scheme X, whenever the

latter is obvious from the context.

2.1.1 Immediate Reservation (JIT)

Immediate reservation, exemplified by the Just-In-Time (JIT) family of OBS pro-

tocols [43, 5], works as follows:

an output wavelength is reserved for a burst immediately after the arrival of the
corresponding setup message; if a wavelength cannot be reserved at that time,
then the setup message is rejected and the corresponding burst is dropped.

We illustrate the operation of JIT in Figure 2.1. Let t be the time a setup message

arrives at some OBS node along the path to the destination user; this node can be any of the

“ingress,” “intermediate,” or “egress” switches in the figure. As the figure shows, once the

processing of the setup message is complete at time t+Tsetup, a wavelength is immediately
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Figure 2.1: Immediate wavelength reservation

reserved for the upcoming burst, and the operation to configure the OXC fabric to switch

the burst is initiated. When this operation completes at time t+ Tsetup + TOXC , the OXC

is ready to carry the burst.

Note that, by the offset definition, the burst will not arrive at the OBS node

under consideration until time t + Toffset. As a result, the wavelength allocated to the

burst remains idle for a period of time equal to (Toffset−Tsetup−TOXC). We also note that

the offset value decreases along the path to the destination. Consequently, as the figure

shows, the deeper inside the network an OBS node is located, the shorter the idle time

between the instant the OXC has been configured and the arrival of the burst.

Figure 2.2 offers another perspective on how immediate reservation works, by con-

sidering the operation of a single output wavelength of an OBS node. Each such wavelength

can be in one of two states: reserved or free. Figure 2.2 shows two successive bursts, i
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Figure 2.2: Operation and departure process of a wavelength with immediate reservation
(JIT)

and i+1, successfully transmitted on the same output wavelength; the figure does not show

any dropped bursts that may have arrived between the two successful bursts.

As we can see in Figure 2.2, the setup message corresponding to the i-th burst

arrives at the switch at time t1, when we assume that the wavelength is free. This message

is accepted by the switch, the status of the wavelength becomes reserved and, after an

amount of time equal to the offset, the first bit of the optical burst arrives at the switch

at time t2. The last bit of the burst arrives at the switch at time t3, at which instant the

status of the wavelength is updated to free. Note that, any new setup message that arrives

between t1 and t3 when the status of the wavelength is reserved is rejected by the switch,

since the wavelength cannot be immediately reserved for the new burst. The length of the

interval, t3 − t1, during which new setup messages are rejected, is equal to the sum of the

offset value and the length of burst i.

Suppose now that the next setup message for this wavelength arrives at the switch

at time t4 > t3, while the wavelength is still free. Consequently, the burst corresponding

to this message becomes the (i+1)-th burst to successfully depart on this wavelength; note

that this burst may not be the (i+ 1)-th arriving burst, since some setup message(s) may

have been rejected by the switch before time t3. After an amount of time equal to the

offset, the burst arrives at time t5, and its transmission ends at time t6, at which instant

the wavelength becomes free again.

As Figure 2.2 illustrates, the operation of a wavelength with immediate reservation

is conceptually simple. Time on the wavelength is divided into periods during which the

wavelength is reserved, followed by periods during which it is free. The length of a
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reserved period is equal to the burst length plus the corresponding offset, while the length

of a free period is equal to the time until the arrival of the next setup message. Also,

service on each wavelength is first-come, first-served (FCFS), in the sense that bursts are

served in the order in which their corresponding setup messages arrive at the switch.

2.1.2 Delayed Reservation

The Horizon [39] and Just-Enough-Time (JET) [33, 55] protocols employ a delayed

reservation scheme which operates as follows:

an output wavelength is reserved for a burst just before the arrival of the first
bit of the burst; if, upon arrival of the setup message, it is determined that no
wavelength can be reserved at the appropriate time, then the setup message is
rejected and the corresponding burst is dropped.

Figure 2.3 illustrates the operation of delayed reservation. Let us again assume

that a setup message arrives at an OBS node at time t, in which case the first bit of the

corresponding burst is expected to arrive at time t + Toffset. Assuming that the burst

can be accepted, the setup message reserves a wavelength for the burst starting at time

t′ = t + Toffset − TOXC . As shown in the figure, at time t′, the OBS node instructs its

OXC fabric to configure its switch elements to carry the burst, and this operation completes

just before the arrival of the first bit of the burst. Thus, whereas immediate reservation

protocols only permit a single outstanding reservation for each output wavelength, delayed

reservation schemes allow multiple setup messages to make future reservations on a given

wavelength (provided of course, that these reservations, i.e., the corresponding bursts, do

not overlap in time). We also note that, when a burst is accepted, the output wavelength

is reserved for an amount of time equal to the length of the burst plus TOXC , in order to

account for the OXC configuration time.

As we can see in Figure 2.3, a void is created on the output wavelength between

time t + Tsetup, when the reservation operation for the upcoming burst is completed, and

time t′ = t+Toffset−TOXC , when the output wavelength is actually reserved for the burst.

If the offset value Toffset is equal to the minimum value in expression (1.1), then the length

of this void at some OBS node x is equal to rTsetup, where r is the number of OBS nodes in

the path from x to the destination of the burst. Consequently, the void created by a given

burst decreases in size as the burst travels along its path.
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Delayed reservation schemes can be further classified according to whether or not

they employ specialized burst scheduling algorithms in an attempt to make use of the voids

created by earlier setup messages, by transmitting bursts whose setup messages arrive

later. Usually, such scheduling techniques are referred to as void filling algorithms.

Delayed Reservation Without Void Filling (Horizon)

Delayed reservation schemes, such as Horizon [39], that do not perform any void

filling, are typically less complex than schemes with void filling, such as JET. The Horizon

scheme takes its name from the fact that each wavelength is associated with a time horizon

for burst reservation purposes. This time horizon is defined as “the earliest time after which

there is no planned use of the channel (wavelength)”. Under this scheme,

an output wavelength is reserved for a burst only if the arrival time of the burst
is later than the time horizon of the wavelength; if, upon arrival of the setup

message, it is determined that the arrival time of the burst is earlier than the
smallest time horizon of any wavelength, then the setup message is rejected and
the corresponding burst dropped.

When a burst is scheduled on a given wavelength, then the time horizon of the wavelength

is updated to the departure instant of the burst plus the OXC configuration time TOXC .

Consequently, under Horizon, a new burst can be scheduled on a wavelength if and only if

the first bit of the burst arrives after all currently scheduled bursts on this wavelength have

departed.
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Figure 2.4 shows two bursts transmitted successively on a given wavelength out of

an OBS node using the Horizon reservation scheme. The setup message of burst i arrives

at the OBS node at time t1, and the last bit of this burst leaves the node at time t4. Since

the OXC needs an amount of time equal to TOXC to reconfigure its switching elements to

perform a connection from another input port to this output wavelength, no new bursts

can be scheduled on this wavelength until time t5 = t4 + TOXC . Therefore, at time t1, i.e.,

when burst i is accepted, t5 becomes the time horizon of this channel.

Let us now suppose that, as Figure 2.4 illustrates, the setup message of burst

i+ 1 arrives at the OBS node at time t2 > t1. The node uses the offset length information

carried in the setup message to calculate that the first bit of this burst will arrive at time

t6. Since t6 > t5, burst i+1 is scheduled for transmission on this wavelength, and the time

horizon is updated accordingly to t7 + TOXC , where t7 is the instant the transmission of

burst i + 1 ends. This example shows that the offset of a burst (in this case, burst i + 1)

may overlap with the offset and/or transmission of another burst (i.e., burst i). However,

bursts are scheduled in a strict FCFS manner determined by the order of arrival of their

respective setup messages.

Delayed Reservation With Void Filling (JET)

JET [55] is the best known delayed wavelength reservation scheme that uses void

filling. Under JET,

an output wavelength is reserved for a burst if the arrival time of the burst
(1) is later than the time horizon of the wavelength, or (2) coincides with a
void on the wavelength, and the end of the burst occurs before the end of the
void; if, upon arrival of the setup message, it is determined that none of these
conditions are satisfied for any wavelength, then the setup message is rejected
and the corresponding burst dropped.

Note that, bursts which are accepted because their arrival and departure instants satisfy

condition (2) above would have been rejected by an OBS node using Horizon. Consequently,

JET is expected to perform better than Horizon in terms of burst drop probability. On the

other hand, the void filling algorithm must keep track of, and search, the starting and ending

times of all voids on the various wavelengths, resulting in a more complex implementation

than either Horizon or JIT; a more detailed discussion of implementation issues is provided

in Section 2.1.3.
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Figure 2.5 illustrates the void-filling operation of JET. The figure shows two bursts,

A and B, which are both transmitted on the same output wavelength. The setup message

for burst A arrives first, followed by the setup message for burst B. As we show in the

figure, burst A has a long offset. Upon receipt of its setup message, the switch notes the

later arrival of burst A, but does not initiate any connection within its cross-connect fabric.

Once burst A has been accepted, a void is created, which is the interval of time until the

switch starts to set up its switching fabric for burst A at time t6 − TOXC . Let us assume

that at time t2 when the setup message for burst B arrives, no other burst transmissions

have been scheduled within this void.

Upon the arrival of the setup message for burst B at time t2, the switch notes that

burst B will arrive before the arrival of burst A, and runs a void filling algorithm [47, 46]

to determine whether it can accept the new burst. In order to accept the new burst, there

must be sufficient time between the end of the transmission of burst B and the arrival of

burst A for the switch to reconfigure its cross-connect fabric to accommodate burst A. For

the scenario depicted in Figure 2.5, burst B is accepted, and it completes service before

the start of the configuration of switching fabrics for burst A. Since the setup message for

burst B arrived after the setup message for burst A, this operation results in a non-FCFS

service of bursts.

2.1.3 Implementation Considerations

Let us now consider the amount of state information that the OBS node needs to

maintain for each output port in order to implement each of the JIT, JET, and Horizon

schemes, as well as the running time complexity of the corresponding burst scheduling

algorithms. We distinguish between two types of state information: information that is

necessary to perform OXC configuration operations, and information needed for the burst

scheduling algorithm. We also note that memory access operations dominate the execution

time in a hardware implementation of a protocol, and thus, we will focus on the memory

access requirements of the three reservation schemes.

Let us first consider JIT. As Figure 2.2 illustrates, an output wavelength can be

either free or reserved, and while it is reserved, no new bursts can be accepted for

transmission. Therefore, for OXC configuration purposes, an OBS node only needs to

maintain a wavelength vector of size W for each output port, where W is the number of
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wavelengths per fiber (port). When wavelength w is reserved for a burst, field w of the

vector is set to the time the burst transmission will complete; at that time, the wavelength

is freed by setting the field w to a special value. The same vector can be used for burst

scheduling. Since it makes no difference which wavelength carries a particular burst, the

OBS node may simply reserve the first free wavelength indicated by the wavelength vector.

Alternatively, the OBS node may return the first free wavelength following the wavelength

that was reserved last (in order to balance the burst load across the various wavelengths),

or it could first check whether the incoming wavelength of the burst is available (to avoid

conversion). All these operations take constant time and require only a single memory

lookup, hence JIT is well-suited to hardware implementation [5, 4].

Now let us consider Horizon. Horizon allows multiple outstanding reservations for

each output wavelength, therefore, an OBS node needs to maintain W reservation lists per

output port, one for each wavelength. A reservation list consists of fields indicating the

start and end time of each burst reservation on a particular wavelength, and is used by the

OBS node to configure its OXC. For scheduling purposes, the OBS node must maintain

the time horizon (i.e., the end of the latest reservation) for each wavelength, as well as a

list of the time horizons in increasing order [39, 47]. When a setup message arrives, the

Horizon algorithm reserves the wavelength with the latest time horizon that is earlier than

the arrival of the corresponding burst. This algorithm takes O(W ) time to schedule each

burst, and also requires a large number of memory lookup/write operations: one operation

to update the reservation list (since a new reservation is always appended at the end of a

list), and O(W ) operations to update the ordered list of time horizons.

Similar to Horizon, the JET reservation scheme requires the OBS node to maintain

one reservation list per wavelength for each output port. However, adding a new reservation

requires a traversal of the list to insert the reservation at the correct place (i.e., void), hence

this operation is much more expensive than in Horizon in terms of memory access. The

cost of a burst scheduling operation depends on the actual scheduling algorithm used. The

LAUC-VF (latest available unused channel with void filing) algorithm proposed in [46]

requires a sequential search of all wavelength reservation lists for each burst; this takes

time O(m) [47], where m is the number of voids, which can be larger than W . Hence,

this algorithm is expensive in terms of running time and number of memory accesses for

hardware implementation. A faster algorithm was proposed recently in [47] which only takes

time O(logm). However, this algorithm requires the OBS node to maintain complex data
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Figure 2.6: Operation of the modified immediate reservation scheme (JIT+)

structures such as red-black trees; therefore, this algorithm is better suited for software,

rather than hardware, implementation.

2.1.4 Modified Immediate Reservation (JIT+)

Based on the above discussion regarding the relative complexity of the JIT, JET,

and Horizon reservation schemes, as well as our observations regarding their relative perfor-

mance under a wide range of values for the various system parameters (refer to Section 2.3),

we now present a new reservation scheme, which we refer to as JIT+. More specifically,

JIT+ operates as follows:

an output wavelength is reserved for a burst if (1) the arrival time of the burst
is later than the time horizon of the wavelength and (2) the wavelength has at

most one other reservation.

JIT+ does not perform any void filling. JIT+ attempts to improve upon JIT by making a

delayed burst reservation on a wavelength, even when the wavelength is currently reserved

by another burst. However, whereas Horizon and JET permit an unlimited number of

delayed reservations per wavelength, JIT+ limits the number of such operations to at most

one per wavelength.

Figure 2.6 illustrates the operation of JIT+ by considering three bursts, i, i + 1,

and i+2; note that the arrival times, offsets, and lengths of bursts i and i+1 are identical

to those in Figure 2.4. As in Figure 2.4, when the setup message for burst i arrives at

time t1, the burst is accepted, the wavelength is reserved, and the time horizon is updated
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to t5. When the setup message for burst i+ 1 arrives at time t2, as in Horizon, the burst

is accepted and the time horizon is updated to t8; note that this burst would have been

dropped by JIT. At this time, the wavelength has one outstanding reservation, the one for

burst i + 1. Consequently, when the setup message for burst i + 2 arrives at time t′, the

setup message is rejected and the corresponding burst dropped; note that this burst would

have been accepted by Horizon, since the first bit of burst i+2 is expected to arrive at time

t9 > t8, where t8 is the current time horizon. In fact, no more bursts will be scheduled on

this wavelength until after the departure of burst i at time t4.

Since each wavelength may be reserved for at most two bursts, to implement

JIT+, an OBS node needs to maintain a wavelength vector with W fields for each output

port, where W is the number of wavelengths. Each field w, corresponding to wavelength

w, consists of two values, namely, the departure instants of each of the two bursts that

may be scheduled on the wavelength. Updating the field for wavelength w (e.g., when

a new burst is reserved or when one departs) takes constant time and requires a single

memory access operation. To avoid the O(W ) sorting operations on the time horizons of

the various wavelengths required by the LAUC algorithm employed in the Horizon scheme,

JIT+ reserves the first wavelength that can accommodate a burst; alternatively it may

return the first available wavelength following the wavelength that was reserved last, or, in

order to avoid wavelength conversion, it may first check whether the incoming wavelength of

the burst is available. All these operations take constant time, and require a single memory

lookup, hence JIT+ maintains all the advantages of JIT in terms of simplicity of hardware

implementation.

2.2 Models of an OBS Node

In this section, we develop three analytical models for an output port p of an OBS

node, one for each of the three reservation schemes JIT, JET, and Horizon. In our analysis,

we make the following assumptions:

• Setup messages corresponding to bursts destined to output port p arrive at the OBS

node according to a Poisson process with rate λ; this arrival rate is the total rate over

all input ports. The assumption of Poisson arrivals is made mainly for mathematical

tractability, and is common in the OBS literature [39, 44, 12, 19, 18, 40, 56]. The
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Poisson arrival process is extensively studied in both circuit switched networks and

packet switched networks. It is an effective model for telecommunication networks,

however, it may not suit for modeling packet switched networks like Internet, espe-

cially for wide area traffic [32]. And this problem is even more complicated in OBS

since a burst is usually generated by the assembly of a (large) number of packets. So

the assembly algorithms have a great influence on the arrival model. In [22, 53, 52],

it is pointed out that the input burst traffic to an OBS node might be not Poisson.

In some situations, it may approache Gaussian distribution [53], even self-similarity.

Thus more sophisticated models need to be discovered and studied. In [50], it is devel-

oped a queueing network model that the burst arrival process for an edge OBS node

is described by a 3-state Markov process.

However, in this chapter, we assume the burst arrival following a Possion process

due to its simplicity. As the number of sources that can generate bursts increase,

the burst arrival process will approach a Poisson process1. Also, as we describe in

Section 2.4, we can assume that the traffic from one node to another is Poisson and

this assumption will not have great influence on the performance of the network in

terms of burst blocking probability.

• The burst size distribution (service model) is also highly dependent on assembly al-

gorithms. Hence we assume that the burst size has a general distribution with CDF

B(l) and Laplace transform B?(s). We let 1/µ denote the mean of the burst length

distribution.

• Offset lengths follow a general distribution with CDF G(z) and Laplace transform

G?(s). We also let T offset(X) denote the mean offset length under reservation scheme

X.

• An output wavelength is reserved for a given burst for a period of time that is larger

than the length of the burst; at a minimum, the wavelength must be reserved for

the duration of the burst length plus the OXC configuration time TOXC , to allow for

setting up the optical switch fabric to establish a connection from the input to the

output port. Therefore, we define the effective service time of a burst as the amount

1We should note here that this Poisson property is caused by the independence of multiple assembly
devices, not by the applications that generate packets, which is the case in Internet and which is subject to
the properties of traffic generating by different network applications [32].
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of time that an output wavelength is reserved for the burst. As we shall see, the

effective service time of the burst depends on the wavelength reservation scheme used.

We note that, while the burst arrival rate λ and the burst length distribution are

not affected by the reservation scheme (JIT, JET, Horizon, or JIT+), because of (1.1), the

offset length distribution is affected by the choice of reservation scheme.

Note that we have assumed that setup messages arrive as a Poisson process with

rate λ. Let us now concentrate on the arrival process of the corresponding bursts, rather

than that of the setup messages. The arrival time of a burst is the arrival time t of its

setup message plus an offset, which is distributed according to a general distribution G(z).

One way of thinking about this burst arrival process is to assume that bursts arrive at the

same time as their corresponding setup messages (i.e., as a Poisson process with rate λ),

but they have to be served by a fictitious infinite server (i.e., an M/G/∞ queue) before

they enter the OBS node, as shown in Figure 2.7. The service time at this infinite server is

distributed according to the CDF of the offset length, G(z). As a result, the actual arrival

of a burst to the OBS node is indeed the arrival time of its setup message plus an offset

time distributed according to CDF G(z). It is well-known that the departure process of an

M/G/∞ queue is a Poisson process with rate λ, the same as the arrival process. Therefore,

burst arrivals to the OBS node are also Poisson with rate λ.

We note that the above M/G/∞ model assumes optimal scheduling and void

filling algorithms, in the sense that no burst is dropped if it can be carried by the switch;

in practice, fast suboptimal algorithms may be used, in which case some bursts may be
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dropped even if they would be scheduled under an optimal algorithm. Furthermore, the

M/G/∞ model is an approximation since the underlying assumption is that the decision to

accept or drop the burst is taken at the moment the first bit of the burst arrives. In other

words, this model is exact only under the assumption that processing of setup messages

takes zero time. In reality, the decision to accept or drop a burst is taken at the instant its

setupmessage arrives, and if a setupmessage is rejected then the corresponding burst never

arrives at the OBS node, resulting in a non-Poisson arrival process for bursts. However, the

M/G/∞ model is both conceptually simple and reasonably accurate, and we will make use

of it in the analysis of some of the reservation schemes.

We model the output port of an OBS node as a multiple server loss system, and

we use the Erlang-B formula to obtain the burst drop probability. The Erlang-B formula

for an m-server loss system with traffic intensity ρ is given by:

Erl(ρ,m) =
ρm/m!

∑m
i=0 ρ

i/i!
(2.1)

In the following subsections, we determine accurate values for the intensity ρ under each

reservation scheme. Since the loss probability in an m-server loss system is insensitive to

the service time distribution, we use the Erlang-B formula above for any distribution of the

effective service time of bursts.

2.2.1 A Model of JIT

In order to determine the effective service time of a burst under the JIT reservation

scheme, let us refer again to Figure 2.2. We observe that, for a given burst, a wavelength is

reserved for a length of time that is equal to the sum of two time periods. The duration of

the first period is equal to the burst offset, and is distributed according to CDF G(z) with a

mean T offset(JIT ). The duration of the second period is equal to the burst length, and is

distributed according to CDF B(l) with a mean 1/µ. Consequently, the Laplace transform

of the distribution of the effective service time of bursts is given by G?(s)B?(s), with mean

1/µ+ T offset(JIT ).

Based on these observations, an output port of an OBS node using JIT behaves as

an M/G/W/W loss system, where W is the number of wavelengths of the port. The traffic

intensity ρ(JIT ) of the queue is:

ρ(JIT ) = λ

(

1

µ
+ T offset(JIT )

)

(2.2)



28

. . .
T

OXC

. . .
�������������
�������������
�������������

�������������
�������������
�������������

���������������������
���������������������
���������������������

���������������������
���������������������
���������������������

Timetttt

Burst Interdeparture Time

t

Burst i Burst i+1

54321

Interarrival
Burst

Time

Figure 2.8: Departure process of a wavelength in an OBS node with delayed reservation
and void filling (JET)

and the burst drop probability is given by Erl(ρ(JIT ),W ). We also note that, under

the assumption that setup messages arrive as a Poisson process, the M/G/W/W queue is

an exact model for JIT. This model has been used in earlier studies, e.g., in [19], where,

however, the assumption was made that burst (rather than setup message) arrivals are

Poisson; in that case, the model is only approximate.

2.2.2 A Model of JET

The operation of an OBS node under the delayed reservation scheme is more

complicated than under immediate reservation (i.e., JIT). Let us first consider the case

in which void filling is employed [46, 47] when allocating a wavelength to a burst, as in

the JET [55] reservation scheme. The difficulty in this case arises from two observations

regarding burst transmissions on a given output wavelength. First, the offset of a given

burst may overlap with the offset and/or transmission of one or more other bursts. Second,

bursts are not necessarily served in an FCFS fashion. This overlap feature and resulting

non-FCFS service were illustrated in Figure 2.5.

To overcome the difficulty introduced by the offset overlap and the non-FCFS ser-

vice, let us concentrate on the departure process of a given output wavelength. In Figure 2.8,

we show two bursts transmitted successively out of the switch on a given wavelength. We

number the bursts in the order in which they depart the switch, so that burst i + 1 is the

first burst to be transmitted out on this wavelength after burst i; note that, due to the

possibility for void filling, this may not be the order in which the setup messages of the

two bursts arrived.

As Figure 2.8 illustrates, the first bit of burst i arrives at the OBS node at time

t1, and the last bit of the same burst leaves the switch at time t2. Recall that the OXC
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needs an amount of time equal to TOXC to reconfigure its switching elements to perform

a connection from another input port to this output wavelength. Therefore, the switch

cannot accommodate a new burst on this wavelength until time t3, which is such that

t3 = t2 + TOXC . In fact, any setup message for a burst scheduled to arrive at the switch

in the time interval between t2 and t3 would have been rejected by the switch scheduling

algorithm. Therefore, we can think of a burst as occupying the channel not only during

its transmission time (equal to its length), but also for an additional amount of time equal

to TOXC . Consequently, the effective service time of a burst follows a general distribution

with Laplace transform B?(s)e−sTOXC and mean 1/µ+ TOXC .

Based on the above observations, an output port p with W burst wavelengths can

be modeled using the M/G/W/W loss system. The traffic intensity ρ(JET ) for this system

is given by

ρ(JET ) = λ

(

1

µ
+ TOXC

)

(2.3)

and the probability of burst loss at the output port is given by the Erlang-B formula

Erl(ρ(JET ),W ). Note that, as we discussed above, the M/G/W/W model for JET is

approximate since it assumes a Poisson arrival process for bursts (or equivalently, that

scheduling decisions are made at the instant a burst arrives, rather than at the time the

setup message arrives). It also implies optimal scheduling decisions, when in practice a fast

suboptimal algorithm may be used. Nevertheless, numerical results to be presented shortly

indicate that this model is quite accurate.

As a final note, the traffic intensity value for JET used in [19] (as well as other

studies) does not include the term TOXC , resulting in a lower value than the one in (2.3).

Since these studies ignore the OXC configuration time, their results underestimate the burst

loss probability of JET.

2.2.3 A Model of Horizon

Similar to JET, the length of a wavelength reservation in Horizon is equal to the

duration of a burst’s transmission plus the OXC configuration time TOXC . In order to

account for the “no-void-filling” feature of Horizon compared to JET, we let the mean

effective service time of bursts be equal to the mean wavelength reservation, 1/µ + TOXC ,

plus a quantity ∆ ≥ 0. In other words, we use the following value for the traffic intensity
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of Horizon:

ρ(Horizon) = λ

(

1

µ
+ TOXC + ∆

)

(2.4)

We first note that, when the values of the system parameters TOXC , Tsetup, and 1/µ are such

that no void filling is possible in the OBS network (refer to our discussion in Section 2.2.5),

then obviously, ∆ = 0 and Horizon has the same burst drop probability as JET. However, if

void filling is possible, then ∆ > 0, and the traffic intensity of Horizon is greater than that

of JET (refer to expression (2.3)), resulting in higher burst drop probability. Using ∆ > 0

in (2.4) implies that the effective service time of bursts is larger than under JET. This

increase in the effective service time of bursts has two consequences: first, voids become

smaller, and second, the “larger” bursts will not fit within the “smaller” voids. Therefore,

the essence of our approximation is to account for the lack of void filling by appropriately

increasing the effective service time of bursts, and in turn, the traffic intensity.

In Appendix A, we present an analysis to estimate the value of ∆ in expres-

sion (2.4). Finally, we note that some previous studies, including [19], ignore not only the

term TOXC in calculating the traffic intensity of Horizon, but also the additional term ∆

we use to account for the lack of void filling. Therefore, these studies clearly underestimate

the burst drop probability of Horizon.

2.2.4 A Model of JIT+

It is possible to obtain approximately the burst drop probability for JIT+ by

carrying out an analysis similar to that for Horizon. Specifically, we can obtain the traffic

intensity value as in (2.4), but replace ∆ with a new quantity ∆′ > ∆. The new larger

value ∆′ would account for both the lack of void filling and the limit of at most two delayed

reservations per wavelength. However, we have found that estimating the value of ∆′ using

analytical techniques is a complicated and difficult task. Therefore, we have decided to use

simulation to obtain the burst drop probability of JIT+.

2.2.5 Discussion

If we ignore the differences in the setup message processing time Tsetup(X) among

the four reservation schemes X, then, in general, JET will result in the lowest burst drop

probability, followed by Horizon, JIT+, and JIT. In practice, however, the relative perfor-
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mance of the three schemes depends on the actual values of certain system parameters.

Let X ≡ Y denote that reservation scheme X is equivalent to scheme Y (in the sense that

both result in the same burst drop probability), and X ≈ Y denote that schemes X and Y

result in approximately the same burst drop probability. Then, we can make the following

observations.

• TOXC > kTsetup ⇒ JET ≡ Horizon ≡ JIT+

Referring to (1.1), if TOXC is larger than the sum of setup message processing times,

then no void filling may take place. This is because one OXC configuration operations

is needed for a burst with a later setupmessage to fill a void created by a burst with an

earlier setup message, while the void is at most equal to kTsetup ≤ TOXC . Therefore,

JET reduces to Horizon in this case. Interestingly, if the above condition is true, a

wavelength cannot be reserved for more than two bursts at any given time. To see

this, refer to Figure 2.6. In order to have a third reservation under Horizon, the setup

message of the third burst (burst i + 2 in the figure) must arrive before the end of

the first burst (burst i in the figure) at time t4. However, it is clear from the figure

that the interval from time t4 to the time horizon t8 is at least equal to 2TOXC , i.e.,

it is greater than Toffset. As a result, any burst whose setup message arrives before

time t4 would be dropped by the OBS node. Consequently, Horizon (and JET) also

reduces to JIT+. This case is of practical interest because of the state-of-the-art in

OXC technologies in the foreseeable future.

• Minimum burst length +TOXC > kTsetup ⇒ JET ≡ Horizon ≡ JIT+

For similar reasons, if the minimum burst length plus the OXC configuration time

TOXC is larger than the sum of processing times, then (1) no void filling is possible,

and (2) at most two bursts can reserve a wavelength at any given time, hence both

JET and Horizon reduce to JIT+.

• Toffset = constant ⇒ JET ≡ Horizon

If the offset value is constant (rather than equal to the minimum value in (1.1)), then

no void filling is possible therefore JET reduces to Horizon. Note that a constant offset

value may be of practical importance. For example, rather than estimating the number

of hops to the destination in order to compute the minimum offset value according

to (1.1), it may be desirable to set the offset to a large value that can accommodate
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any source-destination pair; this is similar to setting the TTL of an IP packet to a

high value rather than one based on a given source-destination pair. Furthermore, if

alternate routing algorithms are used to reduce the burst loss probability, as has been

suggested in the literature, then the number of hops in the actual path may not be

easy to estimate; a large constant offset value might then be appropriate.

• (1/µÀ TOXC and 1/µÀ Tsetup)⇒ JET ≈ Horizon ≈ JIT+ ≈ JIT

If the mean burst size 1/µ is large relative to the values of TOXC and Tsetup, then

from (1.1), it is also large with respect to Toffset. As a result, there are few opportu-

nities for void filling or delayed reservations, and the performance of all four schemes

will be very similar. We can reach the same conclusion by observing that, in this case,

the traffic intensity value of JIT, JET, and Horizon (see (2.2), (2.3), and (2.4)) is

dominated by 1/µ, resulting in similar burst drop probabilities for the three schemes,

as well as for JIT+ whose performance lies between that of JIT and Horizon. Note

that TOXC and Tsetup represent the overheads associated with switching bursts in the

network. Therefore, it is reasonable to assume that, whatever the actual values of

these parameters, the mean burst length must be significantly larger, otherwise the

network will waste a large fraction of its resources on overhead operations rather than

on transmitting bursts, resulting in low throughput or high burst drop probability

regardless of the reservation scheme used.

• As a burst travels along its path, its offset value decreases by an amount equal to

Tsetup for each OBS node visited. As a result, inside the network, the offset value

becomes dominated by TOXC (refer to (1.1)), and all four reservation schemes will

have similar performance. Consequently, the JET or Horizon schemes may offer the

highest benefit at edge nodes, rather than inside the network.

2.3 Numerical Results

In this section we compare the JIT, JIT+, JET, and Horizon schemes in terms of

burst loss probability. In our comparison we consider both a single OBS node in isolation

(see Section 2.3.1) and a path of OBS networks with cross-traffic (Section 2.3.2). For the

single OBS node, we use the Erlang-B formula (2.1) with the appropriate traffic intensity



33

to obtain the burst loss probability. Since this formula is exact only for JIT, we also use

simulation for the other three reservations schemes to estimate the burst loss probability.

For the path OBS network, we used simulation only for all four reservation schemes. In

obtaining the simulation results, we have estimated 95% confidence intervals using the

method of batch means. The number of batches is 30, with each batch run lasting until at

least 120, 000 bursts are transmitted. However, we have found that the confidence intervals

are very narrow. Therefore, to improve readability, we do not plot the confidence intervals

in the figures we present in this section.

In our comparisons, we use six sets of values for the various system parameters,

as shown in Table 2.1. Scenarios 1 and 2 in the table correspond to TOXC and Tsetup(JIT )

values that reflect currently available technology. Specifically, we let TOXC = 10ms, a value

that represents the configuration time of existing MEMS switches [14], and Tsetup(JIT ) =

Tsetup(JIT
+) = 12.5µs, a value that corresponds to the processing time of JIT signaling

messages in our JITPAC controllers [4]. To the best of our knowledge, the JET and Horizon

schemes have not been implemented in hardware, therefore we do not have actual values

for Tsetup(JET ) or Tsetup(Horizon). Therefore, we estimate their values to be four and

two times, respectively, the value of Tsetup(JIT ), and we use these relative values for all

scenarios we consider. In particular, Tsetup(JET ) = 50µs, Tsetup(Horizon) = 25µs, for the

current scenario. We emphasize that while these values are only best guess estimates, we

have found that the relative performance of the four schemes is not significantly affected as

long as these values are a small multiple of Tsetup(JIT ).

In Scenarios 1 and 2, we use the same values of TOXC and Tsetup(X) for all four

reservation schemes X. The main difference between the two scenarios is that in Scenario 1

we let the mean burst size 1/µ = 5TOXC = 50ms, while in Scenario 2 we let 1/µ = TOXC =

10ms. As we noted in the previous section, the smaller the value of the mean burst size

relative to TOXC or Tsetup, the larger the fraction of time the OBS nodes spend on overhead

operations, and the lower the throughput; this result is borne out in the results we present

in this section.

Scenarios 3 and 4 in Table 2.1 correspond to projections regarding the state of OXC

and hardware processing technology in the near future (e.g., in 3-5 years). Specifically, we

let TOXC = 20 µs (an improvement of three orders of magnitude over the previous scenario)

and Tsetup(JIT ) = Tsetup(JIT
+) = 1 µs (an improvement of one order of magnitude). These

projections assume that the less mature OXC technology will improve faster than the more
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Table 2.1: Values of the system parameters for the various traffic scenarios used in the
performance comparison

State of Scenario 1/µ TOXC Setup time
Technology JIT (JIT+) Horizon(2JIT ) JET (4JIT )

Current 1 50ms 10ms 12.5µs 25µs 50µs
2 10ms 10ms 12.5µs 25µs 50µs

Near 3 100µs 20µs 1µs 2µs 4µs
Future 4 20µs 20µs 1µs 2µs 4µs

Distant 5 2.5µs 500ns 50ns 100ns 200ns
Future 6 500ns 500ns 50ns 100ns 200ns

mature hardware processing technology. The values of Tsetup(JET ) and Tsetup(Horizon)

relative to Tsetup(JIT ) are the same as above. Also, the difference between Scenario 3 and

Scenario 4 is that the mean burst size takes values equal to 5TOXC and TOXC , respectively.

Scenarios 5 and 6 represent projections regarding the state of the technology in

the more distant future. In this scenario, we assume that OXC configuration times will

improve to 500ns, and setup processing times for JIT and JIT+ will decrease to 50ns. The

relative values of Tsetup(JET ) and Tsetup(Horizon), as well as the values of the mean burst

size 1/µ are the same as in the previous pairs of scenarios.

In our study, we also assume that the number of hops in the path of a burst is

uniformly distributed between 1 and 10, and we calculate the offset using (1.1). The arrival

rate λ of setup messages is such that λ/µ = 32 for all scenarios. Finally, in the simulation,

we used the latest available unused channel (LAUC) algorithm [46, 47] in JET and Horizon

to select an available wavelength for an arriving burst; for JIT and JIT+, any of the available

wavelengths was selected with equal probability to transmit a new burst.

2.3.1 A Single OBS Node

The six Figures 2.9-2.14 plot the burst drop probability of JET, Horizon, JIT+,

and JIT, as the number W of wavelengths varies from 8 to 64, for the six scenarios listed in

Table 2.1, respectively. Recall that Scenarios i and i+1, i = 1, 3, 5, have the same values for

the system parameters, but use different mean burst lengths: for Scenario i we have that
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Figure 2.9: Single node performance comparison, Scenario 1 (current technology, 1/µ =
5TOXC)

1/µ = 5TOXC , while for Scenario i + 1 we have used 1/µ = TOXC . As a result, Scenario

i + 1 presents more opportunities for delayed reservations and void filling than Scenario

i, i = 1, 3, 5, which JET and Horizon can take advantage of. However, these opportunities

come at the expense of higher switching overheads relative to the mean burst size; hence,

we expect the overall burst drop probability to be higher in Scenario i+1 than in Scenario

i.

Because of the high value of the arrival rate λ relative to the mean burst size

(λ/µ = 32), the burst drop probability is high for up to W = 32 wavelengths. Under

Scenarios 1, 3, and 5 (Figures 2.9, 2.11, and 2.13), the burst drop probability decreases

dramatically for W = 64, and becomes zero for W = 128 (not shown in the figures). On the

other hand, the burst drop probability remains quite high (around 10%) under Scenarios 2,

4, and 6 (Figures 2.10, 2.12, and 2.14). This behavior is due to the high burst switching and

setup message processing overheads when the mean burst size is small relative to TOXC

and Tsetup. Consequently, these results indicate that, regardless of the values of TOXC and

Tsetup, the mean burst size must be significantly larger otherwise the network will suffer

either high burst drop probability or low utilization (if the offered load is reduced to yield
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Figure 2.10: Single node performance comparison, Scenario 2 (current technology, 1/µ =
TOXC)
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Figure 2.11: Single node performance comparison, Scenario 3 (near future technology, 1/µ =
5TOXC)
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Figure 2.12: Single node performance comparison, Scenario 4 (near future technology, 1/µ =
TOXC)
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Figure 2.13: Single node performance comparison, Scenario 5 (distant future technology,
1/µ = 5TOXC)
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Figure 2.14: Single node performance comparison, Scenario 6 (distant future technology,
1/µ = TOXC)

an acceptable burst drop probability).

In all six figures, we observe the good match between analytical and simulation

results for JET and Horizon, across all sets of values for the system parameters as well as

across the various values of W . More importantly, we observe that the burst probability

of the JET, Horizon, and JIT+ reservations schemes is very similar, and in most cases

identical. Under the odd-numbered scenarios, JIT has similar performance with the other

three schemes, except when the number of wavelengths increases beyond 32. Under the even-

numbered scenarios, on the other hand, the performance of JIT, which does not allow any

delayed reservations, lags that of the other three schemes, as expected. However, the fact

that the burst drop probability of JIT+ tracks that of JET and Horizon well, indicates that

it is possible to achieve good performance with a scheme of modest complexity, effectively

simplifying the design and operation of OBS nodes.

Overall, our results show that, for TOXC and Tsetup values corresponding to the

state of the technology today and in the foreseeable future, and for burst lengths that

are not dominated by the switching and processing overheads, there is little opportunity

for performing void filling or delayed reservations of more than two bursts on a given
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wavelength. As a result, the JIT+ scheme performs similarly to JET and Horizon, making

it a good choice for emerging OBS testbeds. On the other hand, we have found that JET

and Horizon perform better than JIT+ when the mean burst size is at least an order of

magnitude smaller than Tsetup and TOXC , in which case there is ample opportunity for

void filling and/or delayed reservations of multiple bursts. However, as we discussed in the

previous section, and as Figures 2.10, 2.12, and 2.14 illustrate, it is highly unlikely that OBS

networks will be designed to operate under such a scenario, since the high switching and

processing overhead would result in very high burst drop probabilities and low throughput.

2.3.2 A Path of an OBS Network

In order to compare the performance of the four wavelength reservation schemes

along a path of a network with cross traffic, we now consider the linear OBS network shown

in Figure 2.15. The network consists of k OBS nodes connected in a unidirectional linear

topology in which traffic flows from left to right only. Each OBS node (except Sk) serves

exactly N users that can transmit bursts. The traffic pattern in the linear network is as

follows. The N users of node S1 generate bursts whose destination is one of the nodes

S2 to Sk. The destination of a burst is uniformly distributed among S1 and Sk, thus the

number of hops in the path of a burst is also uniformly distributed between 1 and k − 1.

We will refer to the traffic generated from node S1 as through traffic. The N users of node

Si, i = 2, · · · , k − 1, generate bursts which travel along the link from node Si to node Si+1

and then leave the network, as illustrated in Figure 2.15. In calculating the offset for these

bursts, we also assume that the number of hops in their paths is uniformly distributed

between 1 and k−1. The traffic from node Si, i = 2, · · · , k−1, to node Si+1 will be referred

to as cross traffic.

In our experiments, we simulated a path network with k = 11 nodes. Our simula-

tion model accounts for the transmission of both setup messages and bursts, as well as for

the processing times and OXC configuration times at each OBS node. We used the same

scenarios and parameter values listed in Table 2.1, and we let the arrival rate λ of setup

messages be such that λ/µ = 32 for all scenarios.

Figures 2.16-2.21 plot the burst drop probability of the through traffic (i.e., traffic

from node S1 to all other nodes), in the path of Figure 2.15; each figure corresponds to

one of the scenarios listed in Table 2.1. Note that the burst drop probability in each of
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Figure 2.15: The linear OBS network

these figures is much higher than the corresponding figure of the previous subsection, since

the through bursts have to be switched by up to k = 10 nodes, at each node competing

with cross-traffic bursts for switching resources. We also note again that, under scenarios in

which the mean burst length is small relative to TOXC , the burst drop probability is higher

than scenarios in which the mean burst length is large, confirming our previous observations

regarding the desirable region of network operation. (For odd-numbered scenarios, the burst

drop probability for W = 128 wavelengths is zero.)

Regarding the relative performance of the four wavelength reservation schemes,

we again observe that JET, Horizon, and JIT+ have similar behavior across the different

scenarios and number of wavelengths. We also observe, however, that when the number of

wavelengths is not too large, JIT results in lower through burst drop probability than the

other three schemes. To explain this surprising result we carefully studied the simulation

results, and we found that the higher drop probability of JET, Horizon, and JIT+ is mainly

due to the loss of large numbers of through bursts whose destinations are close to the source

node S1. Note that through bursts that travel only a few hops have a short offset. It is

well-known that, for reservation schemes, such as JET, Horizon, and JIT, that allow delayed

reservations and/or void filling, a shorter offset for through bursts results in lower priority

with respect to competing cross-traffic bursts, hence higher drop probability [56]. On the

other hand, in JIT, it is the arrival time of the burst, not its offset length, that determines

whether the burst will be accepted or not. Consequently, the number of dropped through

bursts that have to travel only a few hops is significantly smaller than the other three

schemes, resulting in smaller overall burst drop probability when the number of wavelengths

is not very large; note that this counter-intuitive behavior of JET and Horizon has not been
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Figure 2.16: Path performance comparison, Scenario 1 (current technology, 1/µ = 5TOXC)
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Figure 2.17: Path performance comparison, Scenario 2 (current technology, 1/µ = TOXC)
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Figure 2.18: Path performance comparison, Scenario 3 (near future technology, 1/µ =
5TOXC)
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Figure 2.19: Path performance comparison, Scenario 4 (near future technology, 1/µ =
TOXC)



43

0.01

0.1

1

8 16 32 64 128

Bu
rs

t b
lo

ck
in

g 
pr

ob
ab

ilit
y

Number of wavelengths

JIT
JET

Horizon
JIT+

Figure 2.20: Path performance comparison, Scenario 5 (distant future technology, 1/µ =
5TOXC)
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observed before. When the number of wavelengths increases sufficiently, however, the other

three schemes exhibit better performance than JIT on a per-node basis and their through

burst drop probability is lower than that of JIT.

2.4 An analytical Model for OBS Networks

OBS networks share properties from both packet-switched networks and circuit-

switched networks, making it difficult to analyze using models developed for either of these

networks. The difficulty of the analysis is due to the following observations:

1. Though we can assume the overall traffic from users to an edge switch is Poisson, the

traffic from one switch to another may not be exactly Poisson.

2. Optical buffering is very expensive and difficult to be implemented.

3. Wavelength continuity constraint. When a burst arrives at a node, it may be dropped

if its wavelength in the destined output port is occupied, if no wavelength converter

is available at the time.

4. Separation of control and data messages.

5. A burst may occupy multiple links at the same time.

6. In circuit switching, the propagation of signaling messages is typically assumed to be

negligible compared to the call connection time. This is not true in OBS networks,

thus the propagation delay of signaling messages must be accounted for.

The first five properties distinguish OBS from packet switched networks and the

last property distinguishes OBS from circuit switched networks (particularly, wavelength

routed networks).

In this section, we develop an analytical model for OBS networks. As we discussed

in the previous sections of this chapter, an OBS switch can be modeled by an M/G/W/W

node, regardless of what wavelength scheme is used. In the model, we assume the burst

arrival time is the arrival time of its setup message, and the departure time of the burst

is the time that the last bit of data of the burst leaves the node. Further, we assume that

there is full wavelength conversion at every node.
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Table 2.2: Properties of Output Process of an M/G/W/W node

λ W p-value blocking probability

16 12 < 0.01 0.342421

16 16 < 0.01 0.176174

16 20 < 0.01 0.065708

16 24 > 0.15 0.014603

16 28 > 0.15 0.001857

32 28 < 0.01 0.211796

32 32 < 0.01 0.128790

32 36 0.0256 0.066885

32 40 0.1336 0.024961

32 44 > 0.15 0.007868

32 48 > 0.15 0.001926

Intuitively, an OBS network resembles more a packet-switched network than a

circuit-switched network. However, such a network, which consists of M/G/W/W nodes,

is very difficult to analyze, because the output process of a node is not Poisson, and we

cannot apply those methods developed in a normal packet switched network to analyze

it. Fortunately, as the number of wavelengths increases, it is becoming an M/G/∞ node

and it is well-known that the departure process of the node is Poisson. So, considering

an M/G/W/W node, when the number of wavelengths is sufficiently large, and the burst

blocking probability is small, we expect the output traffic to be approximately Poisson2.

We simulate burst traffic being forwarded by an M/G/W/W node, collecting the

results of the burst blocking probability and studying the departure process. As the in-

terval of a Poisson process is exponentially distributed, we use the Kolmogorov-Smirnov

method[15] to fit the interval of the departure process with exponential distribution, and

p-values are computed to represent the goodness of fit. The results are shown in Table 2.2.

The larger the p-value, the better the fit. Particularly, if the p-value is greater than 0.15,

we assume it is a good fit, while p-value less than 0.01 represents a bad fit. From Table 2.2,

we can find that when burst blocking probabilities are about 0.01 or less, the p-values are

greater than 0.15, which means exponential distribution is a good fit for the interval of

output bursts. So we can assume the output process is Poisson.

2If the burst blocking probability is zero, i.e., the number of wavelengths is always larger than the number
of coming bursts and the node is an BCMP type 3 service center [8], the departure process is exactly Poisson.
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Now let us study a three-node OBS network shown in Figure 2.22. There are three

nodes S1, S2 and S3, each has a number of users that can generate bursts requests. The

traffic from S1 (passing S2) to S3 is called traffic 1, and the traffic from S2 to S3 is called

traffic 2. The two traffics are both Poisson with arrival rate λ1 for traffic 1 and lambda2 for

traffic 2, respectively.

Let us denote the average effective burst service time is 1/µ, bi,j is the burst

blocking probability of traffic i in switch Sj . Figure 2.24 shows the burst blocking probability

of the network, from both simulation and analysis. In the analysis, b1,1 is computed following

the Erlang-B formula Erl(λ1/µ,W ), as described in the previous sections. Now we assume

traffic 1 to S2 is also Poisson, and its arrival rate is λ′1 = (1− b1,1)λ1, then the overall burst

blocking probability in S2 is given by Erl(λ′1/µ+ λ2/µ,W ).
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Figure 2.24: Simulation and Analytical result for a three-node OBS network, λ1 = λ2 = 16µ
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Figure 2.25: Simulation and Analytical result for a three-node OBS network, λ1 = 16µ,
λ2 = 8µ



48

0.001

0.01

0.1

1

12 16 20 24 28

Bu
rs

t b
lo

ck
in

g 
pr

ob
ab

ilit
y

Number of wavelengths

Traffic 1 in Switch 1, Analysis
Traffic 1 in Switch 1, Simulation

Overall Traffic in Switch 2, Analysis
Traffic 1 in Switch 2, Simulation
Traffic 2 in Switch 2, Simulation

Figure 2.26: Simulation and Analytical result for a four-node OBS network, λ1 = λ2 = 16µ,
λ3 = 8µ

In obtaining the simulation results, we have estimated 95% confidence intervals

using the method of batch means. The number of batches is 30, with each batch run lasting

until at least 160, 000 bursts are transmitted by one switch. However, we have found that

the confidence intervals are very narrow. Therefore, to improve readability, we do not plot

the confidence intervals in the figures we present in this section.

From Figure 2.24, we find the simulation and analytical results of b1,1 are very

similar, which confirms the results we presented in Section 2.3.1. When we assume traffic 1

to S2 is Poisson, b1,2 and b2,2 should be the same, however, when the number of wavelengths

is small (less than 24), b2,2 is greater than b1,2, and the results obtained by analysis is in

between.

We credit this phenomenon to the lack of Poisson property of traffic 1 to S2. (1)

Some bursts are dropped at S1. (2) None pair of bursts of traffic 1 will conflict in wavelength

in S2 (otherwise they should be overlapped transmitted through the same wavelength in S1,

which is impossible), which induces some kind of dependence among bursts, and we may

expect b1,2 is smaller than the analysis result3, and accordingly, b2,2 tends to increase due

3Extend to the extremity, suppose λ2 = 0, then there will be no burst loss of traffic 1 in S2
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to more wavelength resources occupied by traffic 1.

Figure 2.24 shows the results under the same system parameters, except that

λ2 = 8µ. We can see the same trend, except that the gap between b1,2 and the results from

analysis, as well as the gap between b2,2 and the result from analysis, are larger. This is

because traffic 1 to S2 is much heavier than traffic 2 to S2, so the burst blocking probability

of the traffic 1 tends to drop more from the analysis since more traffic can take the advantage

from the dependence.

Figure 2.26 shows the results of a four-node OBS network in Figure 2.23. The

blocking probability of traffic 3 in S3 and S2 are not in the figure since they are the same

with those of traffic 1 in S1 and S2, respectively. We can find the same trend, and we

also find the gaps are smaller than both in Figure 2.24 and Figure 2.25, which means the

analytical model fits the simulation better. We think this is because under the presence of

traffic 3, traffic 1 to S2 represents a smaller part of the overall traffic to S2, which means

an increase of independence among the bursts, so bursts of traffic 1 can take less advantage

from no wavelength conflict with their peers in traffic 1.

Thus we reach the following conclusions:

• If the burst blocking probability is very low in a certain switch, we can assume the

output process from this switch is Poisson.

• If none of the traffics from other switches to a certain output port of a switch takes

a great part of the overall traffic to the port, we can assume the overall traffic to the

port is Poisson.

Fortunately, in practice, it is reasonable to assume there are many users and

switches, who will forward bursts to a certain output port of a switch, so it is very un-

likely that a certain switch to switch traffic can dominate the overall traffic. And in OBS

networks, since a burst will carry a large amount of information, we may want to design the

network so that the burst blocking probability is small in every switch. So the two condi-

tions are naturally met. Following our assumption, the burst blocking probability in every

output port of every switch can be computed by the link decomposition method in [23].

Finally, we note the limitation of this analysis. First, it assumes the effective

service time of a burst will not change too much through the path4, however, it is not
4It does change. When a burst goes deeper into the network, its offset will shrink which might reduce its

effective service time in JIT and Horizon. However this change is usually small.
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true. For example, if a burst is dropped at one switch, and a reject message is forwarded

backward to notify the previous switches to release the resources taken by the burst, its

effective service time is reduced. Second, in Horizon and JET, bursts of different offsets

have different chances to be served [56, 18], so they have different blocking probability.

Therefore more research needs to be done to further the analysis of an OBS network.

2.5 Conclusion

We have presented a detailed analysis of the JIT, JET, and Horizon wavelength

reservation schemes for OBS networks, and we have introduced a new reservation scheme,

JIT+. We have also presented numerical results to compare the performance of the four

schemes in terms of burst drop probability under a range of network scenarios. Our work

accounts for the switching and processing overheads associated with bursts as they travel

across the network, and it provides new insight into the relative capabilities of the various

schemes. Our findings indicate that the simpler JIT and JIT+ reservation schemes appear

to be a good choice for the foreseeable future.
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Chapter 3

Performance of OBS Networks

with the Jumpstart JIT Signaling

Protocol

In this chapter, we use simulation to study a network of OBS nodes employing

the Jumpstart signaling protocol. Our objective is to study the performance of networks of

various topologies under the influence of important system parameters including the number

of wavelength converters, the signal propagation delay between a user and a switch, as well

as that between switches. Since, as we discussed in Section 2.4, such networks are generally

very difficult to analyze theoretically, we use simulation to study their performance.

3.1 The JumpStart Just-In-Time Signaling Protocol

We now discuss the aspects of the JumpStart just-in-time (JIT) signaling protocol

that are relevant to the simulation model of the OBS network. For a detailed description

of the protocol, the interested reader is referred to [5, 6].

Upon the arrival of a burst, a user first sends a setup message to its edge OBS
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Figure 3.1: Signaling messages between a user and its edge switch in the JumpStart JIT
protocol

node. The setup message carries information related to the burst transmission, including

the source and destination addresses. If the edge node can switch the burst, it returns

a setup ack message to the user. The setup ack message contains an offset field that

informs the user how long it should wait before transmitting its burst1. If, however, the

edge switch determines that there is a destination port conflict which prevents it from

switching the burst, it refuses the the setup message and returns a reject message to the

user. In this case, the user drops the burst, and it enters an idle period waiting for another

burst. When the next burst arrives, the user repeats the above process by transmitting a

new setup message to its edge switch.

The source may indicate the length of its burst transmission in the setup message.

This information is used by the OBS node to determine when to free the resources allocated

to the burst, in which case the node is said to employ estimated release. Alternatively, the

source may simply transmit a release message to indicate the end of its transmission. If

this explicit release feature is implemented, the OBS nodes free the resources allocated to

the burst upon receipt of the release message. Our study can take into account either

1We should note that the value of the offset field is not the same with the notation offset we defined in
section 1.4.
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explicit or estimated release, due to the inherent abstractions in the simulation model. The

sequence of messages exchanged between a user and its edge switch is shown in Figure 3.1;

if estimated release is used, then the release message at the bottom of Figure 3.1 is not

transmitted.

Figure 3.2 shows the flow of signaling messages within the OBS network for a

successful burst transmission. Once the edge switch decides to accept a setup message, it

returns a setup ack message to the user, and it also forwards the setup message to the

next OBS node in the path to the destination. Therefore, the setup message travels across

the network informing the switches on its path of the burst arrival. If no blocking occurs

along the path, the setup message eventually reaches the destination user; the data burst

follows shortly thereafter. Upon receipt of the setup message, the destination user may

optionally send a connect message to the originating user acknowledging the successful

connection. The connect message travels along the same path as the setup message, but

in the opposite direction.

If, upon receipt of a setup message, an intermediate switch determines that it

cannot switch the incoming burst, it returns a reject message to the previous node (the

one who sent the setup message), and it drops the burst. Upstream nodes receiving the

reject message free the switch resources allocated to the burst, and forward the message

along the reverse path back to the user transmitting the burst.

In our simulation, we explicitly model the transmission and processing of the

setup, setup ack, reject, and release messages exchanged between users and edge

switches, and between the OBS nodes, as well as the propagation delays involved. We

do not model the optional connect message, since it does not affect the performance of the

data plane of the network.

3.2 The Burst Traffic Model

As we discussed ealier, we assume that each user of the OBS network is connected

to an edge switch using a bidirectional fiber that carries the same set of W +1 burst wave-

lengths (one for transmitting signaling messages) in each direction. Each user is associated

with a burst arrival process. In this study, we assume that the burst arrival process is a

Poisson point process. A burst can be either long or short. The duration of a burst, whether
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Figure 3.2: JumpStart JIT signaling messages in the OBS network for a successful burst
transmission

short or long, is assumed to be exponentially distributed.

The burst arrival process of each user can be characterized completely by the

following four parameters: (1) the parameter λ of the Poisson point process (note that 1/λ

is the mean duration of the burst interarrival time); (2) the mean duration 1/µl of a long

burst; (3) the mean duration 1/µs of a short burst; and (4) the probability ps that a burst

is a small burst.

Since a customer may request either a short or a long burst with probabilities ps

and 1− ps, respectively, the burst size distribution is a two-stage hyper-exponential distri-

bution, as shown in Figure 3.3. It is well-known that this distribution can be represented by

a two-stage Coxian server [50]. As addressed in Chapter 2, the distribution of service time

will not influence the performance of the network in terms of burst blocking probability.

In Chapter 2, we found the distribution of the burst length has no inluence on

the burst blocking probability, and only the traffic intensity is important. However, in that

chapter, we only considered the process of setup message. In this chapter, we also need

to simulate other messages, particularly, the reject message. This message may cause an

upstream switch to releases a burst before it completes its transmission, thus its actual

service time is reduced. If the length of a burst is less than twice the switch-to-switch



55

1-p

p

s

s µ

µ

s

l

Figure 3.3: Hyperexponential server corresponding to the burst size distribution

signal propagation delay, when the reject message arrives at a switch to notify it that the

burst has been dropped by the downstream switch, the last bit of the data of the burst has

already left the switch. Thus the service time does not decrease. On the other hand, a very

long burst is possible to be released by a reject message originated by a switch many hops

away.

3.3 Simulations and Results

In this section we present simulation results of OBS networks with different topolo-

gies. The performance measure of interest is the burst drop probability, which is defined as

the probability that a burst transmission will be unsuccessful, i.e., that a burst is dropped

at some OBS node before it reaches its destination. We have used the method of batch

means to estimate 95% confidence intervals for all the simulation results we collected. In

our study, the number of batches was 30, with each batch run lasting until each switch

has transmitted at least 120,000 bursts. Since, however, we have found that confidence

intervals are very narrow, in order to improve the readability of the figures, we do not plot

the confidence intervals.

In Table 3.1, we list the OBS network parameters we varied in this study. In

all the simulations, we take the mean short burst duration 1/µs as the unit of time (i.e.,

1/µs = 1), and we express all other time quantities as multiples (or fractions) of this unit.

In this study, we assume that edge OBS nodes use the random wavelength assign-

ment policy to select a free wavelength for users to transmit their bursts.

In the next subsection we consider a simple linear OBS network to gain insight into
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Table 3.1: OBS network parameters

Parameter Description

W Number of burst wavelengths in a fiber link

C Number of converters per OXC

Tsetup(JIT ) Processing time of JIT messages at each OBS node

TOXC OXC configuration time at each OBS node

τ Link propagation delay (one-way)

λ Burst arrival rate per user (parameter of Poisson process)
1
µs

= 1 Mean duration of short bursts (the unit of time)
1
µl

Mean duration of long bursts

ps Probability that a burst is a short one

how the various network parameters affect the burst drop probability. Then, in Section 3.3.2

we study networks of more general topologies.

3.3.1 A Linear OBS Network

Figure 3.4 shows the OBS network we study in this section. The network consists

of four OBS nodes running the JumpStart JIT protocol. The nodes are connected in a

unidirectional linear topology in which traffic flows from left to right only. Each OBS node

serves exactly 2N users. Each user of the OBS network acts as either the source or the

sink of burst traffic, but not both. Specifically, all 2N users attached to switch S1 (the

leftmost one in Figure 3.4) generate burst traffic, but they do not sink any traffic. On the

other hand, all 2N users of switch S4 (the rightmost one in Figure 3.4) only act as traffic

sinks, they do not originate any bursts. Finally, exactly N of the users attached to each of

switches S2 and S3 (in the middle of the linear network) generate but do not receive traffic,

and exactly N users receive but do not generate traffic.

The traffic pattern in the linear network is as follows. The N users drawn to the

left of switch S1 generate bursts whose destination is one of the N users drawn to the right

of switch S4. Also, the N users drawn above switch Si generate bursts whose destination

is one of the N users drawn below switch Si+1, i = 1, 2, 3. The traffic from switch S1 to

switch S4 will be referred to as through traffic, while the traffic from switch Si to switch

Si+1 will be referred to as cross traffic. The objective of this study is to investigate the

burst drop rate of through traffic under the presence of cross traffic, and how it is affected
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Figure 3.4: The linear OBS network

by the traffic load and the values of various system parameters, including the number of

converters at each OBS node and the delays encountered at each switch (including message

processing and OXC configuration).

As we explained above, we let the mean short burst duration 1/µs = 1 in our

simulation, and we express all other time quantities in terms of this unit. In our simulation

experiments, we varied the values of the various parameters as follows.

• Number of wavelengths in each fiber, W = 128.

• Number of users per switch, 2N = 32.

• Number of converters per switch, C = 0, · · · ,W .

• User-to-switch delay is negligible.

• Switch-to-switch delay, τswitch = 5, 10, 20, 40, 80, 160, 320 units.

• OXC fabric configuration time, TOXC = 0.01, 0.1, 1 units.

• JIT message processing time at each OBS node, TJIT = 0.01, 0.1, 1 TOXC .

• Burst interarrival time at each user, 1/λ = 10 units.

• Mean long burst size, 1/µl = 100 units.

• Probability of short burst, ps = 0.8.
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The Effect of Wavelength Conversion

In this section we investigate how the degree of wavelength conversion at the OBS

nodes affects the burst drop probability. We use a large number of wavelengths to make the

reason for burst loss is mainly from the lack of wavelength converters instead of the lack of

wavelengths. And we use a fixed switch-to-switch propagation delay τswitch = 20 units.

Figure 3.5 plots the burst drop probability for both through traffic and cross traffic

in the linear network when the burst arrival rate of each user (that can generate bursts)

is λ = 0.15. For the through traffic, we show four different drop probabilities: the overall

drop probability, defined as the probability that a burst generated by the users of switch S1

is dropped anywhere in the path to its destination at switch S4, and the three switch drop

probabilities at switches S1, S2, and S3, defined as the probability that a burst arriving

at switch Si, i = 1, 2, 3, respectively, will be dropped by the switch. It is easy to see from

Figure 3.4 that no bursts are ever dropped at switch S4, therefore its switch drop probability

is zero. We also note that the arrival rate of through traffic bursts is different at the various

switches, since some bursts are dropped at upstream switches. Therefore, adding the three

switch drop probabilities does not yield the overall drop probability for the through traffic.

We make several observations from Figure 3.5. First, we see that when no con-

version is available (i.e., the number of converters C = 0 in the figure), the overall drop

probability of through traffic, as well as the drop probability of through traffic at switches

S2 and S3 is much higher (by four orders of magnitude) than the drop probability of through

(and cross) traffic at switch S1. We can even find the burst blocking probabilities of cross

traffic in switch S2 and S3 are both zero. This result can be explained as follows. Recall that

when it receives a setup message from a user, the edge switch checks for a free wavelength

at the desired output port. If no such wavelength exists, and since no conversion is available,

the switch sends a reject message to the user. If, however, one or more free wavelengths

are found, the edge switch selects one, say, wavelength w, using the random wavelength

assignment policy [61]. It then includes this wavelength in the setup ack message it re-

turns to the user, effectively instructing the user to transmit the burst on wavelength w; it

also reserves wavelength w on this output port so it cannot be used by other users. Since

the wavelength on which a user transmits is selected by the edge switch in this manner, a

user’s setup message is rejected if and only if all wavelengths on the desired output port

are busy transmitting other bursts. Since cross traffic bursts are 1-hop, so virtually they
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may be dropped at the edge switch only, it is expected that their drop probability will be

low, as the results in Figure 3.5 confirm. Similarly, the drop probability of through traffic

at its edge switch S1 is also low.

In fact, according to our previous analysis, the burst drop probabilities of cross

traffic and through traffic at S1, are decided (or approximated) by the Erlang’s blocking

formula. While the number of wavelengths is very large, i.e. 128, their drop probability

will become very small. Furthmore, since the overall input traffic to switch S1 is heavier

than those to switch S2 and S3, the burst drop propability of the cross traffic at the latter

switches are even smaller (going to zero).

On the other hand, since no converters are available, a through traffic burst can

only be switched by downstream nodes if and only if the same wavelength w is available

on the desired output port. Since this wavelength w may already be in use by a cross

traffic burst at the time the setup message for the through traffic burst arrives, the latter

may be rejected and the corresponding burst dropped. As a result, through traffic bursts

experience very high drop probability at switches S2 and S3 (as well as overall), while cross

traffic bursts experience very low drop probability at the same switches. In fact, because

of the very low drop rate of cross traffic bursts, more of them are admitted in the network,

causing many through traffic bursts to be dropped, which in turn allows more cross traffic

bursts to be successful, and so on, driving the drop probability of through traffic to very

high levels.

The second observation we make from Figure 3.5 is that if converters are available

at each OBS node, the drop probability for through traffic (both overall and at switches

S2 and S3) is dramatically lower than with no converters, while the drop probability for

cross traffic (and for through traffic at switch S1) is higher. To explain this result, note

that when employing converters, an intermediate switch has greater flexibility in accommo-

dating through traffic bursts: a burst arriving on wavelength w can be switched as long as

wavelength w is free on the desired outgoing port or if there is at least one available con-

verter to convert the wavelength to another one that is free on the output port. In essence,

each intermediate switch can now select the outgoing wavelength of a burst, similar to the

manner in which the edge switch selects the wavelength on which a user initially transmits

a burst. As a result, compared with the no-converter case, fewer through traffic bursts are

dropped at intermediate nodes, significantly decreasing the drop probability of such bursts.

Not dropping these through traffic bursts means that the output ports of all switches remain
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occupied by these bursts for longer periods of time, therefore, the drop probability for cross

traffic bursts tends to increase with the number of converters.

From Figure 3.5 we also see the law of diminishing returns in action. As we increase

the number of converters from zero to 4, the drop probability of through traffic at switch

S2 decreases dramatically, but additional converters have a smaller effect2. Actually it

sometimes increases. The reason for this is that when the number of wavelength converters

increases, the burst drop probability of through traffic in switch S3 decreases. Let us recall

when S3 decides to block a through burst, it will send back a reject message to S2, and the

latter will terminate the service of the burst (though it has already accepted this burst) to

enhance efficiency3. So, when burst drop probability at S3 decreases, S2 has less chance to

“reduce” the service time of bursts and this will incur a higher utilization and hence cause

a higher burst blocking probability. This reason can also explain that when number of

wavelength converters increases, the through (and cross) traffic burst blocking probability

at S1 increases. And we expect, when the switch to switch delay increases, the increase in

burst blocking probability will become less obvious. And this will be shown in the following

subsection.

We can find a “strange” observation that when the wavelength converters are used,

the through traffic burst blocking probability at switch S2 is less that at switch S3. It is

counter-intuitive since the overall traffic input to S2 and going out through the link S2S3,

which is the aggregation of through traffic coming from S1 and cross traffic from users of

S2, should be larger than the overall traffic input to S3 and going out through link S3S4,

which is the aggregation of through traffic coming from S2 and cross traffic from users of

S3. The loads of the cross traffic components of these two traffics are similar, however the

through traffic output from S1 should be larger than that from S2. This means that S3 has

less traffic to link S3S4 than traffic at S2 to link S2S3, while it has a larger through burst

blocking probability. And this becomes more confusing when we observe that the cross

traffic burst blocking probability of S3 is less than that of S2. We also ascribe the results

to the reject message, and will explain it in detail in the next subsection.

Figures 3.6-3.8 are similar to Figure 3.5, but correspond to lower burst arrival

rate, namely 0.1, 0.08, and 0.05, respectively. We should note that all the cross traffic

has zero burst blocking probability in our simulation, and the burst blocking probability of

2S3 also has such a critical point except the number of converters is 60.
3In JIT, service time includes offset and transmission.
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Figure 3.5: Burst blocking probability, Tsetup(JIT ) = 0.01,TOXC = 1,λ = 0.15

through traffic in switch S1 is also zero. So they are not shown in the figures for the sake

of readability.

As we can see, as the burst arrival rate decreases from 0.15 to 0.05, all burst drop

probabilities decrease. However, the relative behavior of the various curves as the number

of converters increases is very similar to that that in Figure 3.5, and can be explained in a

similar manner.

The Effect of Switch to Switch Delay

In our previous experiments, we assume that switch-to-switch propagation delay

τswitch does not have any significant effect on the burst drop probability in the network.

This is justified by the fact that, since both the JIT signaling messages and the data bursts

propagate at the same speed of light and traverse the same links, the propagation delay does

not affect the amount of time that bursts occupy network resources. Therefore, throughout

the previous study, we use the value τswitch = 20 in our simulations.

However, in the Jumpstart protocol, when a switch can not accept a burst, it will
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1e-06

1e-05

0.0001

0.001

0.01

0.1

1

0 4 8 12 16 20 24 28

Bu
rs

t b
lo

ck
in

g 
pr

ob
ab

ilit
y

Number of wavelength converters

Through traffic, overall
Through traffic, S2
Through traffic, S3

Figure 3.7: Burst blocking probability, Tsetup(JIT ) = 0.01,TOXC = 1,λ = 0.08
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Figure 3.8: Burst blocking probability, Tsetup(JIT ) = 0.01,TOXC = 1,λ = 0.05

send back a reject message to its upstream switch. So the latter will release the resource

it assigned to that burst to enhance the efficiency.

As we mentioned in Section 3.3.1, in Figure 3.5 the through traffic burst blocking

probability at S2 is lower than that at S3 when the number of wavelength converters is not

large enough. We believe that the main reason for this phenominon is the reject messages.

In Figure 3.9, we show the results using the same values for the system parameters with

those of Figure 3.5 except that the switch to switch delay is 320 units. This delay is rather

long so that when a downstream switch decide to reject a burst, and it sends back a reject

message to its upstream switch, due to the long switch to switch delay, this message will

arrive at the upstream switch after the burst has already been transmitted by that switch.

This will make reject messages help little in performance. In Figure 3.9, we find the

through traffic burst blocking probability at S2 is always higher than that at S3. As a

comparison, in Figure 3.10, we show the results in the situation that no reject message

is used, and we find these results are similar to those of Figure 3.9, so our proposition is

justified.

Furthermore, in Figures 3.11-3.13, we show the overall through traffic burst block-



64

1e-06

1e-05

0.0001

0.001

0.01

0.1

1

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72

Bu
rs

t b
lo

ck
in

g 
pr

ob
ab

ilit
y

Number of wavelength converters

Through traffic, overall
Through traffic, S1
Through traffic, S2
Through traffic, S3

Cross traffic, S1
Cross traffic, S2
Cross traffic, S3

Figure 3.9: Burst blocking probability, Tsetup(JIT ) = 0.01,TOXC = 1,λ = 0.15,τswitch = 320
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Figure 3.13: Through traffic burst blocking probability at switch S3, Tsetup(JIT ) =
0.01,TOXC = 1,λ = 0.15

ing probability and through traffic burst blocking probability at switch S2 and S3, respec-

tively, under the variance of switch to switch delay. As we find, although the blocking

probability at S2 increases dramatically with the increase of τswitch (when the number of

wavelength converters is not big enough), the burst blocking probability at S3 decreases

continuously, thus the overall blocking probability changes little. And we also observe that

the overall burst blocking probability in different τswitch are close to the upper bound, where

no reject message is used. So we may expect that the variance of the switch to swich delay

does not have great influence on the overall performance since its influence on one node may

be canceled by its influence on another node.

The Effect of Message Processing and OXC Configuration Delays

We now investigate the effect of the message processing delay Tsetup(JIT ) and the

OXC configuration delay TOXC on the burst drop probability of through traffic. Recall

from expression (1.1), that these two parameters determine the value of the burst offset.

As we described earlier, the offset is included in service time in JIT. Thus we expect that
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large offset values (i.e., large values of Tsetup(JIT ) and TOXC) will have a negative effect

on burst drop probability, since switches must reserve resources for a large period of time

relative to the burst size.

In Figures 3.14 and 3.15 we plot the burst drop probability of through traffic in

the linear network shown in Figure 3.4, against the values of Tsetup(JIT ) and TOXC . For

simplicity, we let Tsetup(JIT ) = 0.01TOXC , and we vary the value of TOXC from 0.01 units

to one unit of time. We show three different curves in each figure, each corresponding to a

different burst arrival rate of one user. Figure 3.14 shows results for C = 8 converters per

switch, while Figure 3.15 shows results for C = 12 converters.

The results in Figures 3.14 and 3.15 confirm the above observations. As we can

see, the values of the drop probabilities increase as the value of TOXC increases from 0.01 to

1, reflecting the larger amount of time that resources are reserved for each burst (and thus,

are unavailable to other bursts) due to larger offset values. However, as TOXC increases

from 0.01 to 0.1, there is only a slight increase in burst drop probability. This result is

due to the fact that for such small values of TOXC , the offset is only a small fraction of

the average burst size (recall that the unit of time is equal to the mean duration of short

bursts). Therefore, the additional amount of time that resources are reserved (wasted) at

each switch is small relative to the actual burst size. However, as TOXC increases to 1 or

beyond, the offset value becomes comparable to the average burst size, and thus, resources

are reserved for amounts of time much larger than the burst length, leading to inefficient

utilization of network resources and poor performance. We observe that this behavior is

consistent across a wide range of load values, as well as for different degrees of conversion.

Overall, the results in Figures 3.14 and 3.15 suggest that the Jumpstart JIT proto-

col has good performance as long as the values of the message processing delay, Tsetup(JIT ),

and the OXC configuration delay, TOXC , are kept small compared to the average burst size.

3.3.2 OBS Networks of General Topologies

In this section, we present the simulation results for two 16-node OBS networks.

The nodes of the first network are arranged in a regular topology, namely, a 4×4 torus, while

the second network has the topology of the NSFNet. In this study we consider shortest path

routing. When an OBS node receives a setup message, it checks to see if it can forward

the corresponding burst over the output port on the shortest path to the destination. Here,
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Figure 3.16: The 4× 4 torus network

“shortest path” refers to the one with the minimum overall delay; if there are multiple

such paths, one is selected arbitrarily and is used for all communication between the given

pair of nodes. If the selected shortest path is available, then the node proceeds with the

burst transmission. Otherwise, it drops the burst without considering alternate paths to

reach the destination. In this simulation, we set the number of users 32 and the number of

wavelengths 128, and we use the random wavelength assignment policy [61].

The 4× 4 Torus Network

We consider the 4×4 torus network shown in Figure 3.16. Each switch is connected

to four neighbors using bidirectional fibers, each capable of carrying W burst wavelengths

(plus the control wavelength). We also assume that each switch serves a number of users,

and acts as an edge node for these users. The traffic pattern we used is a symmetric one,

and is such that: (i) each switch has the same number of users attached to it; (ii) each user

of each switch generates burst at the same rate; and (iii) the destination switch of a burst

generated by a user attached to switch i is equally likely to be any of the fifteen switches

other than i.
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In Figures 3.17, we plot the drop probability of all the bursts originating at users in

this network, against the number C converters at each switch. (Recall that the wavelength

converters are shared among all output ports of a switch, as shown in Figure 1.3.) For

the results in Figure 3.17, the burst arrival rate at each user was set to 0.15. For these

simulation experiments, we let the OXC configuration delay, TOXC be 1 unit, the message

processing delay Tsetup(JIT ) be 0.01TOXC . The switch-to-switch propagation delay is 20

units, and the user-to-switch propagation delay τuser is neglected. We note that, for the

4 × 4 Torus network shown in Figure 3.16, the shortest path between any two nodes can

have 1-4 links. For instance, consider switch S1. Its immediate (one-hop) neighbors are

switches S2, S4, S5, and S13; its two-hop neighbors are S3, S6, S8, S9, and S14; its

three-hop neighbors are S7, S10, S12, and S15; and its four-hop neighbors are S11 and

S16. Therefore, in Figures 3.17 we present four curves, each curve corresponding to the

drop probability of bursts with a path length equal to one of the four possible values, one

through four.

From Figure 3.17, we observe that the burst drop probability strongly depends on

the length of the path that the burst has to travel. More specifically, the shorter the path

(according to the number of hops), the lower the probability that the burst will be dropped

at some switch along the path. While this result is expected, we note from the figure that

the difference between the drop probability of bursts whose shortest path is one hop and

that of bursts whose shortest path is four hops can be more than one order of magnitude.

We also see a dramatic decrease in burst drop probability as the number of con-

verters increases, consistent with our observations of the linear network in the previous

section.

Figure 3.18 is similar to Figure 3.17, except that burst arrival rate of each user

is lower (0.1 instead of 0.15). As a result, the burst drop probabilities are lower than the

corresponding ones of Figure 3.18. However, the relative behavior of the curves in the two

figures is very similar.

Finally, in Figure 3.19 we show the effect of the message processing delay Tsetup(JIT )

and the OXC configuration delay TOXC on the drop probability of bursts whose paths are

four hops long. For simplicity, we let Tsetup(JIT ) = 0.01TOXC , as previously, and we plot

the burst drop probability as the value of TOXC varies from 0.01 units to one unit of time.

We show two different curves in the figure, one for a burst arrival rate per user 0.15, and

one for a rate of 0.1. The number C of converters in this experiment is set to four.
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Figure 3.17: Tsetup(JIT ) = 0.01TOXC , TOXC = 1, λ = 0.15
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Figure 3.19: Burst drop probability of 4-hop paths, C = 4 converters

As we can see, increasing the value of TOXC results in an increase in the burst drop

probability. This increase reflects the larger amount of time that resources are reserved for

each burst due to the larger offset values. The increase in burst drop probability is small

as TOXC increase from 0.01 to 0.1 units; for these small values, the offset length is small

compared to the burst length. However, as TOXC increase to one unit and beyond, the offset

length becomes comparable to the burst length, and the burst drop probability increases

accordingly. This behavior is consistent to that of the linear network (refer to Section 3.3.1.

The NSFNet

We now present simulation results for the irregular topology shown in Figure 3.21.

This 16-node topology was obtained by augmenting the 14-node NSFNet topology through

the addition of two fictitious switches, switch S1 and switch S16 in Figure 3.21, to capture

the effect of NSFNet’s connections to Canada’s communication network, CA*net. In the

resulting topology, the maximum length of a shortest path between any pair of nodes is

equal to five hops. In simulation, the unit of time is chosen as 100µs.
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Figure 3.20: Burst drop probability of 4-hop paths, C = 100 converters

Figure 3.22 plots the drop probability of bursts against the number C of converters

at each switch. Each of the five curves in the figure corresponds to the drop probability

of bursts with a path length equal to one of five possible values, one through five. The

behavior of the five curves is very similar to that of Figure 3.17 for the Torus network. In

particular, we observe the dependence of drop probability to the length of a burst’s path,

as well as a similar decrease in drop probability as the number of converters per switch

increases.

Finally, Figure 3.23 illustrates the effect of Tsetup(JIT ), and TOXC on the drop

probability of bursts whose paths are five hops long, when the number of converters is

C = 4. As in Figure 3.19, we let Tsetup(JIT ) = 0.01TOXC , and we let the value of TOXC

vary from 0.01 units to one unit of time. As before, we observe that an increase in TOXC

results in an increase in the burst drop probability. This increase is small when TOXC

increases from 0.01 to 0.1 units. However, for values of TOXC equal to or larger than one

unit, the increase in burst drop probability becomes significant, as expected.
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Figure 3.21: The 16-node topology based on the 14-node NSFNet

3.4 Conclusions

We have developed a simulation model of an optical burst switching network run-

ning the Jumpstart Just-In-Time signaling protocol. We have used the model to study the

performance of various network topologies in terms of burst drop probability, and to in-

vestigate the effects of several system parameters, including message processing time, OXC

configuration delay, and propagation delay.

We found that when the message processing time and the OXC configuration delay

are small, they do not have great influence on the performance of the network in terms of

burst blocking probability. We also found the switch-to-switch delay does influence the

performance, however, its influence on different nodes of the network tends to cancel each

other. Finally the number of wavelength converters deployed at each node is an important

factor.
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Chapter 4

Wavelength Assignment in OBS

Networks

In this chapter, we study wavelength assignment problem in OBS networks. A

fundamental assumption underlying most studies of optical burst switched (OBS) networks

is that full wavelength conversion is available throughout the network. The existence of

wavelength conversion capability at optical switches has a profound effect on the perfor-

mance of an OBS network, since it removes the wavelength continuity constraint. Without

wavelength conversion, a switch can forward an incoming burst to an output port if and only

if the wavelength carrying the burst is available (free) on the output port. Otherwise, wave-

length contention arises and the incoming burst is dropped. By allowing a switch to forward

an incoming burst to an output port as long as the port has at least one free wavelength,

full wavelength conversion eliminates the wavelength continuity constraint altogether, and

improves significantly the performance of the OBS network. Currently, wavelength con-

verters are expensive and complex devices, and this state of affairs is expected to continue

in the foreseeable future. Therefore, it is widely expected that any wavelength conversion

capabilities in the optical network will be limited and only sparsely deployed [34]. This

observation has two important consequences. First, any performance studies relying on the

assumption of full wavelength conversion will underestimate the burst drop probability in
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the network, possibly by a substantial factor, and may also fail to correctly identify the real

behavior and dynamics of the network. Second, the absence of (full) conversion necessitates

the development of good and efficient wavelength assignment policies. Such policies are

even more important in OBS networks than in wavelength routed (circuit-switched) optical

networks, due to the fact that in the former, a burst is transmitted without first reserving

resources along the path. Therefore, a burst may be dropped at any intermediate switch

along its path, even as it enters its last hop before the destination, resulting in substantial

waste of network resources.

Although there is a substantial amount of research addressing the wavelength

assignment problem in circuit-switched optical networks (for instance, refer to [61] and ref-

erences thereof), the same problem has received little attention in the context of OBS net-

works. Recently, a priority-based wavelength assignment (PWA) algorithm was presented

in [42]. Another recent work presented an algorithm to reduce wavelength contention in

the OBS network by using some information regarding the routing paths [30]. Although

these studies represent a step in the right direction, we feel that the issue of wavelength

assignment in OBS network has not been adequately addressed, and that much remains to

be done in order to develop a good understanding of the problem in all its aspects.

In this chapter, we attempt to fill this gap by presenting a comprehensive study

of wavelength assignment in OBS networks. Specifically, we develop a suite of wavelength

selection policies and we evaluate their relative performance in terms of both burst drop

probability and fairness with respect to burst path lengths. Our policies attempt to alleviate

the effects of wavelength contention by using the wavelength dimension to isolate traffic from

different sources that uses overlapping paths through the network. We present two methods

to achieve traffic isolation: the first is based on traffic engineering approaches that take into

account the network topology and the routing paths to reduce wavelength contention though

traffic isolation, while the second uses adaptive selection strategies that respond to feedback

from the network. We also show that by appropriately combining the two methods we can

achieve substantial improvement in performance.

Traffic engineering is proposed originally in TCP/IP, and used with multiprotocol

label switching (MPLS), to make use of the network resource in an efficient way, to avoid

unnecessary congestion in the network [37, 45]. Generalized MPLS (GMPLS) extends traffic

engineering beyond packet switched networks [7], and it can be adopted to the domain of

optical networks. So far, most of research of traffic engineering in optical networks is done
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in circuit switched WDM networks, and in routing and system management [26], traffic

grooming [60], and restoration [13]. However, few works of traffic engineering have been

done on OBS.

The next section discusses our main assumptions regarding the OBS network we

study. In Section 4.2, we explain why conventional wavelength assignment schemes are not

appropriate for OBS networks, and we develop a traffic engineering approach to achieve

traffic isolation. In Section 4.3, we present a number of adaptive, priority-based wavelength

assignment schemes, and we show how to combine them with the traffic engineering ap-

proach. We present the results of an experimental study of the performance of the various

wavelength assignment policies in Section 4.4, and we conclude the chapter in Section 4.5.

4.1 The OBS Network Under Study

We consider an OBS network with N switches, interconnected in a general topol-

ogy. Each link in the network can carry burst traffic on any wavelength from a fixed set

of W wavelengths, {λ1, λ2, · · · , λW }. The network switches employ the JIT reservation

scheme [43] and the associated Jumpstart signaling protocol [5, 4] for JIT OBS networks.

We emphasize, however, that the wavelength assignment policies we develop and evaluate in

this work are independent of the specifics of the reservation protocol, and can be deployed

alongside either the JET [33] or the Horizon [39] reservation schemes.

We assume that there are no wavelength converters in the OBS network; we em-

phasize, however, that our work can be extended to OBS networks with sparse conversion

capabilities. A switch wishing to transmit a burst selects a free wavelength on the outgoing

link for the transmission. The optical signal carrying the burst must then remain in the

same wavelength on all the links along the path to the destination, unless an intermedi-

ate switch is capable of wavelength conversion. A wavelength contention arises when two

bursts, which overlap in time, arrive at a switch on the same wavelength and need to use

the same output port (outgoing link). We assume that switches have no buffers (electronic

or optical) to store bursts; therefore, if the switch does not have any wavelength converters,

one of the overlapping bursts is dropped. Consequently, wavelength selection at the source

of the burst will critically affect the performance of the network in terms of burst drop

probability.
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The set of rules used by a switch in selecting the wavelength on which to transmit

a burst define a wavelength assignment policy. Wavelength assignment is a hard problem

that has been studied extensively in the context of wavelength routed networks [61]. Since

wavelength assignment decisions must be made in real time, an efficient implementation

approach is to have each switch order the W wavelengths in a wavelength list. When a

switch has a new burst to send, it starts at the top of the list and transmits the burst on

the first wavelength that is free on the desired outgoing link. Typically, all switches in the

network will use the same policy (rules) to order the wavelengths. However, if the policy

rules use information on the state of the network to rank wavelengths, the wavelength list

at any given time may be different at various switches; furthermore, the wavelength list

at a given node may change with time. This operation may result in different choices in

wavelength assignment at various switches, and over time at the same switch. We also

note that, a wavelength assignment policy is fully defined by describing the set of rules the

network switches use to rank wavelengths.

We can classify wavelength assignment policies as adaptive or non-adaptive. In

adaptive policies, the rules for ordering wavelengths take into account the network and traffic

dynamics, hence, the order in which a given switch considers the wavelengths in search of

a free one may change over time. In non-adaptive schemes, on the other hand, the order in

which wavelengths are considered by each switch is neither dependent on, nor determined

by, the prevailing network conditions. We emphasize that the rules of a non-adaptive policy

may dictate a different wavelength list at different switches, or even a different ordering of

wavelengths at a given switch over time; however, the rules must be independent of the

network dynamics, although they may depend on certain properties of the network, such as

topology or routing, that change at longer time scales.

Adaptive wavelength assignment policies depend on feedback from the network in

order to adapt their rules to reflect the state of the network. This feedback can take many

forms, depending on the specifics of the signaling protocol and the implementation details.

The Jumpstart signaling protocol for JIT OBS networks [5, 4] provides such feedback in the

form of two messages. The setup ack message is returned to the source of a burst by the

destination switch, and indicates that the burst transmission was successful. The reject

message is sent to the source of a burst by an intermediate switch when the latter is forced

to drop the burst; certain fields of the reject message indicate the reason for dropping

the burst, e.g., “destination unreachable” or “output port unavailable.” As a result, the
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source of a burst can determine whether the burst is successfully received or dropped, and in

the latter case, where the drop occurred and whether the cause was wavelength contention.

Some of the wavelength assignment policies we develop in this work rely on similar feedback

from the network to adapt their rules.

In this chapter, we only consider the wavelength assignment problem. For sim-

plicity, we assume fixed-path routing, in that all bursts between a source-destination pair

follow the same path. Our work does not preclude changes in the routing paths, however,

we make the reasonable assumption that any such changes take place at time scales signifi-

cantly longer than the diameter of the network. Also, although we do not assume alternate

routing, it is possible to modify the policies we develop to work when multiple paths are

available between each source-destination pair.

4.2 Non-Adaptive Wavelength Assignment Schemes

4.2.1 First-Fit and Random

The First-Fit and Random wavelength assignment schemes are well-known and

have been extensively studied in the context of wavelength routed networks [61]. We con-

sider them here as baseline policies for comparing against the new schemes we develop.

In First-Fit, the W wavelengths are labeled arbitrarily and are listed in increasing

order of label value, say, λ1, λ2, · · · , λW . This order is identical at all network switches,

and remains unchanged throughout the operation of the network. When a switch wishes

to select a free wavelength for transmitting its burst, it searches the wavelength list in

this order, until either a free wavelength is found and assigned to the burst, or the list is

exhausted (in which case, we assume that the burst is dropped).

The Random wavelength assignment policy works as follows. We assume that

each switch maintains a list of the wavelengths that are busy on each of its outgoing links.

Suppose that at a given time, a switch needs to select a wavelength for a burst whose

outgoing link has W ′ free wavelengths, W ′ ≤ W . If W ′ = 0, the switch drops the burst;

otherwise, it randomly allocates one of the W ′ free wavelengths to the burst. Note that

this policy is within the class of policies we described in the previous section: each time a

switch needs to make a selection, it lists the W wavelengths in some arbitrary order, and
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picks the first free wavelength in the list. However, this is a non-adaptive policy since the

order is independent of the network state.

It is known that, in wavelength routed (i.e., circuit-switched) networks, where

wavelength assignment decisions are based on complete knowledge of wavelength availabil-

ity along the links of the path, First-Fit minimizes wavelength fragmentation and, hence,

performs significantly better than Random in terms of blocking probability [61]. First-Fit

is also simple to implement and does not require the exchange of any information among

network switches regarding wavelength usage statistics.

However, in OBS networks, a switch must select a wavelength without any knowl-

edge of the instantaneous wavelength occupancy of the links along the path. In this context,

the First-Fit policy may in fact result in poor performance in terms of burst drop prob-

ability. In order to illustrate the problems associated with the First-Fit policy in OBS

networks, consider the simple network shown in Figure 4.1. In this network, switches S1

and S2 transmit bursts which must travel over the common link e3. The switches make

wavelength assignment decisions using only local information, without any knowledge of the

state of the link e3
1. Since both switches search for a free wavelength in the same order,

it is highly likely to pick the same wavelength, causing one of the bursts to be dropped at

switch S3. With the Random policy, on the other hand, the probability that both switches

will select the same wavelength for the transmission is lower, leading to better performance.

The performance results we present in Section 4.4 confirm this intuition; in fact, our study

indicates that First-Fit is the worst policy by far, while Random performs significantly

better in relative terms.

4.2.2 First-Fit-TE: Combining First-Fit and Traffic Engineering

We now present a modified version of the First-Fit wavelength assignment policy

which is designed to overcome the shortcomings of the conventional First-Fit policy in OBS

networks. In order to motivate our approach, let us return to the scenario depicted in

Figure 4.1, and assume again that the W wavelengths on each link are labeled λ1, · · · , λW .

It is not difficult to see that, among all wavelength assignment policies that use only local

information at switches S1 and S2, the following policy would minimize the burst drop

1Note that, due to the relatively short duration of bursts, any information that switches S1 and S2 may
have regarding the state of link e3 may already be out-of-date by the time they receive it; therefore, such
information will not be useful in making wavelength assignment decisions.
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Figure 4.1: First-Fit results in high burst drop probability at Switch S3

probability at switch S3:

• One of the two switches (say, S1) uses the First-Fit policy, and searches for a free

wavelength in the order λ1, λ2, · · · , λW .

• The other switch (say, S2) also uses the First-Fit policy, but searches for a free wave-

length in the reverse order λW , λW−1, · · · , λ1.

This policy minimizes the burst drop probability at switch S3 because switches S1 and S2

will select the same wavelength (and thus, a burst will be dropped at switch S3) if and only

if all other wavelengths are busy transmitting bursts. In contrast, other policies using only

local information at switches S1 and S2 (e.g., Random, conventional First-Fit, etc.) might

select the same wavelength at both switches even while other wavelengths are free.

While it is straightforward to identify the optimal wavelength assignment policy

for the simple network of Figure 4.1, determining the optimal policy for a large network

with a general topology is a difficult and complicated task. Therefore, we now present a new

wavelength assignment policy that is similar to First-Fit, but uses information regarding

the network topology and routing paths to improve upon conventional First-Fit in terms

of the burst-drop probability; we will refer to this new policy as First-Fit-TE, where “TE”

stands for “traffic engineering.”

Consider an OBS network with general topology. The network consists of N

switches, and each link can carry W wavelengths. The W wavelengths are labeled arbitrarily

as λ1, · · · , λW , and this order is fixed and known at all N switches. Each switch Si, i =

1, · · · , N , is assigned a start wavelength, start(i) ∈ {λ1, · · · , λW }. The value of start(i)

is determined using a traffic engineering approach we describe shortly, and remains fixed
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throughout the operation of the network2. Furthermore, it is possible that two different

switches, Si and Sj , j 6= i, be assigned the same start wavelength, start(i) = start(j).

The First-Fit-TE wavelength assignment policy at switch Si, i = 1, · · · , N , operates

as follows:

• When the switch has a new burst to transmit, it searches for a free wavelength in the

order:

λstart(i), λstart(i)+1, · · · , λW , λ1, · · · , λstart(i)−1.

• The switch transmits the burst on the first free wavelength found, and drops it if all

W are found busy.

In other words, each switch follows a First-Fit policy, but, unlike the conventional First-Fit

scheme that requires all nodes to use the same search sequence, under First-Fit-TE, the

starting wavelength of the search sequence can be different for different switches.

Let d(i, j) denote the distance between the start wavelengths of the two switches

Si and Sj in the sequence λ1, · · · , λW :

d(i, j) = start(j)ª start(i)

where ª denotes subtraction modulo-W . We note that, when the network is not heavily

loaded, the wavelengths on which a switch Si transmits its bursts will be close to its start

wavelength start(i). Therefore, the main idea behind the First-Fit-TE policy is to assign

a start wavelength to each switch in the network in such a manner that, the higher the

“interference” among bursts originating at two switches Si and Sj , the higher the distance

d(i, j) between the start wavelengths of the two switches. In this context, we use the notion

of “interference” as a measure of the likelihood that bursts generated by different switches

will use the same link on the way to their respective destinations.

The level of “interference” among two switches depends on the network topology,

the relative location of the switches in the network, the traffic characteristics and the routing

algorithm. For instance, bursts from two switches located at diametrically opposite points

in a large network are likely to use non-overlapping paths, while bursts originating at two

neighboring switches may use paths with substantial overlap; we say that the former pair

2Note that it is possible to update periodically the values of start(i), i = 1, · · · , N , to reflect changes in
the network topology and/or routing paths. However, we expect that any such updates will take place over
long time scales and will have only a transient effect on the network operation.
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of switches has low “interference” while the latter pair has high “interference.” We now

formalize the concept of interference in a quantitative manner. In the following discussion,

we assume that the network employs fixed routing so that bursts between a given source-

destination pair always follow the same path; however, our main idea can be adapted to

apply to other routing schemes.

Let Πi denote the set of paths taken by bursts originating at switch Si, Πi =

{πi1, πi2, · · ·πiN}, where πij is the path from switch Si to switch Sj . Let also γij denote the

traffic load of bursts from switch Si to switch Sj . We define the degree of interference of a

path πij and a switch Sk, denoted by ID(πij , k), as the amount of traffic from switch Si to

Sj on the path πij that interferes with traffic originating from switch Sk:

ID(πij , k) =







γij , πij shares a link with a path in Πk

0, otherwise
(4.1)

We also define the interference level between two switches Si and Sj , which we will denote

by IL(i, j), as:

IL(i, j) =











∑

πik∈Πi

ID(πik, j) i 6= j

0, i = j

(4.2)

That is, IL(i, j) is the total amount of traffic originating at switch Si which may interfere

(through the use of common network links) with any traffic originating at switch Sj . Finally,

we define the combined interference level CIL(i, j) between two switches Si and Sj as the

total interference between the two switches:

CIL(i, j) = IL(i, j) + IL(j, i), i 6= j (4.3)

With the above definitions, the higher the combined interference level between

two switches, the higher the likelihood that bursts from the two switches will share some

network link. Therefore, to minimize the probability that bursts from the two switches will

collide on a common link, we must ensure that they do not use the same wavelength. In

other words, we must assign start wavelengths to the two switches that are far apart from

each other. Conversely, if the interference level between two switches is low, their bursts are

less likely to share links and collide; consequently, the start wavelengths of the two switches

can be close to each other.

Given the interference levels IL(i, j) for all pairs of switches (Si, Sj) in the net-

work, our objective is to determine the start wavelength start(i) for each switch Si so as



85

to minimize the burst dropping probability in the network under the First-FIT-TE wave-

length assignment policy defined earlier. It might be tempting to formulate this problem

as an integer optimization problem and attempt to solve it using standard problem solvers.

Unfortunately, it is not possible to express the objective function (i.e., the network-wide

burst drop probability) analytically in terms of the problem variables. Even if we chose to

formulate the problem in terms of a different objective function for which such an analytical

expression is available, two issues would arise. First, there is the question of what would

be an appropriate and relevant objective function; and second, even if we were to find an

appropriate objective function, the complexity of the resulting problem would preclude the

use of optimal solution methods for anything other than small, toy networks.

Instead, we use a simple heuristic to assign start wavelengths to the various

switches, which we have found to work well in practice. The heuristic consists of three

steps:

1. Partition the set of N switches in K groups (subsets), g1, g2, · · · , gK , such that there

is little interference among switches in each group. All the switches in a given group

gk, k = 1, · · · ,K, will be assigned the same start wavelength.

2. Arbitrarily label the W wavelengths as λ1, · · · , λW , and let x = W/K (note that x may

not be integer). We evenly space the K start wavelengths across the W wavelengths,

such that the k-th start wavelength is the wavelength labeled λ1+b(k−1)xc.

3. We assign the K start wavelengths to each of the K groups so as to minimize the

interference level among groups with adjacent start wavelengths.

Let us now explain the first and third steps of the heuristic in more detail.

Partitioning. Typically, partitioning problems with objective functions similar to the one

we consider here (i.e., to minimize the interference among switches in each group) are hard

optimization problems [21]. Therefore, we use the following greedy heuristic to assign each

switch to one of K groups. Let N = LK +M,M < K; in our heuristic, the first M groups

will consist of L + 1 switches, and the last K −M groups of L switches. Consider group

gk, k = 1, · · · ,K. Initially, gk = ∅. Select the switch Si that has not been assigned to a group

yet, such that Si has the minimum total combined interference level,
∑N

j=1 CIL(i, j), among

unassigned switches. Let gk ← gk ∪ {Si}. Then, select the unassigned switch Sj that has

the minimum combined interference level CIL(i, j) with switch Si, and let gk ← gk ∪ {Sj}.
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Figure 4.2: Start wavelength for each group of switches, NSFNet, W = 16 wavelengths,
K = 8 groups

Continue in this manner, selecting the next switch to add to gk so as to minimize the overall

combined interference level in the group, until the total number of switches in group gk has

been reached. If k = K, the algorithm stops; otherwise, it continues with group gk+1.

Assignment of start wavelengths. Again, we use a greedy algorithm to assign start

wavelengths to groups of switches in sequential order. First, note that the first start wave-

length is always λ1. We assign this wavelength as the start wavelength of the group g for

which the total combined interference level among all switches in g and switches in any

other group is minimum (over all K groups). Suppose now that the first k, k < K, start

wavelengths have been assigned, and let g be the group that was the last to be assigned

a start wavelength. Let g′ denote the unassigned group such that the total interference

among switches in g and switches in g′,
∑

Si∈g,Sg∈g′
IL(i, j), is minimum. Then, we assign

the (k + 1)-th start wavelength to group g′. The algorithm proceeds in this manner until

all groups have been assigned start wavelengths.

To illustrate our approach, let us consider the two network topologies shown in

Figures 4.3 and 4.4. To simplify the presentation, we assume that the traffic load γij = γ = 1

for all switch pairs (Si, Sj). The 4 × 4 torus network of Figure 4.3 has a regular topology,

and is a dense network with each node having a rather high degree. The 16-node network of

Figure 4.4, on the other hand, has an irregular topology which is obtained by augmenting

the 14-node NSFNet topology through the addition of two fictitious switches, switch S1

and switch S16, to capture the effect of NSFNet’s connections to Canada’s communication

network, CA*net.
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For each network topology, we first run Dijkstra’s algorithm to compute the short-

est path for each pair of switches. We then computed the interference level IL(i, j) for

each pair of switches (Si, Sj) using expressions (4.2) and (4.1), after letting γij = 1 for all

i, j. Tables 4.1 and 4.2 list the interference levels for each pair of switches in the torus

and NSFNet topologies respectively. Assuming that K = 8, i.e., that we partition the

16 switches into 8 groups of size 2, the groups for the torus network are: {1, 11},{2,12},

{3, 9},{4,10}, {5, 15},{6,16}, {7, 13}, and {8, 14}. For the NSFNet, on the other hand,

the eight groups are: {1, 14}, {2, 16}, {3, 13}, {4, 8}, {5, 12}, {6, 9}, {7, 11}, and {10, 15}.

Also, the start wavelength assigned to each group of switches in the NSFNet is shown in

Figure 4.2.

Finally, we note that the approach we presented in this section assumes that the

paths πij between all pairs of switches in the OBS network are given, and computes the

interference levels as in expressions (4.1)-(4.3). An interesting problem, which is outside the

scope of this thesis, is to compute the paths so as to minimize the interference levels among

the various switches. We are currently working on routing algorithms for OBS networks

that take interference into account when computing paths.

4.3 Adaptive Wavelength Assignment Schemes

In adaptive wavelength assignment schemes, the order in which each switch uses

to search for an available wavelength changes over time in response to the state of the

network and prevailing traffic conditions. A common mechanism to implement adaptive

wavelength assignment, which we adopt in this work, is by assigning a priority to each

wavelength. At any given instant, the priority of a wavelength reflects the likelihood that a

burst transmission on this wavelength will be successful, i.e., the burst will not be dropped

due to wavelength contention at an intermediate switch. The wavelength priorities are up-

dated periodically based on feedback from the network, so as to reflect the current network

conditions. Specifically, when a switch determines that a burst transmitted on a particular

wavelength has been successfully received, it increases the priority of the wavelength; con-

versely, if the burst is dropped inside the network, the priority of the wavelength carrying

the burst is decreased. Typically, every switch in the OBS network uses the same algorithm

to set the priority of wavelengths, and maintains locally a list of the W wavelengths in de-
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Figure 4.3: The 4× 4 torus network

Table 4.1: Interference levels IL(i, j) for the 4× 4 torus network

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0 12 6 11 11 9 4 6 4 2 0 3 14 5 4 4

2 12 0 10 8 9 11 8 6 4 10 5 0 6 14 12 1

3 5 8 0 14 3 6 10 9 0 7 10 6 3 8 10 11

4 14 11 12 0 8 7 9 12 3 0 5 10 7 6 9 12

5 9 8 4 6 0 12 6 9 11 3 1 9 8 2 0 1

6 5 14 6 6 14 0 8 8 7 10 3 4 3 7 6 0

7 2 7 14 12 7 14 0 14 2 4 10 10 0 3 5 8

8 8 6 12 14 14 12 14 0 11 2 10 14 6 0 4 12

9 8 2 0 2 9 4 1 5 0 8 3 14 10 4 3 4

10 7 12 5 0 9 7 5 3 14 0 9 7 11 14 10 1

11 0 2 10 5 3 7 14 12 3 14 0 11 0 12 12 9

12 3 0 7 8 5 3 10 11 11 7 12 0 4 2 7 14

13 12 6 4 6 3 1 0 1 8 3 0 7 0 5 5 12

14 11 13 10 7 6 3 3 0 9 13 6 2 11 0 13 1

15 4 6 12 8 0 2 6 3 2 12 10 6 4 13 0 5

16 7 2 8 11 1 0 8 8 3 1 9 14 6 2 7 0
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Figure 4.4: The 16-node topology based on the 14-node NSFNet

Table 4.2: Interference levels IL(i, j) for the 16-node NSF network

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0 13 13 9 3 3 11 14 13 5 3 4 3 1 12 3

2 13 0 13 14 7 7 6 3 2 2 9 3 2 3 11 2

3 13 13 0 6 11 14 5 3 3 13 1 2 1 13 11 1

4 11 12 8 0 14 10 10 4 2 3 14 11 10 6 14 11

5 5 9 8 14 0 14 14 13 1 11 5 5 4 13 13 4

6 5 9 14 7 14 0 8 4 1 14 4 5 4 14 7 4

7 9 7 3 5 14 13 0 14 13 7 3 6 5 4 9 5

8 14 8 6 3 3 2 14 0 14 9 3 11 10 3 9 11

9 13 2 4 2 1 1 13 14 0 14 12 12 11 10 4 12

10 6 2 13 2 13 14 7 7 14 0 4 8 6 10 2 7

11 4 11 1 14 6 4 4 4 12 4 0 12 11 8 13 12

12 5 3 3 10 5 4 5 10 11 11 13 0 10 14 5 14

13 3 1 1 6 3 2 3 6 11 5 12 10 0 8 3 14

14 1 3 13 5 13 14 3 4 3 10 12 13 10 0 2 12

15 14 11 8 14 8 6 9 6 4 2 13 6 5 2 0 5

16 3 1 1 8 3 2 3 9 11 8 12 14 14 11 3 0
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creasing order of priority. Therefore, the order in which a given switch considers wavelengths

for burst transmission changes over time, according to the relative changes in wavelength

priorities. Furthermore, at any given time instant, the wavelength order at one switch may

be different, possibly substantially so, than the wavelength order at another switch, due to

the differences in transmission success that bursts from the two switches experience over

the various wavelengths.

A wavelength assignment scheme based on priorities was presented in [42], and

was referred to as “priority wavelength assignment” (PWA). This work assumes a single,

fixed path for each source-destination pair (Si, Sj) which all bursts from switch Si to Sj

follow. Under PWA, each switch Si in the OBS network maintains locally a priority value

for each wavelength-destination pair; in other words, switch Si assigns a priority to each

tuple (λw, Sj), w = 1, · · · ,W, i 6= j = 1, · · · , N . The priority of tuple (λw, Sj) is set to the

ratio of the number of bursts which have been successfully transmitted from Si to Sj on

wavelength λw (along the fixed path associated with this pair of switches) over the total

number of bursts transmitted from Si to Sj on the same wavelength. When switch Si needs

to transmit a burst to Sj , it considers the wavelengths in decreasing order of priority of

the corresponding tuples (λw, Sj) and uses the first free one. Depending on the outcome

of the transmission, the switch then updates the priority of the tuple. It is shown in [42]

that, under low load, PWA performs better than the Random wavelength assignment policy

in terms of burst drop probability; under high load, on the other hand, it performs only

marginally better than Random.

We now introduce two additional PWA schemes which differ from the the one

presented in [42] in two ways. First, a priority is associated with each wavelength in a

different way than in [42], resulting in a trade-off between complexity (in both space and

time) and performance. Second, our notion of priority, and the manner it is incremented

and decremented, are different than the one in [42]. Next, we describe the operation of the

new PWA schemes, and then we define the priority values and the way they are updated.

In our discussion, we will use the notation p(•) to denote the priority function.

The first scheme, which we call “PWA-Link,” works as follows. Each switch Si

maintains a priority value for each wavelength-link pair, i.e., for each tuple (λw, e), w =

1, · · · ,W, e ∈ E, where E is the set of links in the network. Whenever the switch wishes

to transmit a burst to some switch Sj over path π = {e1, e2, · · · , ek), it computes the

wavelength-path priorities p(λw, π) by adding up the corresponding wavelength-link priori-
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Figure 4.5: A linear network to illustrate the difference between PWA and PWA-Link

ties along the path links:

p(λw, π) =
∑

e∈π

p(λw, e) w = 1, · · · ,W

The switch considers the wavelengths in decreasing order of p(λw, π), and transmits the

burst on the first free wavelength 3. Upon learning the outcome of the transmission, the

switch:

• increments the priority of the links, if any, on which the burst was successfully trans-

mitted;

• decrements the priority of the link, if any, at which it was dropped due to contention;

and

• maintains the priority of any other links (e.g., links following the one where the burst

was dropped).

We will explain shortly how the priorities are incremented or decremented.

PWA-Link operates at finer granularity and uses more information than PWA in

making wavelength assignments, therefore one might expect that it would lead to better

performance; indeed, numerical results to be presented in the next section confirm that

a network employing PWA-Link has lower overall burst drop probability than when pure

PWA is employed. To explain the difference in performance, let us consider the simple

linear network shown in Figure 4.5, and suppose that switch S1 transmits a burst to switch

S5 on some wavelength λw. Suppose further that the burst is dropped at switch S4. Under

PWA, the priority of the tuple (λw, S5) is decremented, without taking into account the fact

that the burst transmission was successful on the first three links of the path from S1 to S5;

indeed, p(λw, S5) is decremented by the same amount regardless of which switch in the path

dropped the burst. In PWA-Link, on the other hand, this additional information is used

3Throughout this chapter, we assume that ties are broken arbitrarily, so that a switch may select any
one of a set of wavelengths having the same priority with uniform probability.
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in updating the priorities of the wavelength-link tuples. Since the burst was successful on

links e1, e2, and e3, the priorities p(λw, e1), p(λw, e2), and p(λw, e3) are incremented, while

p(λw, e4) is decremented. Note that by increasing the priorities of λw on the first three

links, this wavelength will move up the list with respect to burst transmissions to switches

S2, S3, and S4, as it should, since the burst reached all three switches successfully.

The second scheme we propose is simpler than both PWA and PWA-Link, and

we will refer to it as “PWA-λ.” With this scheme, each switch Si assigns a priority value

p(λw) to every wavelength λw, w = 1, · · · ,W . When switch Si successfully transmits a

burst on wavelength λw, the priority p(λw) is incremented regardless of the destination of

the burst or the path traveled. Otherwise, the priority of the wavelength is decremented.

Intuitively, PWA-λ will perform worse than either PWA or PWA-Link in terms of burst

drop probability, but it is simpler and easier to implement.

Let us now consider the space and time complexity of implementing the three PWA

schemes at each switch. PWA-λ requires O(W ) memory to record the priority information,

where W is the number of wavelengths. It also needs O(1) time to update the priority

value of a wavelength once the relevant feedback from the network has been received, and

O(logW ) time to maintain a sorted priority list. PWA requires O(WN) memory for record-

ing priority values, where N is the number of switches in the network; and it takes constant

time to update the priority of a wavelength-destination pair. It also takes O(logW ) time to

maintain a sorted priority list, since it only needs to have one such list of W elements (wave-

lengths) for each of the N destinations. Finally, PWA-Link needs O(W | E |) memory for

the priority values, where E is the set of links in the network. When the feedback regarding

a burst transmission is received, the switch must update the priority of all wavelength-link

pairs along the path, and this operation takes time O(∆), where ∆ denotes the diameter of

the network. The computational overhead for maintaining sorted lists for all the destina-

tions is O(N ′ logW ), where N ′ is the number of paths containing the links whose priorities

with a wavelength are just updated. As we can see, the three PWA schemes represent a

tradeoff between implementation complexity and performance, with PWA-Link being the

best performing but most complex, PWA-λ the worst performing but easiest to implement,

and pure PWA occupying the middle ground in both metrics.

We now turn our attention to the priority function and the increment and decre-

ment operations used to update the wavelength priorities. Recall that in [42], which in-

troduced PWA, the priority of a wavelength-destination (λw, Sj) pair was defined as the
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fraction of transmissions to destination Sj on wavelength λw that have been successful.

However, our experimental investigations indicate that this measure may not be appropri-

ate because of disparities in the rates of change in priority over time and across wavelengths.

Specifically, while initially the rate of change is relatively large, the rate of change dimin-

ishes over time: once the number of burst transmitted on a wavelength becomes relatively

large, each additional transmission has a negligible effect on the priority, regardless of the

outcome. As a result, once the network has been in operation for a while and the priorities

have settled, it will take a long time for priorities to adapt to any changes in the traffic

or network dynamics, during which bursts will use suboptimal wavelengths and the burst

drop probability will be high. Furthermore, the rate of change in priority can be different

for different wavelengths, possibly substantially so. For instance, consider two wavelengths

that have the same priority but one has been used substantially more often that the other

for transmitting bursts. In this case, at each step (i.e., burst transmission), the priority

of the wavelength that has been used more frequently will change by a small amount in

either direction, while the the priority of the less frequently used wavelength will change by

a larger amount. Given that both these properties are undesirable, it would be preferable

to use a priority scheme in which the rate of change at each update is not affected by length

of time or frequency of use of a wavelength.

In our work, the priorities p(•) are taken to be real numbers in the range [1,W ],

and are initialized to W/2. We use an “Additive Increase, Additive Decrease” (AIAD)

scheme to update the priorities, with increment Inc and decrement Dec. Specifically, after

the result of a burst transmission has become known, a switch takes the following steps.

• If the burst transmission was successful, the appropriate priority (or priorities, in the

case of PWA-Link) are incremented as:

p(•)← max {p(•) + Inc, W}.

• Otherwise, the appropriate priority(-ies) are decremented as:

p(•)← min {p(•)−Dec, 1}.

We have conducted a large number of experiments to determine the best values of the

increment Inc and decrement Dec to use with the AIAD scheme. Our results indicate that

the performance of the PWA policies is best when Inc < Dec, and Inc takes values from

0.2 ∼ 0.4, while the value of Dec is in the range 0.8 ∼ 1.2.
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4.3.1 Combining PWA and Traffic Engineering

The PWA schemes achieve low burst drop probability by using the wavelength

dimension to isolate interfering bursts. To see this, consider the scenario when burst traffic

originating at two different switches uses overlapping paths through the network. The two

switches will initially experience high burst loss and will try several different wavelengths

for their traffic. Note that, the dropping of a burst from one switch due to the presence

of a burst from the other leads to a decrease of the wavelength’s priority in the former

switch and an increase of the same wavelength’s priority in the latter switch. Eventually,

the priority of wavelengths on which one switch has been successful in transmitting bursts

will rise high enough that they become the preferred wavelengths for this traffic, while the

same set of wavelengths will fall out of favor at the other switch (due to low priority); and

vice versa. In effect, the traffic from one switch is isolated from the traffic of the other

through the use of different sets of wavelengths.

Recall now that the First-Fit-TE scheme we presented in Section 4.2.2 also at-

tempts to achieve traffic isolation. The difference is that it takes a traffic engineering ap-

proach, using information about the network topology, traffic demands, and routing paths

to assign different start wavelengths to each switch. Therefore, it is natural to investigate

whether combining the traffic engineering approach with the adaptive PWA schemes might

produce further improvements in performance.

We now present a small modification to the PWA schemes to take advantage of the

traffic engineering approach of Section 4.2.2. The modification is applied at initialization

time only, while the operation of the PWA schemes remains identical to the one described

above. Recall that, in the original PWA schemes, all priorities are initialized to W/2.

Therefore, initially all wavelengths are indistinguishable from each other with respect to

transmission preference. The modification we propose is to use different initial priorities

at each switch, so that different switches will be forced to use different wavelengths for

interfering traffic from the very beginning. If the initial values are determined appropriately,

this approach has the following benefits over pure PWA: (1) the initial burst losses will be

avoided; (2) the switches will settle to preferred wavelengths faster; and (3) the network

will achieve better overall traffic isolation.

Similar to the First-Fit-TE wavelength assignment policy, we arbitrarily order

the W wavelengths as λ1, · · · , λW , and we assign start wavelengths to the switches as we
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described in Section 4.2.2. Consider some switch Si, and let start(i) be its start wave-

length. Let also next denote the next wavelength (modulo-W ) that is assigned as the

start wavelength of another switch; in other words, the wavelengths λstart(i)⊕1, · · · , λnextª1

are not assigned as start wavelengths for any switch (⊕ and ª denote addition and sub-

traction, respectively, modulo-W ). Then, at switch Si all priorities involving wavelengths

λstart(i), · · · , λnextª1 are initialized to W/2+Inc, while the priorities of all other wavelengths

are initialized to W/2, as before 4. As a result, the switch will initially give preference to

wavelengths λstart(i), · · · , λnextª1 when transmitting bursts. The operation of the PWA

schemes is not affected in any other way.

We will use the terms “PWA-TE,” “PWA-Path-TE,” and “PWA-λ-TE to refer to

the versions of PWA, PWA-Path, and PWA-λ in which wavelength priorities are initialized

in the manner described above.

4.4 Numerical Results

In this section, we use simulation to compare the various static and adaptive

wavelength schemes. We consider two 16-node network topologies, the 4× 4 torus network

shown in Figure 4.3, and the NSF network in Figure 4.4. Our goal is to compare the

various wavelength assignment schemes in terms of (1) overall (network-wide) burst drop

probability, and (2) burst drop probability as a function of path length. Since, in an OBS

network without wavelength converters, the drop probability may increase with the number

of hops a burst has to traverse, it is important that the wavelength assignment scheme

achieve some degree of fairness among bursts that travel over paths of different length. In

our simulations, the burst arrival process of each switch is Poisson and the burst length

is exponentially distributed with mean 1/µ. For simplicity, we also assume that bursts

originating at a given switch are equally likely to be destined to any of the other switches.

We used the method of batch means to estimate the burst drop probability; each of the

simulation runs lasts until 400,000 bursts have been transmitted by the whole network. We

have also obtained 95% confidence intervals for all our results; however, they are so narrow

that we omit them from the figures we present in this section in order to improve readability.

Figures 4.6 and 4.7 plot the burst drop probability of the wavelength assignment

4Note that adding Inc to the initial value of the priority of a wavelength is equivalent to assuming that
a single burst has been successfully transmitted on that wavelength.
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schemes we described in Sections 4.2 and 4.3 for the 4 torus network and for W = 64

wavelengths. Figure 4.6 shows the drop probability for low traffic load, while Figure 4.7

shows the performance of the network under moderate and high loads. From the figures, we

see that First-Fit is always worse than Random, confirming our previous analysis. We also

make two important observations. First, the adaptive, priority-based schemes (i.e., PWA,

PWA-Link, and PWA-λ) perform better than Random (with the exception of PWA-λ at low

loads less than 0.1). In particular, PWA-Link, which uses more detailed information than

the original PWA, is the best of the three adaptive schemes, PWA is the second best, while

PWA-λ, which uses the least amount of information, is the worst of the three. The second

observation is that the traffic engineering approach we described earlier to achieve traffic

isolation and reduce traffic interference, when combined with any wavelength assignment

scheme, static or adaptive, leads to a significant decrease in burst drop probability. The

most dramatic impact is with the First-Fit scheme, in which case First-Fit-TE has a burst

drop probability that is up to two orders of magnitude lower than the plain First-Fit policy.

Similar decreases (although of smaller magnitude) can be observed for the PWA-TE, PWA-

Link-TE, and PWA-λ-TE schemes over the respective non-TE versions. Overall, we find

that the best approach to wavelength assignment in OBS networks is to combine adaptive,

priority-based schemes with our traffic engineering approach. Interestingly, we find that

PWA-TE is the best performing scheme, having lower burst drop probability than even the

PWA-Link-TE scheme over a wide range of load values (note that, in contrast, PWA-Link

performs much better than PWA). We believe that this result is due to the fact that, in

PWA-TE, the wavelength priorities are adjusted by considering the whole path of a burst,

not individual links as in PWA-Link-TE, and this operation is more compatible with the

traffic engineering approach we take.

Figures 4.8 and 4.9 are similar to the previous two figures, but compare the burst

drop probability of the nine wavelength assignment schemes for the NSFNet topology. We

note that the burst drop probability is higher than in the torus network for the given load.

This result is due to the fact that the NSFNet topology is (1) more sparsely connected

than the torus network, and (2) irregular, and thus, without the inherent load balancing

properties of the torus topology. As a result, certain links may become heavily congested

when using shortest path routing, leading to higher burst drop probability 5. The relative

5As we mentioned earlier, in the case of sparsely connected, irregular topologies, computing paths so
as to minimize traffic interference may lead to significant improvements over shortest path routing. Such
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performance of the wavelength assignment schemes is very similar to the one we observed

for the torus network: adaptive, priority-based schemes are better than static ones, and

incorporating traffic isolation through traffic engineering leads to a decrease in drop prob-

ability. As before, PWA-TE is the best policy overall, except at very low loads. We also

note that, at very high loads, the performance of all policies is similar; this is due to the

fact that, at such high loads, burst dropping is mostly due to the lack of wavelengths.

Now let us consider the gain as we increase the number W of available wavelengths.

Figures 4.10 and 4.11 plot the burst drop probability of the nine schemes as the number of

wavelengths increases from 8 to 128, for the torus and NSFNet, respectively. The load per

wavelength in the network is kept constant at 0.2 for these experiments. As we can see, the

burst drop probability of First-Fit increases, and it remains mostly unchanged in the case

of Random. These results are expected: Random distributes the bursts randomly to the

various wavelengths, but since the load per wavelength is constant, there is little change in

overall drop probability; while First-Fit attempts to use the same few first wavelengths, thus

an increase in overall load, as W increases, results in higher drop probability. For the other

schemes, in general, the drop probability decreases with the number of wavelengths, up to

a point. But the decrease is not as dramatic as other studies, which assume full wavelength

conversion, have shown. This result indicates that OBS networks will benefit from some

degree of wavelength conversion. A “strange” observation is that in Figure 4.11, First-Fit-

TE becomes worse with the increase of W . The reason is: the increase of wavelengths

widens the distance between the start wavelengths among different switches; however, for

each switch, e.g., switch S4, the increase of the overall load makes the utilization of the

wavelengths near its start wavelength higher, i.e., λ3,λ4 in Figure 4.2; in this case, if switch

S3, whose start wavelength λ1 is just before the start wavelength of S4, has used up all

the wavelengths between these two start wavelengths, it will use wavelengths near the start

wavelength of S4 to transmit bursts, so big collision may happen. Also in Figure 4.11 we

find PWA-λ-TE suffers with the increase of W , actually it is worse than PWA-λ. This is due

to the incompatibility of TE by path consideration and priorities without taking any path

or link information into consideration. Finally, we note that PWA-TE and PWA-Link-TE

are the two schemes that show a consistent drop in burst drop probability for the range

of wavelengths considered here. Since these are the best performing schemes overall, this

routing algorithms are currently under investigation by our group.
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result indicates that a combination of adaptive policies with traffic engineering is the best

approach to take advantage of wavelength resources in the OBS network.

Figures 4.12 and 4.13 plot the burst drop probability as a function of the number

of hops in a burst’s path, for the torus and NSFNet topologies, respectively. As expected,

the burst drop probability increases with the length of the path. However, while for some

schemes (e.g., Random and First-Fit) there can be a difference of two orders of magnitude

between the drop probability of bursts traversing one hop versus bursts that travel four

hops, the difference is less acute when schemes employing adaptive policies with traffic

engineering are used. Therefore, our approach not only improves the overall burst drop

probability, it also increases the fairness among bursts. Again, we find that PWA-TE is the

best performing scheme even when path lengths are taken into consideration.

Overall, the simulation results indicate that adaptive policies perform better than

non-adaptive ones; and that applying traffic engineering techniques to achieve traffic iso-

lation can further improve the performance of an OBS network in terms of burst drop

probability and fairness. The PWA-TE scheme has been shown to perform the best over all

the experiments we have conducted, with PWA-Link-TE a close second. Since PWA-TE is

relatively easier to implement and involves fewer computations and memory requirements,

it is the best choice for OBS networks with no wavelength conversion capabilities.

4.5 Concluding Remarks

We studied the wavelength assignment problem in OBS networks, and proposed

a suite of policies based on the concepts of adaptivity and traffic engineering to achieve

low burst blocking probability and to attain fairness among bursts with different path

lengths. We believe it is possible to employ similar traffic engineering concepts to further

reduce traffic interference in an OBS network, in particular by designing appropriate routing

algorithms.
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Figure 4.10: Burst blocking probability, 4× 4 torus network, load = 0.2
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Figure 4.11: Burst blocking probability, NSFNet, load = 0.2
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Chapter 5

Summary and Future Research

This thesis studies the optical burst switched networks. It has mainly three parts.

First it presents a detailed analytical model for the JIT, JET, and Horizon wavelength

reservation schemes for OBS networks. Though there has already been research on this

subject, the models proposed in this thesis are more accurate, and valid for general burst

length and offset length distributions. The thesis also proposes a new reservation scheme,

JIT+, which is as simple to implement as JIT, but its performance tracks that of Horizon

and JET. From the results of both theoretical analysis and simulation, we find that, under

reasonable assumptions regarding the system parameters of current and future state-of-the-

art technologies in optical switch and electronic hardware, the performance of the simple

schemes such as JIT and JIT+ seems to get close to that of more complicated Horizon and

JET.

Secondly this thesis presents the results of a simulation model of OBS networks

employing the Jumpstart JIT signaling protocol. The performance (in terms of burst

drop probability) of various network topologies is studied, and the effects of several sys-

tem parameters are investigated, including message processing time, OXC configuration

delay, user-to-switch propagation delay, and switch-to-switch propagation delay. We also

investigate the effect of wavelength converters.

In the third part of the thesis, we develop a suite of adaptive and non-adaptive

wavelength assignment policies for OBS switches. Through the study of static traffic pat-

tern, traffic engineering techniques are used to reduce wavelength contention through traffic
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isolation. We also use adaptive wavelength assignment to makes different edge switches

assign wavelengths to bursts by different orders to reduce burst confliction further. Our

performance study indicates that, in the absence of full wavelength conversion capabilities,

intelligent choices in assigning wavelengths to bursts at the source can significantly improve

the burst drop probability in an OBS network.

5.1 Future Work

Our work can be extended in the following directions:

• Routing algorithms for OBS networks that take into account optical layer constraints

to guarantee optical QoS. This is important because in OBS, bursts pass intermediate

switches transparently, accumulating impairments along the path so that the quality

of signal may suffer at the destination. In general, constrainted shortest path first

(CSPF) algorithm, which is derived from Dijkstra’s shortest path first algorithm, can

be used to compute best path that satisfies the constraints required by the system [16].

However, this problem is NP-hard, therefore it is important to study this issue in depth

and develop approximation algorithms or heuristics that are practical and efficient.

• Routing is one of the most important issues to be addressed to achieve the best

performance in a network. Throughout this thesis, we have assumed that shortest path

routing is used. However, shortest path routing may result in significant path overlap,

leading to high burst blocking. We plan to develop new alternative routing algorithms

that are more appropriate for burst switched networks to lower the burst blocking

probability by balancing the traffic among different nodes and links. As a first step

we would optimize routing in an OBS network with full wavelength conversion. Such

a study could then be extended to combine optimized routing with the wavelength

assignment policies in Chapter 4, to achieve better performance when wavelength

conversion is not available.

• Placement of wavelength converters in an OBS network to minimize burst loss. If

all the switches have full wavelength conversion capability, we can gain the best per-

formance, however, at present, wavelength converters are very expensive. We will

develop algorithms to place a limited number of wavelength converters inside an OBS



105

network to minimize the burst loss. Furthermore, we would like to consider the place-

ment of wavelength converters together with the selection of routing and wavelength

assignment policies, as described above.
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Appendix A

Estimation of the Parameter ∆ for

Horizon

We now consider the problem of estimating the value of parameter ∆ in the ex-

pression (2.4) for the traffic intensity of Horizon. Recall that ∆ represents the increase

in the effective service time of bursts under Horizon over that under JET, to prevent any

void filling from taking place. In the following analysis, we consider a single wavelength

w,w = 1, · · · ,W , of the output port in isolation. Assuming that the burst scheduling algo-

rithm is not biased to favor some wavelengths over the others, then, in the long run, we can

assume that the arrival rate of bursts to each wavelength is equal to λ/W . Reasoning about

the departure process of Horizon becomes much easier when there is a single output wave-

length, and, comparing to simulation results, we have found that the results of considering

each wavelength in isolation are reasonably accurate.

Let us refer to Figure 2.4 which shows the burst departure process on a single

wavelength. We note that, because of the additional burst dropping (compared to JET)

due to the lack of void filling, the mean length of the interval t6−t5 is greater than the mean

burst interarrival time W/λ. The essence of our approximation is to increase the effective

service time of bursts by an amount equal to the difference between the mean length of this

interval and the mean burst interarrival time.
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We now show how to find the distribution of the length u of the interval of time

between t5 and t6 in Figure 2.4. This interval corresponds to the time until the next burst

arrival, since any burst arriving after time t5 is accepted. We let Probnoburst(u) denote the

probability that no burst arrives in an interval of length u; note that we assume that this

probability depends only on the length of the interval, not its start time.

Let us define the holding time of a burst as the sum of three quantities: (1)

the burst offset, (2) the burst length, and (3) the OXC configuration time TOXC . From

Figure 2.4, we observe that burst i + 1 is the first burst whose setup message arrives

after the arrival of burst i’s setup message and whose first bit arrives after the end of the

holding time of burst i (i.e. t5). In other words, all the bursts with setup messages arriving

between t1 and t2 must have completed their offset before t5. Therefore, to analyze the

interval between the end of the holding time of burst i and the arrival of burst i + 1, we

only need to consider those bursts whose setup messages arrive between t1 and t2. Thus

we can initiate a new busy period at time t1, so t1 is time 0 in this new busy period.

Let s denote the holding time of a burst, which is distributed according to CDF

H(s); the Laplace transform of this CDF can be easily obtained from the definition above.

Let also t = t2 − t1 denote the interval between the arrival times of the setup messages of

bursts i and burst i+ 1.

From [27], we know that for a Poisson arrival process, with a certain number of

customers arriving within a given period, the arrival times of these customers are uniformly

distributed in that period. Thus, the probability that a customer arriving in (0, u) is still

in the system at time u′ is 1
u

∫ u
0 [1−G(u′ − x)] dx, where G(z) is the CDF of the offset

length. Then, the probability that the k bursts whose setup message arrives in the period

(0, t) would have their first bit arrive before time s is
[

1
t

∫ t
0 G(s− x) dx

]k
.

The sum of k+1 exponentially distributed intervals follows a (k+1)-stage Erlang

distribution, so the PDF of t is: λ/W (λt/W )ke−λt/W

k! . Therefore, the probability that all the

bursts whose setup messages arrive in the period (0, t) would have their first bit arrive

before time s is:

∞
∑

k=0

λ

W
e−λt/W

(λt/W )k

k!

[

1

t

∫ t

0
G(s− x) dx

]k

=
λ

W
e−λ/W [t−

∫ t
0
G(s−x)dx] (A.1)

Now, the probability that burst i+1 (whose setup message arrives at time t) has

an offset greater than s + u is 1 − G(s + u − t), and the probability that no burst arrives
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during the interval (s, s+ u) is:

Probnoburst(u) =

∫ ∞

s=0

∫ ∞

t=0

λ

W
e−λ[t−

∫ t
0
G(s−x)dx]/W [1−G(s+ u− t)] dt dH(s)(A.2)

The CDF of u is P (u) = 1 − Probnoburst(u), and we obtain the expected value of u as:

u =

∫ ∞

0
udP (u) =

∫ ∞

0
(1− P (u))du (A.3)

Given the CDF G(z) and H(s), it is possible to compute u numerically. We then let

∆ = ū
W −

1
λ in the expression (2.4) for the traffic intensity of Horizon.
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