
ABSTRACT 

YANG, ZHENGYU. Estimating CSM-CERES-Maize Genetic Coefficients and Soil 

Parameters and Evaluating Model Response to Varying Nitrogen Management Strategies 

under North Carolina Conditions. (Under the direction of Dr. Gail Wilkerson.) 

 

CSM-CERES-Maize has been extensively used to simulate corn growth and grain 

production in various locations worldwide, but has not been evaluated previously for use 

in North Carolina. The first objective of this study were to calibrate CSM-CERES-Maize 

soil parameters and genetic coefficients using Official Variety Trial data from 60 site-

years for 53 maize genotypes, and to determine the suitability of the fitting technique and 

variety trial data for model calibration. A stepwise calibration procedure with grid search 

algorithm was utilized: 1) two genetic coefficients which determine anthesis and 

physiological maturity dates were adjusted based on planting date and growing degree 

day requirements for each hybrid; and 2) plant available soil water and rooting profile 

were adjusted iteratively with two genetic coefficients affecting yield. Cross validation 

was used to evaluate the suitability of this approach for estimating soil parameters and 

genetic coefficients.  

Results indicate that the CSM-CERES-Maize model can be used in North 

Carolina to simulate corn growth under non-limiting nitrogen conditions and Official 

Variety Trial data can be used to estimate genetic coefficients, although the CSM-

CERES-Maize over-estimated yield for low yield environments and under-estimated it 

for high yield environments for some hybrids.  

The second objective of this study was to examine the ability of the CSM-

CERES-Maize model to simulate corn response to varying irrigation and nitrogen 



application strategies. Yield data for a total of 88 irrigation/nitrogen treatments with only 

one cultivar (Pioneer 31G98) from three fields in Lewiston, North Carolina were 

available for comparison. Procedures were: 1) develop realistic soil profiles for the three 

fields; 2) compare simulated CSM-CERES-Maize corn yields to measured yields for all 

88 treatments; 3) adjust soil parameters in an iterative process in order to improve 

simulation of corn yields for these treatments; and 4) determine the importance of each 

soil parameter to simulated crop yields.  

Simulated yields did not match observed yields well using our initial soil profiles, 

with Relative Root Mean Square Error (RRMSE) values of 17.5, 38.4, and 50.1% for the 

three fields. The iterative adjustment of soil parameters was successful in determining a 

set of soil parameters for each field such that the RRMSE values for yield improved to 

8.2, 7.8, and 7.4%, respectively. Simulated yield using these optimized parameters 

generally fell within ±Standard Error (SE) of the measured yield. The soil fertility factor, 

SLPF, ranged from 1.27 to 1.34 for these fields, much higher than the default value of 1.0. 

SRGF, the root growth factor, also had a very different pattern than the expected 

exponential pattern, which begins with a value of 1.0 in the top 15 cm of soil and declines 

to 0.078 by 135 cm. The optimized pattern of SRGF for all three fields started with a 

value of 0.1 in the layers above 45 cm, with larger values in the deeper layers.  

The importance of each adjusted soil parameter was investigated by setting it back 

to its starting value while the other adjusted parameters were left at the optimized value. 

When SRGF was returned to an exponential pattern, simulated yields for irrigated 

treatments which received a side dressing of N at visual tasseling were lower than those 

for an irrigated treatment which did not receive this second application. Because new root 



length is distributed across the soil profile by the model, we recommend necessary 

changes to CSM-CERES-Maize in order for the model to be used to predict crop 

response to split applications of N. 
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CHAPTER 1 

Introduction and Literature Review  

Corn is one of the most important crops in the US and in North Carolina. The US grew 

nearly 30 million hectares (73 million acres) of corn in 2003 (NASS, 2004). In North 

Carolina, corn was planted on 300 thousand hectares in 2003 (740 thousand acres) (NASS, 

2004). Hectarage of corn planted in North Carolina increased substantially to 425 thousand 

hectares in 2007 (Schnitkey, 2007). In the US, continuing improvement in the interaction 

between genotype and management of maize in recent years has resulted in a yield raise from 

about 1 Mg ha
-1

 in the 1930s to about 7 Mg ha
-1

 in the 1990s (Tollenaar et al., 2002). 

Tollenaar et al. (2002) attributed this increase predominantly to genetic improvement of 

hybrids, resulted from the improvement in genotype and management interaction, which is 

associated with both stress tolerance and yield stability increase during the past 70 years.  

Corn grain is used in North Carolina by the livestock industry, with demand exceeding 

the supply which can be produced locally (NCDA&CS Agricultural Statistics Division, 

2007). It is expected that alternative fuel production will lead to increased demand for corn. 

A company is currently constructing a corn based fuel refinery in Aurora, North Carolina, 

and planning to build two more plants of the same size in the Virginia / North Carolina / 

South Carolina area (Pease, 2007). USDA/NASS estimated that these three plants would 

consume three-fourths of the current corn crop in the region, i.e. around 6.8 billion kg each 

year (Pease, 2007). 
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To satisfy both livestock feed and alternative fuel demands, yields must be increased, 

either through increasing land area planted or through increasing yields per unit area. Yields 

can be increased by promoting water and nitrogen (N) use efficiency, and reducing or 

removing water and N stresses throughout the growing season. It requires a large amount of 

N to maintain high yields. Over four billion kilograms (9.5 billion lb) of N were applied to 

corn in the US in 2003 (NASS, 2004). In North Carolina, 43.5 million kilograms (95.9 

million lb) of N were applied to corn planted in 2003 (NASS, 2004). Corn is also very 

sensitive to drought stress during critical development periods (Brownie, 1993). Any stress to 

corn coming from drought, insufficient N, or N uptake difficulty can result in low yields.  

As the demand for corn has increased and the selling price has risen in recent years, so 

too has the cost of N fertilizer. N prices in 2007 were nearly double those of 2002 (USDA, 

ERS, 2007). High levels of NO3-N in groundwater in the southeastern Coastal Plain have 

made groundwater contamination from excess application of fertilizers an important 

environmental issue (Hubbard and Sheridan, 1989). The necessity of limiting N usage while 

maintaining high production complicates N management, and has driven an interest in 

utilizing precision applications to optimize N usage (Sripada et al., 2005, 2006). 

Multiple split applications of inorganic N have been shown to produce higher corn 

yields compared to one at-planting application (Binder et al., 2000; Sripada et al., 2005, 

2006). Crozier (2000) recommends that North Carolina corn producers apply 0.57 kg of N 

for every 25.4 kg of expected yield. One fourth should be applied before planting and the 

remainder prior to silking (Crozier, 2000). NCDA&CS gave guidelines of 168-179 kg N ha
-1
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for sandy plain soils, 146-168 kg N ha
-1

 for Piedmont and mountain soils, and 134-146 kg N 

ha
-1

 for organic soils (Crozier, 2000).  

Many North Carolina farms have potential water quality problems due to N leaching 

from fertilizer applications. A large proportion of the ground water pollution has been found 

to be from fertilizer N leaching as nitrate (Singh and Sekhon 1979). N has become one of the 

primary nutrients affecting water quality (Lilly and Crozier 1996). Studies have indicated 

that North Carolina estuaries almost always have excessive amounts of N, which entered the 

system at rates 10 to 100 times greater by agricultural runoff than from forested, non-

developed conditions (Lilly and Crozier 1996). Excessive nitrate (NO3) in drinking water 

causes issues to human and babe health (Baird 1990), and it has been reported to cause 

methemoglobinemia in infants (Comly, 1945). Although the U.S. Environmental Protection 

Agency has established a drinking-water standard for well water of 10 mg L
-1

 of nitrate or 

less (USEPA, 2001) according to the standard from 1962 (United States Department of 

Health, Education, and Welfare, 1962), a 2002 study of well samples in Albemarle-Pamlico 

Drainage Basin of North Carolina found inorganic fertilizer to crops was one of the main 

identified sources of nitrate N contamination (Spruill et al. 2002). Hubbard and Sheridan 

(1989) reported an environmental concern that high levels of NO3-N in groundwater in the 

southeastern Coastal Plain have made groundwater contamination from excess application of 

fertilizers. In 2002, the Farm Bill proposed that a site rating of Leaching Index (LI) and/or 

Phosphorus Index (PI) should be recorded for each field. “Plans for nutrient management 

shall specify the source, amount, timing and method of application of nutrients on each field 

to achieve realistic production goals, while minimizing movement of nutrients and other 
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potential contaminants to surface and/or ground waters.” (NRCS, USDA, 2006). For all of 

the land where plant nutrients are applied and soil management included, the nutrient 

management plan should be applied (NRCS, USDA, 2007).  

Climate fluctuations in North Carolina can also put stress on corn development, and 

further influence the need for N and the potential yield. In the drought year 2002 at the 

Salisbury Research Station, the measured yield for corn hybrid Pioneer 31G98 was only 2265 

kg ha
-1

 (Bowman, 2002), compared to a yield of 8954 kg ha
-1

 the previous year at the same 

location (Bowman, 2001). This large gap between the two yields in adjacent years at the 

same site indicates the difficulty of balancing the need for sufficient N to maximize yield in a 

good year against the need to minimize leaching risk and lower production costs in a year 

when climatic conditions limit N uptake and final yield. 

CERES-Maize Model. Given the complicated interactions between many factors which 

affect crop growth and yield, such as planting date, cultivar selection, seeding rates, soil type, 

fertilizer and irrigation strategies, and seasonal weather patterns, field experiments can only 

go so far in identifying management strategies which might increase the potential for higher 

yields while minimizing production costs. Crop models can be a powerful tool for evaluating 

various N application and irrigation strategies across a wide range of environments. These 

models not only allow researchers to explore crop response to numerous alternative 

management practices under specific environmental conditions, without really doing it in the 

field, but also provide researchers with the opportunity to understand and evaluate the multi-

dimensional relationship between simulations and field observations.  
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The CERES-Maize model was first introduced by Jones and Kiniry (1986). Over the 

years, the model has been improved and included as a module in the software package 

DSSAT-CSM, the Decision Support System for Agrotechnology Transfer – Crop Simulation 

Model (Ritchie et al 1998; Hoogenboom et al., 2003; Jones et al., 2003). CSM-Ceres-Maize 

simulates corn growth on a daily basis in response to weather, soil, and environmental 

conditions, fertilizer rates, and other field management strategies. It simulates plant 

phenological development, biomass accumulation and partitioning, and final yield production. 

The CSM-CERES-Maize model can provide a prompt assessment to support decisions in 

crop production systems that involve risk (Jagtap et al. 1999), and has been widely used in 

various agricultural environments in a number of locations in the United States and in 

cultivation regions all over the world (Jones et al., 2003).  

CERES-Maize has been widely used to investigate various aspects of corn growth, 

including leaf area calculation (Ben Nouna, et al., 2003; Muchow and Carberry 1989, 1990; 

Carberry et al., 1989; Carberry, 1991), leaf expansion and senescence (Lizaso, et al., 2003a), 

leaf level canopy assimilation (Lizaso et al., 2005), light capture (Lizaso, et al., 2003b), 

kernel number (Ritchie, et al., 2003; Lizaso, et al., 2001, 2007; Andrade et al., 1999, 2000), 

and silage (Braga et al., 2008).  

Since CERES-Maize was released in 1986, there have been a number of research studies 

in which it was extensively used in simulating corn growth and predicting potential yield 

under various environmental conditions both in the US corn belt and in many other countries, 

including Brazil (Liu et al. 1989), China, Nigeria (Gungula et al., 2003; Jagtap et al., 1993, 

1999); Argentina (Bert et al., 2007; Andrade et al., 2000); Australia (Carberry et al., 1989; 
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Carberry 1991); South Africa (Walker and Schulze, 2006); Spain (Mantovani et al., 1995), 

and Thailand (Asadi and Clemente, 2003). The original CERES-Maize (STANDARD 

version) was a model without N-supply subroutines in which N was assumed to be non-

limiting (Jones and Kiniry, 1986). Carberry et al. (1989) compared the performance of this 

original CERES-Maize (STANDARD version) to a revised version which improved the 

accuracy in various aspects of the simulation model, including phenology, leaf growth and 

senescence, assimilation production, grain growth, and soil water balance. This revised 

version of Ceres-Maize was shown to do a better job of simulating corn growth under various 

field environments (Carberry et al. 1989; Carberry 1991).  

Liu et al. (1989) assessed the capability of CERES-Maize to simulate yields and growth 

stages of the corn hybrid DINA 10 for five years (from 1983 to 1987) under Brazilian 

weather and soil conditions. The CERES-Maize model could simulate yields well under 

normal germination, but it did a better job of simulating the number of days from silking to 

physiological maturity than the number of days from emergence to the end of the juvenile 

stage.  

The N sub model in CERES-Maize (Version 2.10) was evaluated for ability to simulate 

N mineralization, nitrate leaching, and N uptake by Bowen et al. (1993).  This study included 

10 different organic N sources, incorporated from legume green manures ranging from 25 to 

300 kg ha
-1

 at C/N ratios between 13 and 37. They modified the N module for N leaching 

process and N uptake process. Original N model generally predicted well inorganic N release 

from organic sources across the soil profile. The modified N leaching module simulated 

inorganic N in soil profile more accurately for the wet season. The modified N uptake 
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module in CERES-Maize could realistically simulate legume N release, but N uptake was 

over-predicted at high levels of available N.  

Lin et al. (2000) used CERES-Maize as a tool to analyze denitrification in corn field soil 

environment. The simulations demonstrated that soil moisture and soil temperature were two 

of the most influential factors leading to N loss in denitrification. 

A technique of spatially varying N application in grid-cells was developed by Paz et al. 

(1999) in an Iowa corn field, and the CERES-Maize model was used to characterize corn 

yield in response to the spatial variation of N application rates. Simulated grid-cell corn 

yields for all years were in agreement with measured yields for the spatially-varied N rates 

application. 

Xevi et al. (1996) compared CSM-CERES-Maize performance with another model 

SWATRER-SUCROS in terms of biomass yield, LAI, soil water content, and above ground 

biomass for a cultivar grown in a field in Nebraska in 1988. Soil moisture content between 0 

to 120 cm depth at the field was used in calibrating the soil and records of above ground 

biomass, LAI and soil water content were used in statistical comparisons. Using fixed genetic 

coefficients, the CSM-CERES-Maize model predicted soil moisture content, leaf area, and 

above ground biomass well within 95% confidence limits of field data. The soil moisture 

content was predicted better by CSM-CERES-Maize than by SWATRER-SUCROS, though 

the leaf area index and above ground biomass were not predicted better by CSM-CERES-

Maize than by SWATRER-SUCROS.  
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Garrison et al. (1999) introduced an improved subroutine for tile drainage to correct the 

excessive LAI and water stress that was predicted by the original version of CERES-Maize 

(might be version 3.0). The soil water balance module was modified, and the soil-water and 

nitrate leaching was evaluated for subsurface tile drainage conditions typically found in the 

Mid-West USA. The modified model showed good predictions of cumulative tile-nitrate flow 

and soil-nitrate concentrations. But the method used in the modified model required 

calibration using field measurements of soil-moisture, nitrate content, tile-water and nitrate 

flow, which limited its further wide spread utilization. 

Ben Nouna et al. (2000) found that the CERES-Maize model (Jones and Kiniry, 1986) 

predicted corn LAI, biomass and grain yield unsatisfactorily under soil water stress with 

weather and soil conditions for a semi-arid Mediterranean environment. They suggested 

modification in leaf growth and senescence function and soil water deficit function for 

adopting the CERES-Maize model to the Mediterranean environment. Ben Nouna et al. 

(2003) and Mastrorilli et al. (2003) both introduced calibrated formulae of functions for LAI 

and water stress separately into the original modules (CERES-Maize v3.0) to form four new 

versions of the model: V0 (original version), V1 (only leaf development modified), V2 (only 

water stress calculations modified), and V3 (both leaf development and water stress 

modified). Ben Nouna et al. (2003) reported that the newly revised LAI module improved 

LAI prediction compared to the module in original model, and the new water stress function 

calculated less severe water stress compared to the original module in the CERES-Maize 

model. Mastrorilli et al. (2003) concluded that the modified functions for LAI (V1) and water 



 

 9 

stress (V2) performed better when compared to the original version, and the combination 

version (V3) performed best among the four models.  

In validating CERES-Maize, model phenology and genetic parameters are important in 

matching simulated yield with recorded yield. Gungula et al. (2003) assessed performance of 

the phenology module in CERES-Maize in a low-N soil in a tropical region, in experiments 

including seven late-maturing cultivars grown under five N levels of 0, 30, 60, 90, and 120 

kg ha
-1

. CERES-Maize correctly predicted maize phenology, including days to silking and 

maturity, and length of the grain-filling period, within two days deviation, as well as 

maximum number of leaves under the higher-N conditions. However, they found a low N 

rate (below 90 kg ha
-1

) affected corn phenology very much for most varieties in the field, but 

had no effect on simulated phenology. They concluded that a N stress factor needed to be 

incorporated into the CERES-Maize model to better simulate phenology under low-N 

conditions.   

CERES-Maize Calibration.  In general, before any model can be used to simulate crop 

growth in a new environment or location, it will require some calibration of parameters under 

local field conditions (Hoogenboom et al. 1994). Two different approaches, or some 

combination of these approaches, have generally been used to calibrate crop models to local 

environments. In the first approach, genetic coefficients and / or soil parameters are selected 

through trial and error comparisons of simulated to measured crop growth and yield values. 

As each new set of coefficients / parameters is simulated, goodness of fit to observed values 

is assessed visually and influences the selection of the next set of coefficients / parameters. A 

more structured approach to calibration has involved using various optimization procedures 
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to estimate multiple genetic coefficients and/or soil parameters across a range of possible 

values, searching the parameter space until the simulated growth / yield match observed 

values within acceptable error bounds. There are several systematic and automatic searching 

algorithms designed for computer-aided parameterization for crop models, including a grid 

search, the downhill simplex method, and simulated annealing.  

The grid search algorithm, the principal searching algorithm used in current research, 

sets up a potential range of values for each parameter, then divides this range into a 

predetermined number of equal intervals. Simulations are made using each level setting for 

the parameter. For example, suppose the reasonable range for a particular parameter value is 

from 1 to 5. If 5 different values are to be simulated for this parameter, then values of 1, 2, 3, 

4, and 5 will be simulated. If 9 different values are to be simulated, then values of 1, 1.5, 2, 

2.5, 3, 3.5, 4, 4.5, and 5 will be simulated. The parameter setting which yields the minimum 

root mean squared error between simulated values and measured values is selected as the 

optimum parameter value. It is the simplest method in parameter optimizing manipulation. It 

has the added advantage in storing the simulated results in a big logically rectangular grid 

format of table, which allows rapid and repeated reuse of the simulated result of multiple 

variables while avoiding redundant simulations. This saves storage space and simulation time, 

which promotes the efficiency of the searching algorithm upon the simulated results. 

The downhill simplex method was introduced by Caldwell (1959), Nelder and Mead 

(1965), and Bach (1969). This method has been applied in phenological parameterization 

research by Piper et al. (1996a, 1996b) and Grimm et al (1993, 1994). This algorithm 

determines the direction of search and the search is terminated when the objective function 
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falls within the pre-defined tolerance level. This algorithm is relatively simple, always 

converges, and provides potentially more precision in searching result compared to the grid 

search. However, sometimes the method encounters dilemma (Bach, 1969), such as saddle 

point, valley and hollow, which might break down the algorithm process. There is no 

guarantee that the method will find the unique and global optimum solution, because this 

algorithm might be trapped by local extreme near the initial starting point for the search, and 

does not have rules or method to get out of the local extreme.  

Simulated annealing (Goffe, 1994; Fleischer, 1995) is also known as Monte Carlo 

annealing, probabilistic hill climbing, statistical cooling, and stochastic relaxation (Aarts and 

Korst, 1989), and has been applied in many disciplines. The algorithm is described as 

targeting a minimum energy state while cooling a substance with moderate speed to avoid 

undesirable state (Paz et al., 1999). It is a combinatorial optimization algorithm, and not 

sensitive to local extremes. This algorithm is very independent of starting parameter values, 

and capable of escaping from local optima to reach the global optimum. Despite the 

advantages, the number of simulation runs and the simulation run time cannot be determined 

beforehand, in contrast to the grid search. Especially when considering crop growing in 

multiple locations, the environmental factors, such as soil extractable water, will have to be 

optimized individually each time, and the simulation for the same sets of parameter values 

have to be redundantly rerun for each location.  

Asadi and Clemente (2003) calibrated five genetic coefficients for CERES-Maize using 

a trial and error approach. They used data from a laboratory experiment to estimate soil 
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parameters related to water-holding capacity. Their simulations targeted yield, N uptake, and 

N leaching of the simulated field in Thailand during 1999 and 2000.  

Using 1982 data for average planting, tasseling, and maturity dates, and average 

measured yields, Hodges et al. (1987) calibrated five genetic coefficients for the CERES-

Maize model for each of 51 locations in the US corn belt. The adjustment to the five genetic 

coefficients was made by trying each of eight sets of pre-defined fixed coefficient values. 

The best set of values for these coefficients was determined for each location, representing 

all hybrids grown there, rather than any specific hybrid. The CERES-Maize model 

demonstrated success in estimating production for the state and the corn belt from 1982 to 

1985, using these coefficients.  

Liu et al. (1989) calibrated genetic coefficients in standard version of CERES-Maize 

model for one Brazilian hybrid using crop and weather data from 1983 collected at one site in 

Brazil, using methods similar to those applied by Hodges et al. (1987). Data used included 

grain yield, phenological cycle, plant population density, sowing depth, photoperiod 

sensitivity, dates of sowing, silking, and physiological maturity. The soil data included 

drained upper limit, lower limit of plant extractable soil water, saturated soil water content by 

volume, upper limit of Stage 1 soil evaporation, and soil rooting depth. The phenological 

parameters were adjusted using a limited pre-defined set of coefficient values until simulated 

silking and maturity dates were in close agreement with observed values. Then, one 

coefficient which affects grain filling was adjusted until simulated yields were within 2% of 

observed yields. 
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A program named GENCALC was developed for use with the CERES models to 

estimate genetic coefficients for any cultivar (Hunt et al. 1993). GENCALC was designed to 

iteratively run the related model with the approximate genetic coefficients and match the 

measured values, and under each iteration, the genetic coefficients were changed until the 

predicted matched the measured within acceptable range of difference. Roman-Paoli et al. 

(2000) investigated two different methods for estimating CERES-Maize phenological 

parameters, degree days from emergence to end of juvenile phase and photoperiod sensitivity 

coefficient, for five hybrids grown at Rossville, Kansas, during 1995: the Uniform Covering 

by Probabilistic Region (UCPR), and Genetic Coefficient Calculator (GENCALC) (Hunt et 

al. 1993). A joint confidence region for the two parameters corresponding to a goodness-of-

fit threshold level was delineated using UCPR. They simulated silking dates using degree 

days from emergence to end of juvenile phase and photoperiod sensitivity coefficient values 

obtained by the two methods. Both UCPR and GENCALC underestimated degree days from 

emergence to end of juvenile phase values compared to field data from the Kansas Corn 

Performance Tests, which might be due to the model's propensity to overestimate leaf 

number. Although UCPR was difficult to use for more than three parameters, it was superior 

to GENCALC for three or fewer parameters to produce a realistic joint confidence region 

along with better point estimates.  

Piper et al. (1998) estimated soybean cultivar coefficients for SOYGRO Version 5.42 by 

performing an iterative stepwise procedure, which used the downhill simplex method to 

optimize temperature functions and visual fitting to optimize cultivar coefficients. Overall 
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results were compared using independently collected data and the mean squared error of 

prediction (MSEP). 

Irmak et al. (2000) and Welch et al. (2002) used a computationally efficient approach to 

estimating genetic coefficients for large sets of hybrids. This method involves making all 

crop model simulations first and storing results for an iterative grid search procedure. Irmak 

et al. (2000) first optimized one coefficient related to flowering by minimizing the errors 

between simulated and observed anthesis dates. They retained the optimized value of this 

parameter while optimizing two coefficients that affect maturity date. They next evaluated 

hybrid coefficients affecting yield through a two way grid search, which was similar to the 

method described in Mavromatis et al. (2001, 2002). Welch et al. (2002) estimated values for 

several genetic coefficients and the crop rooting profile in CROPGRO-Soybean by setting 

the genetic coefficients with the normal maturity group values first while searching for the 

optimal rooting profile and then fixing the resulting rooting profile while searching for 

optimal genetic coefficients. The estimation stopped when the relative improvement was less 

than 0.1% in any iteration step.  

Mavromatis et al. (2001) optimized CROPGRO-Soybean genetic coefficients and soil 

parameters with a stepwise procedure using a combination of linear grid searches and 

simulated annealing. Mavromatis et al. (2002) used two-dimensional linear grid searches to 

determine cultivar coefficient values which minimized root mean squared errors (RMSE). 

Calmon et al. (1999) reported successful optimization in root growth and soil water 

extraction parameters for dynamic crop model by applying the adaptive simulated annealing 
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algorithm. Ferreyra (2004) proposed a modified version of simulated annealing used by 

Ferreyra et al. (2002), with data reuse to avoid repeated simulation and redundant storage of 

simulated results. This increased the searching speed by 25% to 75%, depending on the 

geometry of the simulation domain.  

Using fixed genetic coefficients, Braga and Jones (2004) tried two different methods for 

calibrating soil parameters in the CERES-Maize model: one which used grain yield as the 

objective function, and a second which used soil-water content measured 12 times during the 

season in each 15 cm increment of the soil profile as the objective function. Simulated 

annealing was used in both methods as the optimization procedure. Grain yield estimates 

using the grain yield objective function were acceptable, but the simulations of soil water 

content, particularly in the bottom layer, were not. The use of soil-water content 

measurements as the objective function resulted in both simulated yield and soil water 

content values which were acceptable. 

Miao et al. (2006) determined optimal nitrogen rates for four management zones, 2 

hybrids, and 2 years using CERES-Maize (version 3.5) after calibration of four soil profile 

parameters for each of four management zones using 3 years of experimental data. Simulated 

annealing was used to minimize the sum of squared errors between measured and simulated 

yields (Miao et al., 2006). Calibrated soil parameters included SCS curve number, effective 

tile drainage, saturated hydraulic conductivity, and fraction available soil water. The genetic 

coefficients were set to those for a known generic cultivar in spite of the potential for 

introducing errors. Simulated yields were 10% lower than measured and the model accounted 

for 58.7% yield variability in the three simulated years. 
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Validation.  Once soil parameters and/or genetic coefficients have been calibrated for a new 

location or cultivar, it still must be shown that these parameters / coefficients will work well 

when used to simulate crop growth and yield compared to field data sets not used in the 

fitting process. Liu et al. (1989) used data from 1983 to fit CERES-Maize genetic 

coefficients, then used data from 1984 to 1987 to validate that these fitted coefficients 

resulted in simulated silking and physiological maturity dates, LAI, and grain number and 

grain yield values which were within reasonable error bounds.  

Carberry et al. (1989) validated the accuracy of simulated corn plant development and 

yield values using independent experiment measurements, including days to silking, days to 

maturity, dry weight at silking, LAI at silking, leaf number, grain yield, grain size, grain 

number, biomass at maturity, stover at maturity and LAI at maturity, for the standard 

CERES-Maize model and an improved model version. Root mean square deviation (RMSD), 

the mean weighted difference between observed and predicted values was used to judge 

model fit. Pang et al. (1998) validated CERES-Maize ability to simulate grain yield, N 

uptake, and nitrate leaching for Pioneer 3921 planted under control and 3 N rates with two 

irrigation strategies in a Minnesota field in 1991 and 1992. The simulated and measured 

yields and N uptake were close without significant difference in both years, but the nitrate 

leaching was significantly different between simulated and measured values. 

Jagtap et al. (1999) tried three N inputs of 60, 90, and 120 kg ha
-1

 (due to unknown N 

inputs from records) in simulating yields for three rain fed locations during 1992-1995 with 
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CERES-Maize (Version 2.1). The linear regression of the observed vs. the simulated yields 

indicated that the simulated yields more closely approximated the measured yields when the 

90 kg ha
-1

 N input was assumed. R
2
 values for all three N inputs were over or equal 0.987, 

but only the 90 kg ha
-1

 level possessed a slope value close to 1.0. 

Cross validation is frequently used to investigate model prediction quality. Cross 

validation performs resampling from the complete dataset where data are repeatedly grouped 

into pairs of a larger and a smaller one, for estimating the parameters and the prediction 

variance, respectively (Irmak et al., 2000). Iteration to the resampling process leads to 

improved estimation in parameters and prediction variance (Irmak et al., 2000). 

After calibrating four soil parameters, Miao et al. (2006) validated the CERES-Maize 

model by simulating the yields for two hybrids grown under five N treatments in four 

management zones in 2001 and 2003. The model performed unsatisfactorily for non-

fertilized treatments, with simulation error varying from -34% to 112%, but performed well 

for non-zero N rates. 

Sensitivity to Changes in Model Parameters and Model Inputs.  Sensitivity analysis is a 

systematic investigation of the variation in model output in response to changes in model 

parameter values. Boote et al. (2001) demonstrated CERES-Maize model sensitivity to 

changes in each of three genetic coefficients for one cultivar. Changes in value settings to 

any one of the three parameters resulted in proportional change to the simulated yield for the 

cultivar. The increase of 10% in degree days from silking to physiological maturity increased 

simulated yield 12-13%.Decreases of 10% in potential kernel number resulted in 6-7% 
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decrease in simulated yield. A 10% decrease in potential kernel growth rate (mg / kernel d) 

generated 8-9% decrease in simulated yield.  

Bert et al. (2007) investigated the CSM-CERES-Maize sensitivity in yield to soil and 

climate related variables by running the CERES-Maize model on 31 years of historical 

weather data for a field in Argentine Pampas. They examined the soil N content at sowing, 

soil organic matter content, soil water storage capacity, soil water content at sowing, soil 

infiltration number, and daily solar radiation, each varied within designed boundary, 

respectively. Although the model demonstrated sensitivities to soil variables, much higher 

sensitivity was reported to changes in daily solar radiation. The normalized sensitivities in 

daily solar radiation for rainfed and irrigated condition were -0.69 and 0.45, respectively, 

compared to 0.20-0.28 for that of the soil variables.  

Liu et al. (1989) investigated the sensitivity of CERES-Maize response in grain yield 

and available soil water to changes in plant population, sowing depth, rooting depth, and 

plant-extractable lower limit soil water one at a time while holding all other parameters 

unchanged. Their results demonstrated that grain yield increased with population increase, 

but decreased when population was higher than 10 plants m
-2

. Highest simulated yield 

occurred at sowing depth of 4 cm, with a yield decrease when sowing depth either decreased 

from 4 to 3 cm, or increased from 5 to 6 cm. The yield was less affected when rooting depth 

increased from 65 to 95 cm than when roots were shallower than that. A mixed response of 

yield to changes in plant extractable soil water was found, with an increase to the highest 

level tested actually resulting in a decrease in yield. They also detected a delay in 

physiological maturity of 10 days when drought happened.  
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In a study by Sadler et al. (2000), the performance of CERES-Maize (version 3.5) was 

evaluated in the SE coastal plain of the US; and simulated yield sensitivity of the model to 

various factors was reported. This study found the model to be largely insensitive to changes 

in soil type, depth to clay, N, and plant population, but rather sensitive to soil water, rainfall, 

and canopy temperature. The model also reported sensitivity of yield to depth of clay layer. 

The authors suggested that further work on modeling crop phenology and runoff was needed. 

Using CERES-Maize to Evaluate Management Strategies.  Once a model has been 

calibrated and validated for use in a particular location or situation, it can be used to evaluate 

management strategies, such as cultivar selection, planting practices, nutrient applications, or 

weed and pest control under various weather patterns and field conditions. These studies can 

assist corn producers in making management decisions in order to maximize economic return, 

as well as to minimize cultivation cost and environmental contamination. Especially in recent 

years, studies have been concerned with the genetic coefficients of corn hybrids and with 

factors affecting corn development (fertilizer, weather, and soil type, among others) under 

various field conditions.  

Mantovani et al. (1995) used CERES-Maize to investigate yield response to irrigation 

amount and uniformity. The optimum irrigation amount was reported highly related to 

sprinkler irrigation spatial uniformity and the ratio between production price and water cost.  

Thornton and MacRobert (1994) used CERES-Maize (version V2.1) to evaluate the 

design in timing and amount of N schedules in order to investigate the optimum N 

application schedules and estimate corresponding profit returns. They utilized 10 time slots 
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for possible N applications during the growing season. N application amounts varied from 49 

to 240 kg ha
-1

. There was potential moderate economical benefit over long-term, if using 

best-bet N schedules for long-term fertilizer for all seasons based on the ten year weather 

data sets from 1978 to 1987 used in the study.  

Evaluation is also necessary to investigate the applicability of crop model in site-specific 

research (Pang et al., 1998). The sensitivity of the predicted yield and nitrate leaching in 

response to three irrigation management strategies (irrigation triggered at 40, 60, or 80% of 

the available water remaining in soil) and 31 years climate changes were analyzed by Pang et 

al. (1998). The simulated corn grain yield was not significantly different at irrigation trigger 

in soil water deficit at 30% and above, but leaching amount in nitrate was increased with the 

increase in irrigation trigger level.  

Simulating maize yield over 20 years of weather, Jagtap et al. (1999) evaluated CERES-

Maize (V 2.1) model in three savanna locations under three N input strategies (0, 60, and 120 

kg ha
-1

). By using cumulative probability distribution method, they analyzed N use efficiency 

and variety yields for medium duration varieties and late duration varieties. Under rain fed 

savanna and N fertilizer input condition, medium duration varieties had better yield and 

nitrogen use efficiency than late duration varieties in Mokwa and Ibadan in Nigeria. There 

was no advantage in varying N input strategy for a specific variety. The N use efficiency was 

best at 60 kg ha
-1

 N input strategy. 

Thorp et al. (2006) used CERES-Maize to examine the environmental and economical 

risks of management strategies that either maximized the farmer‟s marginal net return, or 
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insured that the N left in harvested soil would not exceed 40 kg ha
-1

 in most growing seasons. 

They concluded that the difficulty in precision N management was highly related to the 

dynamics of N movement, to soil spatial variability, and to weather uncertainties. 

Miao et al. (2006) evaluated economical optimum N rates varied from 70 to 250 kg ha
-1

, 

for two hybrids, and concluded that N application at year specific, hybrid specific, and 

management zone specific EONR increased net return by $49and $52 for two hybrids, 

respectively, when compared to uniform N application of 170 kg ha
-1

. 

Based on the above research, there is an opportunity to utilize CSM-CERES-Maize to 

improve within-season N management decision making. This research will determine if 

CSM-CERES-Maize can be used to provide recommendations on precise and timely within-

season N application for improving final corn yield and net returns in a precision agricultural 

system, while minimizing and optimizing N fertilizer usage. This research should assist 

farmers with N application strategies based on corn growth stage, current crop N status and 

biomass, as well as soil type, and expectation of crop yield potential. In relation to the main 

objective, specific objectives include: 

1) Determine if the CSM-CERES-Maize model can be used to accurately simulate 

yield of corn hybrids grown in several North Carolina environments under non-limiting N 

conditions. 

2) Determine if the CSM-CERES-Maize model can be used to simulate yield of a 

specific hybrid, Pioneer 31G98 (P31G98), in several North Carolina environments under 

non-limiting N conditions. 
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3) Certify that the CSM-CERES-Maize model can accurately simulate response of 

P31G98 to variations in N and irrigation timing and amount. 
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ABSTRACT 

CSM-CERES-Maize has been extensively used to simulate corn growth and grain 

production in various locations worldwide, but has not been evaluated previously for use in 

North Carolina. The objectives of this study were to calibrate CSM-CERES-Maize soil 

parameters and genetic coefficients using official variety trial data, to evaluate model 

performance in North Carolina, and to determine the suitability of the fitting technique and 

variety trial data for model calibration. Yield data from 60 site-years for 53 maize genotypes 

were used in the study. A stepwise calibration procedure was utilized: 1) two genetic 

coefficients which determine anthesis and physiological maturity dates were adjusted based 

on planting date and growing degree day requirements for each hybrid; and 2) plant available 

soil water and rooting profile were adjusted iteratively with two genetic coefficients affecting 

yield. Cross validation was used to evaluate the suitability of this approach for estimating soil 

and genetic coefficients. The root mean squared errors of prediction (RMSEP) were similar 

to fitting errors. Results indicate that the CSM-CERES-Maize model can be used in North 

Carolina to simulate corn growth under non-limiting nitrogen conditions and official variety 

trial data can be used to estimate genetic coefficients, although the CSM-CERES-Maize 

over-estimated yield for low yield environments and under-estimated it for high yield 

environments for some hybrids. Root mean squared errors were sufficiently large for several 

site-years that data from these locations could not be used in fitting genetic coefficients. In 

some cases, this could be attributed to a weather event, such as a late-season hurricane. 
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Abbreviations: DAP, days after planting; DSSAT, Decision Support System for 

Agrotechnology Transfer ; GDD, growing degree days; RMSE, root mean squared error; 

RMSEP, root mean squared error of prediction; RRMSE, relative root mean squared error; 

MRRMSE, mean of the relative root mean squared error; SD, standard deviation. 
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INTRODUCTION 

The CSM-CERES-Maize model, which is part of Decision Support System for 

Agrotechnology Transfer (DSSAT) Version 4.0 (Jones and Kiniry, 1986; Jones et al., 2003; 

Hoogenboom et al., 2003), is a process-oriented corn growth model that has been widely 

used in simulation studies of varied agricultural environments in a number of different states 

in the US and in locations worldwide (Jones et al., 2003). The CSM-CERES-Maize model 

simulates corn phenological stages, growth and development, biomass production, and grain 

yield based on information about initial soil conditions, soil profile characteristics, daily 

weather, fertilizer applications, irrigations, planting date, plant population, and other 

management strategies.  

Before the CSM-CERES-Maize model can be used in simulation studies of corn 

production in North Carolina, it must be calibrated and evaluated for suitability in simulating 

growth of the currently available, locally grown corn hybrids under North Carolina 

environmental conditions and field management practices. CSM-CERES-Maize uses a set of 

six genetic coefficients to characterize the response of different corn hybrids to variations in 

environmental conditions (Hoogenboom et al., 2003). The genetic coefficients for most of 

the corn hybrids grown in North Carolina are not known and are not included with the CSM-

CERES-Maize model distributed in DSSAT v4.0 (Hoogenboom et al., 2003).  

A number of different approaches have been used to estimate genetic coefficients for use 

in crop growth models when coefficients are needed for large numbers of hybrids, but only 

limited information is available. This is the case when data from crop variety trials, either 
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public or private, are to be used in the fitting process. At best, anthesis and maturity dates 

may have been recorded, but often only final yield data are available for each hybrid. Piper et 

al. (1998) estimated soybean cultivar coefficients for SOYGRO Version 5.42 by performing 

an iterative stepwise procedure, which used the downhill-simplex method (Nelder and Mead, 

1965) to optimize temperature functions, and visual fitting to optimize genetic coefficients. 

Overall results were compared using independently collected data and the mean squared error 

of prediction (MSEP). Mavromatis et al. (2001) optimized CROPGRO-Soybean genetic 

coefficients and soil parameters with a stepwise procedure using a combination of linear grid 

searches and simulated annealing. Mavromatis et al. (2002) used two-dimensional linear grid 

searches to determine cultivar coefficient values which minimized root mean squared errors 

(RMSE). 

Irmak et al. (2000) and Welch et al. (2002) used a computationally efficient approach to 

estimating genetic coefficients for large sets of cultivars. This method involves making all 

crop model simulations first and storing results for an iterative search procedure. Irmak et al. 

(2000) first optimized one coefficient related to flowering by minimizing the errors between 

simulated and observed anthesis dates. They retained the optimized value of this parameter 

while optimizing two coefficients that affect maturity date. They next evaluated hybrid 

coefficients affecting yield through a two way grid search, which was similar to the method 

described in Mavromatis et al. (2001, 2002). Welch et al. (2002) estimated values for several 

genetic coefficients and the crop rooting profile in CROPGRO-Soybean by setting the 

genetic coefficients with the normal maturity group values first while searching for the 

optimal rooting profile and then fixing the resulting rooting profile while searching for 



 

 38 

optimal genetic coefficients. The estimation stopped when the relative improvement was less 

than 0.1% in any iteration step.  

Roman-Paoli et al. (2000) investigated using two different methods for estimating 

CERES-Maize phenological parameters, P1 and P2, for five hybrids: the Uniform Covering 

by Probabilistic Region (UCPR), and Genetic Coefficient Calculator (GENCALC).  Both 

UCPR and GENCALC underestimated P1 values compared to field data from the Kansas 

Corn Performance Tests, which might be due to the model's propensity to overestimate leaf 

number. 

Since the genetic coefficients of the CSM-CERES-Maize model have not been widely 

investigated, especially for use in North Carolina, the objectives of this study were to i) 

calibrate CSM-CERES-Maize soil parameters and genetic coefficients using official variety 

trial data, ii) evaluate model performance in North Carolina for locally grown hybrids, and to 

iii) determine the suitability of the fitting technique and variety trial data for model 

calibration.  

MATERIALS AND METHODS 

The performance of CSM-CERES-Maize (Hoogenboom et al., 2003) was examined 

under North Carolina weather conditions, field environments, and management practices, for 

locally grown hybrids. The silking stage is the most critical phase for corn production in 

determining the corn plant kernel number and the final grain production level. Our overall 

approach was to first estimate two genetic coefficients (phenological parameters) that 

primarily determine time of anthesis and physiological maturity, using variety trial data and 
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calculated RMSE. Using these optimized coefficients, a large matrix of simulations was 

performed in which soil parameters for each field included in the trials and two genetic 

coefficients affecting yield were varied across reasonable ranges. Results of these simulations 

were organized in hybrid-specific databases and iterative searches were made to determine 

optimal values for both soil parameters and genetic coefficients. The performance of the 

CSM-CERES-Maize model was evaluated in terms of yield and/or phenological stage 

predictions over all hybrids, over all site-years in North Carolina.  Cross validation was used 

to examine the ability of the fitting approach to estimate hybrid coefficients. The simulations 

were managed and controlled by Crop Simulation DataBase (CSDB) (Buol et al., 2006), a 

program developed to facilitate management of weather, soil, and field experimental data and 

use of the data in simulations studies using CSM-CERES-Maize or other DSSAT 4.0 crop 

models (Buol et al., 2006). 

Variety Trial Data 

The corn yield data used in this study were collected from trials performed on eleven 

research stations in North Carolina from 1994 through 2003 (Table 1a, and Figure 1) in the 

Official Variety Testing Program (Bowman, 1994, 1995, 1996, 1997, 1998, 1999, 2000, 2001, 

2002, 2003). Planting dates varied from March 28 to April 27 across locations and years. The 

row spacing was 91.4 cm; and corn plant population ranged from 3.12 to 8.13 plants/m
2
. N-

P-K fertilizer was applied to each field pre-plant or at planting. A sidedressing application of 

N was made to most fields prior to silking. These applications were accepted agronomic 

practices for their areas. 
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Since the dates of anthesis and physiological maturity were not recorded in the official 

variety trials, the “observed” phenological dates were calculated using Growing Degree Days 

(GDD). The calculated phenological dates were used as field observed anthesis and 

physiological maturity dates in this study. GDD is defined as thermal time which governs the 

rate of corn plant development. Besides comprehensive discussion of GDD by Arnold (1960) 

and Wang (1960), Cross and Zuber (1972) and Gilmore and Rogers (1958) gave 22 and 15 

methods for calculating the GDD for application in determining corn development stages, 

respectively. The “observed” dates of phenological development stages were derived from 

two published sources of GDD requirements (Heiniger et al., 2000; Pioneer Hi-Bred 

International, 2004) for each corn hybrid, and recorded daily min/max temperatures and 

planting dates for each site-year. GDD has been defined in terms of a base temperature 

threshold of 10 ºC (50 ºF) by Heiniger et al. (2000): 

( )
50

2
Max MinT T

GDD


       [1] 

where Tmax is the maximum temperature of the day and Tmin is the minimum temperature 

encountered during the day. Tmin is replaced with 50 ºF if it is lower than 50 ºF. If Tmax is 

above 86 ºF, it is replaced with 86 ºF, limiting GDD accumulation on any day to between 0 

and 18.  

Variety trial data were checked for problems prior to inclusion in this study. First, we 

eliminated corn hybrids for which we lacked information on GDD requirements. Next, we 

removed hybrids which were grown in fewer than five site-years. Several site-years were 

removed because they included fewer than five hybrids meeting the above criteria.  
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We found that some site-years had unexplainably low or high measured yields for all 

corn hybrids. We were unable to simulate these yields within the boundaries we had set for 

soil parameters and genetic coefficients. These sites were removed from the data set before 

estimation of genetic coefficients affecting yield. Any site-year, with RRMSE in yield over 

3SD (SD of the RRMSE) from the mean of RRMSE (MRRMSE) across all site-years, was 

removed, where RRMSE is RMSE as a percentage of the average measured yield. These site-

years with unexplained high or low measured yields could have been due to unrecorded 

irrigations, extreme weather events (e.g., hurricanes in 1999), or pest damage (e.g. bear 

damage in some plots in 1997). Any cultivar with less than five site-years was also removed. 

After these were removed, the Estimation Data Set consisted of trial data from 60 site-years, 

and 49 hybrids, composing a total of 905 treatments. 

CSM-CERES-Maize Model Inputs 

Weather Data 

Historical weather data were obtained from the National Climatic Data Center (NCDC, 

2004). For trials that were performed on agricultural research stations, on-station data were 

available. For trials that were performed on-farm (Belhaven, Four Oaks, and McLeansville) 

weather data were obtained from the recording station nearest to the farm. The reliability of 

the weather data, particularly precipitation, depended on the distance between the field and 

weather recording site. This distance was at most 24 km (15 miles) (for McLeansville). 

Missing weather data were filled in with data from the nearest recording station. For all site-
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years, daily solar radiation was estimated from latitude, daily minimum and maximum air 

temperature, and day of the year (Hargreaves et al., 1985; Welch et al., 2002). 

Soil Data 

For each field, only soil series and soil surface texture were reported by Bowman (1994, 

1995, 1996, 1997, 1998, 1999, 2000, 2001, 2002, 2003). Pedon data from the National Map 

Unit Interpretation Record (MUIR) Database (USDA, 1994) were used to provide estimates 

of bulk density, organic carbon, and percent sand, silt, and clay in each layer. The methods of 

Saxton et al. (1986) were used to estimate volumetric soil water content at lower and upper 

limits and saturated hydraulic conductivity for each soil layer.  We assumed a maximum soil 

profile depth of 2.0 m for all soils and set layer depths to 5, 15, 30, 45, 60, 75, 90, 105, 120, 

135, 150, 165, 180, and 200 cm. Soil albedo (SALB), runoff potential (SLRO), and drainage 

rate (SLDR) were estimated according to the procedures outlined in DSSAT documentation 

(Hoogenboom, 2003). The soil fertility factor (SLPF), which affects photosynthetic rate, was 

assumed to be 1.0 in all simulations. The soil surface evaporation limit (SLU1) was set to 3.0 

mm day
-1

 for all site-years. Initial soil water content was assumed to be at field capacity in all 

simulations. 

Nitrogen 

The simulated timing of phenological events is not affected by nitrogen stress in CSM-

CERES-Maize (Hoogenboom et al., 2003). Gungula et al. (2003) were able to fit genetic 

coefficients and soil parameters for the CSM-CERES-Maize model to a reasonable degree 

for their high-nitrogen treatments (90 and 120 kg ha
-1

), but did find that CSM-CERES-Maize 
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predicted faster development than actually occurred under low-nitrogen conditions. In the 

North Carolina official variety trials, N was applied pre-plant or at planting, and as a 

sidedressing application prior to silking based on soil test results (e.g. Bowman, 2004). We 

assumed N to be non-limiting in all simulations, since some of the information required to 

simulate N dynamics was unavailable (e.g., date of application).  

Irrigation  

We assumed no irrigation was applied for all official variety trial locations and years for 

which an irrigation schedule was not available. Under non-irrigated settings, some site-years 

had low simulated yields and high water stress due to drought conditions during some portion 

of the growing season. Any site-year with a RRMSE for yield over 3SD from the mean of 

RRMSE across all site-years, was removed. 

Estimating Hybrid Genetic Coefficients and Soil Parameters 

Genetic Coefficients Values 

Six genetic coefficients are used by the CSM-CERES-Maize model for each corn hybrid, 

with four of them shown in Table 2. Corn development is influenced by both photoperiod 

and temperature in CSM-CERES-Maize (Hoogenboom et al., 2003). The model uses a 

formula similar to Equation 1 to calculate GDD, but normally uses a base temperature of 8 ºC 

(46.4 ºF). Development rate reaches a maximum at a temperature of 34 ºC (93.2 ºF).  

Although it is possible in DSSAT 4.0 to change the base and maximum temperature values 

and to remove the effect of photoperiod on development by setting P2 to zero, we did not feel 

comfortable assuming that all the corn hybrids grown in North Carolina were insensitive to 
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photoperiod. It seemed preferable to us to leave the CSM-CERES-Maize base and maximum 

temperatures set to their normal values, assume photoperiod does indeed affect development, 

adjust genetic coefficients, and determine whether simulated anthesis and physiological 

maturity matched the dates calculated using Equation 1. 

In this study, PHINT and P2 were set to constant values, while the other four 

coefficients were estimated according to procedures explained below. The value of 38.9 was 

assigned to PHINT in all hybrid simulations. This is the value assigned to PHINT for most of 

the hybrids included with DSSAT 4.0 data files. Although PHINIT values as high as 42.50 

have been specified for some of the hybrids included with DSSAT 4.0, setting PHINT higher 

did not significantly affect yield and phenology in our preliminary simulations. 

Considering the setting of 0.5 h
-1 

by Jones and Kiniry (1986) and Pang et al. (1997), P2 

was set to 0.45 for all hybrid simulations. In a preliminary sensitivity trial of the effect of 

changes in P2 on simulated yield, we found that simulated yield leveled off when P2 was set 

less than 0.39, or higher than 0.50 (Figure 2). Since yield appeared to change linearly for 

values of P2 between 0.39 and 0.50, we assigned a value of 0.45 to this coefficient in order to 

achieve yields in the middle of the variability range. 

Soil Drained Upper Limit 

The soil drained upper limit (SDUL) parameter was chosen to allow variations in soil 

water holding capacity. Values of this parameter contained in the initial soil profiles for each 

site-year were modified using the formula: 

SDULActual = SLLLDefault + (SDULDefault – SLLLDefault ) × (1+X)  [2] 
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where SDULDefault and SLLLDefault were based on starting default soil profile, calculated from 

Saxton et al. (1986) method according to soil series and soil surface texture reported by 

Bowman (1994, 1995, 1996, 1997, 1998, 1999, 2000, 2001, 2002, 2003). SLLL represents 

the soil water drained lower limit, and X represents the proportional percent change in plant 

available soil water.   

Soil Root Growth Factor 

The soil root growth factor (SRGF), the other soil parameter selected for variation in this 

study, is used in DSSAT models to determine the maximum rooting depth and the relative 

distribution of new root mass across the profile. The values used in various soil layers in this 

study are listed in Table 3. Based on previous work with soybean (Welch et al., 2002), we 

chose to set SRGF in each layer either to 0 or to 1. If set to 0, no root growth will occur in 

that layer. Setting SRGF to 1 in all layers specifies that once roots extend into a layer, they 

will grow with equal preference in all layers if water is non-limiting. 

Reducing the Number of Simulations 

Before a large number of simulations are performed to fit multiple parameters, each of 

which has a wide range of possible values, a group of preliminary simulations is necessary to 

determine reasonable bounds for each factor. In this study, the sensitivity of simulated yield 

and phenological dates to variations in each parameter was investigated to determine the 

most likely range for each factor. Once this boundary had been determined, the number of 

values to include from within this range was determined based on limiting the total number 

of simulations to a reasonable number. 
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As has been the case in other studies in which genetic coefficients have been estimated 

for a large number of hybrids using data from multiple locations and years (Irmak et al., 2000; 

Mavromatis et al., 2001; Welch et al., 2002), finding a way to reduce the number of 

simulations required to fit parameters was a necessity in this study. Fitting four genetic 

coefficients and two soil parameters simultaneously for hybrids grown in 60 site-years would 

require over 106 million simulations, if only 10 increments (11 levels) were simulated for 

each variable, far exceeding our computer capabilities.  

To avoid this huge number of simulations, a strategy was adopted to reduce the total 

simulation dimension. Instead of simulating and analyzing in a six dimensional space at the 

same time, the two genetic coefficients affecting timing of anthesis and physiological 

maturity (P1 and P5) were separated from the other genetic coefficients and soil parameters, 

and two-dimensional grid searches were used. A preliminary sensitivity analysis 

demonstrated that anthesis and physiological maturity were not affected by variations in the 

genetic coefficients G2 and G3 or by variations in the soil parameters, making this a 

reasonable approach to reducing the number of simulations required. Simulating P1 values 

between 200 and 300 in 21 increments and P5 values from 700 to 1000 in 61 increments 

resulted in only 79422 simulations for fitting P1 and P5 for each hybrid. 

A disadvantage of fitting P1 and P5 for each hybrid prior to fitting the genetic 

coefficients G2 and G3 and the soil parameters SDUL and SRGF was that each hybrid had to 

be simulated separately at each location, resulting in 905 simulations (number of hybrid-site-

year combinations) for each set of G2 and G3 values and soil parameters. We performed 



 

 47 

further sensitivity analyses to limit the number of simulations required to fit G2, G3, SDUL, 

and SRGF. 

Estimating Phenological Parameters P1 and P5 

In simulations to determine optimized values of P1 and P5 for each hybrid, G2 and G3 

were set to the default settings for the medium maturity group for all hybrids. Since soil 

water availability does not affect simulated phenology in CSM-CERES-Maize (Hoogenboom 

et al., 2003), we used the default soil settings when optimizing the parameters related to 

timing of anthesis and physiological maturity. 

The optimal values for P1 and P5 were determined by finding the parameter values 

which resulted in the minimum value for RMSE: 

2

1

1
( )

N

Simulated ObservedRMSE D D
N

       [3] 

where DSimulated represents simulated days after planting and DObserved represents observed 

days after planting for phenological stages (anthesis or physiological maturity). N was the 

number of site-years where the hybrid was grown.  For each hybrid, RMSE values were 

calculated for P1 and P5, respectively. The minimized summation of RMSE for P1 and P5 

was used to determine the optimized setting of P1 and P5 for the hybrid. 

Estimating Genetic Coefficients G2 and G3 and Soil Parameters 

A sensitivity analysis was performed to check the simulated yield response to variations 

in SRGF and SDUL. Since maize roots generally grow deeper than 50 cm and simulated 
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yield generally did not increase once maximum rooting depth exceeded 135 cm (Figure 3), 

we decided upon 6 values for SRGF that simulated a maximum rooting depth of 60, 75, 90, 

105, 120, and 135 cm. The sensitivity trials also showed that varying X in Equation 2 from -

20% to +20% would likely be sufficient. Using 11 levels for X results in plant available soil 

water values that are 80, 84, 88, 92, 96, 100, 104, 108, 112, 116, and 120% of the initial 

value for each soil. 

Based on the sensitivity trials and information contained in DSSAT 4.0 data files and 

documentation, boundaries for G2 and G3 were set as indicated in Table 2. We settled on 

nine levels for each of the two coefficients, respectively. This resulted in 6.5 million 

simulations in this stage, requiring about a week using three PCs.  

Once all simulations had been conducted, an iterative process of two-dimensional grid 

searches was used to estimate G2, G3, SDUL, and SRGF. In the first step, yields simulated 

using default settings of G2 and G3 for the medium maturity group were searched.  Optimal 

values for the soil parameters (SDUL, SRGF) for all 60 site-years were determined by 

minimizing RMSE: 

2

1

1
( )

N

Simulated ObservedRMSE Y Y
N

       [4] 

where N represents the number of hybrids grown at the location, YSimulated is the simulated 

hybrid yield, and YObserved is the observed hybrid yield. 

  The second step involved searching the yields simulated for each hybrid using the 

values of SDUL and SRGF obtained in the first iteration. Optimal values for G2 and G3 were 
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determined by minimizing RMSE as computed in Equation 4 with N representing the number 

of site-years in which a hybrid was grown, YSimulated representing the simulated hybrid yield 

for each site-year, and YObserved representing the observed hybrid yield. These steps were 

repeated until we obtained optimized settings of soil parameters for all site-years, and 

optimized genetic coefficient settings for all hybrids, with which the current simulated yields 

obtained less than 1% improvements from previous simulated yields (Welch et al. 2002).  

Cross Validation Analysis 

Once cultivar coefficients had been estimated for all hybrids contained in the Estimation 

Data Set and soil parameters had been estimated for all site-years using the iterative 

technique described above, a cross validation procedure was performed on an Evaluation 

Data Set. Four corn hybrids were included in this analysis: Novartis N8811, Pioneer 31G98, 

Pioneer 32K61, and S. States SS 827. No data from these four hybrids were used in fitting 

the soil parameters for each site-year. 

The cross validation procedure involved estimating optimal genetic coefficients NH 

different times for hybrid H using data from NH -1 site-years each time. In each iteration, a 

different site-year was left out when estimating the optimal coefficients P1, P5, G2, and G3. 

Optimal coefficients were determined by finding the minimum RMSE according to 

Equations 3 and 4. Once optimal coefficients had been determined for hybrid H using data 

for all site-years except for site j, predicted anthesis, physiological maturity, and yield for site 

j were determined from the simulated growth at site j using these optimal coefficients. This 
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resulted in NH  values for predicted anthesis, physiological maturity, and yield. The root 

mean squared error of prediction (RMSEP) was calculated as follows: 

H
2

Hjk Hjk
1H

1
( )

N

k

RMSEP P O
N 

 
  

 
     [5] 

where N H is the number of site-years where the hybrid H was grown, PHjk is the predicted 

value for site-year j, and k represents anthesis, physiological maturity, or yield. OHjk is the 

observed value for hybrid H for site-year j. 

RESULTS AND DISCUSSION 

Estimating Phenological Parameters P1 and P5 

There were 49 hybrids and 60 site-years included in the Estimation Data Set for the final 

analysis (Table 1). The minimum RMSE for P1 ranged from 0.9 d to 3.5 d for these 49 

hybrids, and that for P5 ranged from 0.7 d to 3.5 d. The minimum sum of the RMSE for these 

two phenology parameters ranged from 1.6 d to 6.8 d. The estimation error for anthesis and 

physiological maturity appear reasonable and in line with results of other studies in which 

field data were used to estimate genetic coefficients (Irmak et al., 2000; Roman-Paoli et al., 

2000; Mavromatis et al., 2001; Mavromatis et al., 2002; Gungula et al., 2003). Since most 

hybrids require more than 100 days to reach physiological maturity, the sum of RMSE for P1 

and P5 was less than 7% of the measured value. The optimized P1 values ranged from 235 to 

295 with an average of 270. Optimized P5 ranged from 795 to 990 with an average of 900. 

Both of these averages were higher than the averages were for the default hybrids included 

with DSSAT 4.0.  
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Simulated days from planting to anthesis and physiological maturity appear to match 

observed days reasonably well (Figures 4 and 5). The slope of the regression line between 

simulated and observed days was less than 1.0 in both cases, indicating that there was a slight 

tendency by the model to overestimate days to anthesis and maturity when the measured days 

was low, and to underestimate days when measured days was longer. Whether this bias is a 

function of the CSM-CERES-Maize model or of our approach to estimating the “measured” 

anthesis and maturity dates using GDD is unknown. Roman-Paoli et al. (2000) found that 

CERES-Maize in DSSAT V3.0 underestimated longer durations to silking, when two 

different estimation methods were used to estimate P1 and P2. 

Estimating Soil Parameters and Genetic Coefficients G2 and G3 

In all, 5,371,520 simulations were made using nine different values for G2 and G3 for 

each hybrid, six rooting profiles, and 11 values of SDUL for each site-year. The minimum 

RMSE of yield ranged from 398 to 1108 kg ha
-1

, averaging 701 kg ha
-1

 across all 49 hybrids. 

RRMSE for each site-year is shown in Table 4. This ranged from a minimum of 3.7% in 

Salisbury 2003 to a high of 24.3% in Salisbury in 1998. RRMSE was generally below 15%. 

We judged that conditions in most site-years were suitable for estimating genetic coefficients.  

The estimation of G2 and G3 utilized large step sizes: G2 values varied 50 between 

levels, and G3 varied 0.5 between levels. The resulting RRMSE was below 19% for all 49 

hybrids. The average across all hybrids was 10.2%, with a minimum of 4.6% and a 

maximum of 18.8%, indicating that even with these large step sizes reasonably good 

estimates of these coefficients were found. The average of G2 was higher than that of the 
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defaults in DSSAT 4.0 data sets. G3 values were distributed across the range of the ones in 

DSSAT.  

Simulated vs. measured yields for all hybrid-site-year treatments are shown in Figure 6. 

The slope of the regression line is 0.85, indicating that the model had a tendency to 

overestimate yields under low-yielding conditions, and to underestimate yields under high-

yielding conditions. When simulated and measured yields were averaged across all hybrids 

for each site-year (Figure 7), the slope of the regression line improved to 0.92. In general, 

CSM-CERES-Maize performed well in simulating average yield of each site-year across all 

hybrids. As can be seen in Figure 7, trials were performed in very different environments: 

both simulated and measured average yields covered a wide range, from ~3000 kg ha
-1

 to 

over 10000 kg ha
-1

.  

In general, CSM-CERES-Maize did a good job of capturing the response of different 

hybrids across all environments. As can be seen in Figure 8, average simulated yield for each 

hybrid across all site-years matched observed yield well, with a slope for the regression line 

of 0.92 and a coefficient of determination (r
2
) of 0.89. The strategy for fitting both soil 

parameters and genetic coefficients worked well for all high-, low- and average-yielding 

hybrids, as well as for early-, medium- and late-maturing ones. As can be seen in Figs. 7 and 

8, the average yields for site-years were spread across a wider range (from about 3280 kg ha-

1 to 10800 kg ha
-1

) than were the average hybrid yields (from 4300 kg ha
-1

 to 9383 kg ha
-1

). 

Differences in environmental conditions between site-years contributed more to variations in 

yield than did differences between hybrids. 
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Four corn hybrids in the Estimation Data Set (Mycogen 7885, Pioneer 31B13, Pioneer 

3167, and Pioneer 32R25) were selected to demonstrate details of the calibration results. 

Table 5 shows a summary of optimized genetic coefficients for these four hybrids. Mycogen 

7885 could be considered an average hybrid, with not only an average RRMSE, but also a 

measured yield which was very close to average yield at each site (Figure 9a). Simulated 

yield of this hybrid was higher than the measured under low-yielding conditions, but lower 

under high-yielding conditions (Figure 9b). Although the coefficient of determination (r
2
) 

was 0.80, the slope of the regression line was only 0.81. Even though CSM-CERES-Maize 

simulated yield well in the middle portion of the yield range for this hybrid, it was biased in 

both the higher and lower portions of the yield range.  

Pioneer 3167 had a high RRMSE (14.7), with almost the lowest average yield across 

site-years (Figure 10a). Among those hybrids which were grown in more than five site-years, 

Pioneer 3167 possessed the highest RRMSE. The slope of the regression line of its measured 

yields compared to site-average yields (Figure 10a) was close to 1.0, but the negative 

intercept of this regression line indicates that this is a lower-yielding hybrid than the average 

across environments. The measured yield for the hybrid was never higher than 8500 kg ha
-1

. 

Even though measured yield of this hybrid was below the average hybrid yield, simulated 

yields were overestimated in low-yielding environments and underestimated in high-yielding 

environments. The r
2
 value was 0.80, but the slope of the regression line was only 0.75 

(Figure 10b). Considering that the intercept of the regression line is 1534 kg ha
-1

, the yield 

simulation for Pioneer 3167 was among the most biased.  
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Pioneer 31B13 had a relatively high RRMSE (12.1), as well as a high average grain 

yield across site-years. The measured yield of this hybrid was generally higher than the site-

average yield (Figure 11a). In only four of the 38 site-years where Pioneer 31B13 was grown 

was the measured yield below the site-average yield. With the slope of the regression line 

above 1 and the intercept above 0, this hybrid clearly performed better than the average 

hybrid, especially under high-yielding environments. The CSM-CERES-Maize model 

simulated higher yield than measured for this hybrid in low-yielding environments, but 

simulated lower yield than measured in high-yielding environments (Figure 11b). With a 

slope of 0.82 and an intercept of over 1300 kg ha
-1

, the regression line indicates a substantial 

overestimation of yield under low-yielding conditions. 

Pioneer 32R25 had almost the lowest RRMSE (7.3%), and almost the highest average 

yield across site-years. The measured yield for Pioneer 32R25 was relatively high, averaging 

8167 kg ha
-1

 across all site-years. The slope and intercept of the regression equation indicate 

that this hybrid does worse than average under low-yielding conditions, and better than 

average under high-yielding conditions (Figure 12a). It should be noted, however, that this 

hybrid was only included in one trial for which the measured site-average yield was below 

6000 kg ha
-1

. As with other hybrids, the regression line indicates that CSM-CERES-Maize 

underestimated yields in the higher portion of the yield range, and overestimated yields in the 

lower portion of the range (Figure 12b). However, results for one site-year for which 

measured yield was 3865 kg ha
-1

and simulated yield was 5288 kg ha
-1

greatly influenced this 

result.  
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We were unable to find genetic coefficient values in the literature to compare to those 

estimated in this study except in a few cases. The optimized values determined in this study 

for phenological parameters P1 and P5 for Pioneer 33Y09 and Pioneer 3394 were similar to 

those reported by Lizaso et al. (2001). Lizaso et al. (2001) reported P1 and P5 values of 245 

and 905 for Pioneer 33Y09, respectively, which were similar to the optimized values 

determined in this study of 260 and 895. Lizaso et al. (2001) gave P1 and P5 values of 240 

and 900 for Pioneer 3394, respectively, which are both larger compared to values of 235 and 

860 from this study. Pioneer 3394 was recognized as an even shorter maturing cultivar than 

reported by Lizaso et al. (2001). Pioneer 33Y09 had relatively larger values of P5 compared 

to Pioneer 3394 in both studies. The P1 value of 280 obtained in our study for Pioneer 31G98 

is relatively larger than that for both of the cultivars mentioned above, which allows this 

hybrid longer time to accumulate more biomass before silking, . 

However, genetic coefficients G2 and G3 optimized for Pioneer 33Y09 and Pioneer 

3394 did not agree with those reported by Lizaso et al. (2001). On the other hand, the value 

of G2 estimated for Pioneer 3245 was similar (800 seeds/plant) to the maximum grain 

number (693±134 seeds/plant) reported by Kiniry and Knievel (1995). The phenological 

parameters for Pioneer 31G98 which were included in the DSSAT cultivar description file 

were much lower than those for the short maturity cultivar Pioneer 3394, which was 

unrealistic for the long maturity cultivar Pioneer 31G98. It was also noticed that the 

phenological parameters of Pioneer 31G98 in the DSSAT file were apparently estimated 

from a one-year study performed in a laboratory chamber environment. 
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Cross Validation Analysis  

The four hybrids in the Evaluation Data Set had optimized phenological parameters P1 

and P5 which yielded relatively low average RMSE and RMSEP values (Table 6). The 

RMSEP values for silking ranged from 2.2 d to 3.8 d; those for maturity ranged from 2.5 to 

3.6. In each of the cultivars, the RMSEP in silking and/or physiological maturity days were 

always greater (only the same for Novartis N8811 at silking days) than that of average 

RMSE. This indicated that the phenology stages were closely predicted for all four hybrids 

across all site-years.  

Novartis N8811 had a RMSEP of yield prediction of 979 kg ha
-1

, which at 14.1% is the 

highest relative prediction error among the four evaluation hybrids. Eleven of the site-years 

had their RMSE smaller than RMSEP (979 kg ha
-1

), but that of all other 23 site-years were 

larger than the RMSEP. Average RMSE for all site-years for this hybrid was the same as 

RMSEP. Southern States SS 827 had a RMSEP of 689 kg ha
-1

, which is 10.3% of measured 

yield. RMSEP for yield was larger than RMSE for all but one site-year, and bigger than the 

average RMSE (677 kg ha
-1

) across all site-years. Pioneer 32K61 had a RMSEP of yield of 

886 kg ha-1, 12.6% of measured yield. The average RMSE (809 kg ha
-1

) and the RMSEs 

from all site-years were smaller than the RMSEP.  

Results indicate that Pioneer 31G98 was one of the highest yielding hybrids included in 

this study (Figure 13a). The only other comparable hybrids, Pioneer 32R25 and Pioneer 

31B13, had average measured yield across all site-years higher than 8000 kg ha
-1

. Pioneer 

31G98 had an average measured yield of 8775 kg ha
-1

, which was close to the average 
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simulated yield of 8793 kg ha
-1 

(Figure 13b). The RMSEP of 783 kg ha
-1

, which represented 

8.9% of measured yield, was relatively low compared to the other Evaluation hybrids. The 

RMSEP was smaller than the average RMSE (767 kg ha
-1

) and RMSEs for most site-years, 

except for the RMSE (827 kg ha
-1

) for Clinton 2002.  

In most cases, it did not matter which site-year was left out of the dataset when 

estimating P1, P5, G2, and G3 coefficients: the values estimated for all four coefficients were 

identical across site-years. However, in one case for Novartis N8811 (Salisbury 1994), a 

different set of coefficient values was optimal.  A P5 value of 930 was optimal when 

Salisbury 1994 was the site-year left out of the estimation process, compared to a value of 

925 for all other 33 site-years. For Pioneer 31G98, with 24 site-years, the genetic coefficients 

for only 2 site-years (Sampson 2002 and Kinston 2002) were different from those of the 

other 22 site-years. Estimated values for all four genetic coefficients were different when 

either of these two site-years were not included in the estimation process. For S. States SS 

827, estimated genetic coefficients were identical for 25 site-years. A second set of genetic 

coefficients was chosen as optimal for three site-years, and a third set was optimal for one 

site-year. The set chosen when Kinston 1995 was not included in the estimation process was 

quite different from the coefficients chosen for all other site-years. For Pioneer 32K61, 16 of 

31 site-years yielded estimates of genetic coefficients which were identical to the optimum 

genetic coefficient settings for the hybrid across all site-years. Eleven more of the site-years 

had estimated coefficients which were very close to the optimum setting. The remaining four 

site-years had quite different estimates for the genetic coefficients. Sampson and Kinston in 

2002 were among these four, which indicated that the genetic coefficients estimated when 
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these two site-years were left out were quite different from those estimated when the other 

site-years were removed for both Pioneer 31G98 and Pioneer 32K61.  

CONCLUSIONS 

The approach presented in this paper for estimating genetic coefficients appears to work 

well. RMSE and RMSEP were comparable to those obtained in other studies using other 

fitting techniques. Varying soil rooting profiles and DUL provided enough flexibility that 

yield data from most site-years could be satisfactorily simulated and G2 and G3 could be 

accurately estimated. The average simulated yield for each hybrid across all site-years 

(Figure 8) closely matched the average measured one well with a regression slope of 0.92 

and an r
2
 value of 0.89. We were able to parameterize the CSM-CERES-Maize model to 

successfully simulate corn growth and phenological development for 49 hybrids in the 

Estimation Data Set and another four hybrids in the Evaluation Data Set across a broad range 

of conditions in North Carolina. 

The optimized phenological parameters yielded a RMSE for anthesis ranging from 0.9 to 

3.5 days, which was mostly within 6.6% of the mean anthesis days for all hybrids. RMSE for 

physiological maturity varied from 0.7 to 3.5 days. This is comparable to results for soybean 

which Irmak et al. (2000) obtained using CROPGRO-Soybean, in which RMSE for anthesis 

varied from 2.4d to 3.1d and for harvest maturity from 3.8d to 5.1d.  

The optimized genetic coefficients G2 and G3 generated simulated yields with a RMSE 

within 24.3% of the measured yield for all hybrids, under normal weather conditions and 

field management in North Carolina. At a few locations, there were unknown factors 
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affecting the final measured yield which prevented CSM-CERES-Maize from accurately 

simulating growth and yield. These locations were discarded before final data analysis. In 

considering the slopes of the regression lines of simulated versus measured yields for all 

hybrids discussed above, the CSM-CERES-Maize model tended to underestimate yield under 

high-yielding conditions, and overestimate it under low-yielding conditions. This is probably 

due to some unknown or un-considered factors, rather than to soil parameter or genetic 

coefficient estimation procedures. A similar bias has been noted in at least one earlier study 

(Liu et al., 1989). 

The cross validation procedure successfully demonstrated that the methodology used in 

this study can successfully estimate hybrid genetic coefficients which can be used to predict 

growth and yield under other North Carolina environments. Compared to RMSE values 

ranging from 398 kg ha
-1

 to 1108 kg ha
-1

 for the 49 hybrids in the Estimation Data Set, values 

of RMSEP for the four hybrids in the Evaluation Data Set ranged from 689 to 979 kg ha
-1

. 

Cross validation results, with a yield prediction error below 14.1% for all four hybrids, 

support the approach of utilizing official variety trial data for hybrids grown under varying 

environmental conditions to estimate genetic coefficients and then use these coefficients to 

simulate growth and predict yield under different environments. 
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Table 1. Number of hybrids at each location which were used in this study each year between 

1994 and 2003. Data are from North Carolina official variety trials (Bowman, 1994, 1995, 

1996, 1997, 1998, 1999, 2000, 2001, 2002, 2003). 

 Year 

Field site 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 

Belhaven          8 

Four Oaks 15 16  24   19 13   

Clinton  15 16    22 19  7 8 

McLeansville 9 10 12 13       

Kinston  15 16  24 24 22 19 13 7 8 

Lewiston  15 16 17 24   19 13  8 

Plymouth, mineral soil 15 18 19 23       

Rocky Mount     24 22 19 13 7  

Salisbury 9 10 12 13 14   13  8 

Plymouth, organic soil 15 18 19 23  13  13 7 8 

Whiteville     24  19 13  8 
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Table 2. Genetic coefficients definition (Hoogenboom et al., 2003; Jones et al., 2003) and values. 

Symbol Definition Lower 

boundary 

Upper 

boundary 

Interval 

size 

Levels 

G2 Maximum possible number of kernels per plant 600 1000 50 9 

G3 Kernel fill rate during linear fill stage under optimal conditions 6.0 10.0 0.5 9 

P1 Thermal time from emergence to the end of juvenile phase 200 300 5 21 

P5 Thermal time from silking to physiological maturity 700 1000 5 61 
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Table 3. Values of soil root growth factor (SRGF) used in simulations. 

Layer SLB † SRGF1‡ SRGF2‡ SRGF3‡ SRGF4‡ SRGF5‡ SRGF6‡ 

 cm        

1 5 1.0 1.0 1.0 1.0 1.0. 1.0 

2 15 1.0 1.0 1.0 1.0 1.0 1.0 

3 30 1.0 1.0 1.0 1.0 1.0 1.0 

4 45 1.0 1.0 1.0 1.0 1.0 1.0 

5 60 1.0 1.0 1.0 1.0 1.0 1.0 

6 75 0.0 1.0 1.0 1.0 1.0 1.0 

7 90 0.0 0.0 1.0 1.0 1.0 1.0 

8 105 0.0 0.0 0.0 1.0 1.0 1.0 

9 120 0.0 0.0 0.0 0.0 1.0 1.0 

10 135 0.0 0.0 0.0 0.0 0.0 1.0 

11 150 0.0 0.0 0.0 0.0 0.0 0.0 

12 165 0.0 0.0 0.0 0.0 0.0 0.0 

13 180 0.0 0.0 0.0 0.0 0.0 0.0 

14 200 0.0 0.0 0.0 0.0 0.0 0.0 

†SLB: Depth (cm), Soil Layer Base.  

‡SRGF1, SRGF2, SRGF3, SRGF4, SRGF5, SRGF6: one of six settings for 14 layers of soil 

profile.  
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Table 4. Relative root mean squared errors (RRMSE) for yield for each site for which soil 

parameters were estimated in this study. Data are from North Carolina official variety trials 

(Bowman, 1994, 1995, 1996, 1997, 1998, 1999, 2000, 2001, 2002, and 2003).  

 Year 

Field site 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 

 ---------------------------------------- % ------------------------------------- 

Belhaven † † † † † † † † † 5.9 

Four Oaks 12.2 12.3 † 15.5 † † 9.3 8.2 † † 

Clinton  3.9 6.8 † † † 12.7 11.2 † 14.8 4.1 

McLeansville 6.7 14.2 20.1 13.9 † † † † † † 

Kinston  12.4 5.9 † 11.0 11.2 14.8 5.4 5.5 5.5 4.6 

Lewiston  7.4 9.2 19.4 17.3 † ‡ 12.7 6.3 ‡ 7.6 

Plymouth, mineral soil 8.5 17.2 9.2 8.2 † † † † † † 

Plymouth, organic soil 5.9 17.9 12.2 8.3 ‡ 7.9 ‡ 12.1 13.9 9.7 

Rocky Mount † † † † 9.0 11.7 15.8 9.1 17.4 ‡ 

Salisbury 6.6 10.5 12.0 17.3 24.3 † ‡ 6.9 ‡ 3.7 

Plymouth, normal soil 5.9 17.9 12.2 8.3 ‡ 7.9 ‡ 12.1 13.9 9.7 

Whiteville † † † † 5.9 ‡ 6.9 5.1 † 10.4 

† No available data  

‡ The RRMSE of yield for this site-year  was over 3SD (SD of the RRMSE, 4.6%) from the 

mean of RRMSE (MRRMSE, 10.5%) across all site-years.
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Table 5. Coefficient estimates for four hybrids, which are representative of the results of the calibration procedure for all hybrids. 

          Silking 

Physiological 

Maturity 

 

Yield 

Variety Sites G2 G3 P1 P5 RMSE RMSE RMSE Average RRMSE 

      ---- days ---- ---- kg/ha ---- -- % -- 

Mycogen 7885 18 800 6 275 915 3.4 3.4 705 6602 10.7% 

Pioneer 31B13 38 600 9.5 285 880 1.8 2.2 980 8066 12.1% 

Pioneer 3167 35 700 6 290 985 2.6 3.0 835 5666 14.7% 

Pioneer 32R25 18 1000 6 280 865 2.5 2.3 613 8416 7.3% 

../SimulationResult/6th/8X-Masters/3-8X49C60L-PC1Opt.mdb(CoefSettingUp)
../SimulationResult/6th/8X-Masters/3-8X49C60L-PC1Opt.mdb(CoefSettingUp)
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Table 6. Evaluation of the cross validation results for the four hybrids used in this procedure. 

  Novartis N8811 Pioneer 31G98 Pioneer 32K61 S. States SS 827 

Site-years 34 24 31 29 

Silking, days after planting RMSEP 2.2 2.7 2.1 3.8 

Average RMSE 2.2 2.4 2 3.4 

Simulated 79.3 75.3 78.2 76.8 

Observed 78.8 74.4 77.5 75.6 

Physiological Maturity, days  RMSEP 2.5 2.3 2.2 3.6 

Average RMSE 2.4 2 2.1 3.3 

Simulated 130.6 125.3 126.7 127.7 

Observed 130.8 125.3 126.5 127.5 
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Table 6 (continued). 

  Novartis N8811 Pioneer 31G98 Pioneer 32K61 S. States SS 827 

Yield, kg ha
-1

 RMSEP 979 783 886 689 

Average RMSE  979 767 809 677 

Simulated 6882 8793 7025 6597 

Observed 6946 8775 7013 6705 

  r
2
 0.7 0.8 0.84 0.82 
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Figure 1. Location of official variety trial sites used in this study. 
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Figure 2. Simulated yield changes due to changes in P2 from 0.25 to 0.85 for several site-

years included in this study.  
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Figure 3. Simulated yield response to changes in maximum rooting depth for several site-

years included in this study. 
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combinations. 
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combinations. 
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Figure 6. Simulated vs. measured yields of all hybrid-site-year treatments 
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Figure 7. The average simulated yield vs. average measured yield of each site-years across all 

hybrids 
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Figure 8. Average simulated yield vs. average measured yield of each hybrid across all site-

years in which the hybrid was grown.
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Figure 9a. Comparison of measured yield for Mycogen 7885 for each site-year vs. the 

average measured yield across all hybrids for each site-year. 
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Figure 9b. Comparison of simulated vs. measured yield for Mycogen 7885 for all site-years.
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Figure 10a. Comparison of measured yield for Pioneer 3167 for each site-year vs. the average 

measured yield across all hybrids for each site-year. 
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Figure 10b. Comparison of simulated vs. measured yield for Pioneer 3167 for all site-years. 
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 Figure 11a. Comparison of measured yield for Pioneer 31B13 for each site-year vs. the 

average measured yield across all hybrids for each site-year. 
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Figure 11b. Comparison of simulated vs. measured yield for Pioneer 31B13 for all site-years 
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Figure 12a. Comparison of measured yield for Pioneer 32R25 for each site-year vs. the 

average measured yield across all hybrids for each site-year. 
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Figure 12b. Comparison of simulated vs. measured yield for Pioneer 32R25 for all site-years.  
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Figure 13a. Comparison of measured yield of Pioneer 31G98 for each site-year vs. the 

average measured yield across all hybrids for each site-year. 
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Figure 13b. Comparison of simulated vs. measured yield for Pioneer 31G98 for all site-years. 
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CHAPTER 3 

 

Estimating CSM-CERES-Maize Soil Parameters and Evaluating Model Response to 

Varying Nitrogen Management Strategies under North Carolina Conditions 

Zhengyu Yang, Gail G. Wilkerson,* Ron. Heiniger, and Gregory S. Buol 
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ABSTRACT 

The CSM-CERES-Maize model had been widely used all over the world, but hasn‟t 

been used previously in North Carolina. In this study, we examined the ability of the CSM-

CERES-Maize model to simulate corn response to varying irrigation and nitrogen application 

strategies. Yield data for a total of 88 irrigation/nitrogen treatments from three fields in 

Lewiston, North Carolina were available for comparison. Our objectives were: 1) develop 

realistic soil profiles for the three fields; 2) compare simulated CSM-CERES-Maize corn 

yields to measured yields for all 88 treatments; 3) adjust soil parameters in an iterative 

process in order to improve simulation of corn yields for these treatments; and 4) determine 

the importance of each soil parameter to simulated crop yields. Simulated yields did not 

match observed yields well using our initial soil profiles, with relative root mean squared 

error (RRMSE) values of  17.5, 38.4, and 50.1% for the three fields. The iterative adjustment 

of soil parameters was successful in determining a set of soil parameters for each field such 

that the RRMSE values for yield improved to 8.2, 7.8, and 7.4%, respectively. Simulated 

yield using these optimized parameters generally fell within ±SE of the measured yield. 

Despite this agreement between simulated and observed yields, we think that the optimized 

values for two of the four adjusted parameters were outside reasonable bounds. The soil 

fertility factor, SLPF, ranged from 1.27 to 1.34 for these fields, much higher than the default 

value of 1.0. SRGF, the root growth factor, also had a very different pattern than the expected 

exponential pattern, which begins with a value of 1.0 in the top 15 cm of soil and declines to 

0.078 by 135 cm. The optimized pattern of SRGF for all three fields started with a value of 

0.1 in the layers above 45 cm, with larger values in the deeper layers. The importance of each 
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adjusted soil parameter was investigated by setting it back to its starting value while the other 

adjusted parameters were left at the optimized value. When SRGF was returned to an 

exponential pattern, simulated yields for irrigated treatments which received a side dressing 

of N at visual tasseling were lower than those for an irrigated treatment which did not receive 

this second application. We determined that these results were due to the manner in which 

new root length is distributed across the soil profile by the model. Modifications to CSM-

CERES-Maize are necessary, if it is to be used to predict crop response to split applications 

of N.  

 

Abbreviations: ASW, plant available soil water; DOY, day of year; EFIR, irrigation 

efficiency factor; Ninit, N present in soil profile prior to initial N application; N(Initial,Second), 

treatment with “Initial” amount of N applied at planting, and “Second” amount of N applied 

at either V7 or VT; RMSE, root mean squared error; RRMSE, relative root mean squared 

error; SDUL, volumetric soil water content, drained upper limit; SLLL, volumetric soil water 

content, lower limit; SLPF, soil fertility factor; SRGF, soil root growth factor; V7, layby; VT, 

visual tasseling. 
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INTRODUCTION 

Corn has traditionally been one of the most important crops grown in North Carolina. 

Hectarage had declined to 253 thousand hectares by 2001, but has gradually recovered since 

then (NCDA&CS Agricultural Statistics Division, 2007). Among all crops grown in North 

Carolina, corn was the third largest in planted hectarage in 2005 and 2006, with about 304 

and 320 thousand hectares, respectively (NCDA&CS Agricultural Statistics Division, 2007). 

The hectarage increased substantially to 417 thousand hectares in 2007 (Schnitkey, 2007). 

This reflected the nationwide trend, with acreage up across US by 15 percent from 2006 

(Schnitkey, 2007). 

Corn grain is used in North Carolina by the livestock industry, with demand exceeding 

the supply which can be produced locally (NCDA&CS Agricultural Statistics Division, 

2007). Furthermore, production of alternative fuels is likely to increase demand in North 

Carolina. Three corn-based fuel refineries are either under construction or being planned for 

the Virginia / North Carolina / South Carolina area (Pease, 2007). USDA/NASS has 

estimated that these three plants will consume three-fourths of the corn currently being 

produced in the Virginia / North Carolina / South Carolina region (Pease, 2007). 

To satisfy the demand for both livestock feed and fuel production, yields must be 

increased, either by continuing to expand acreage or by increasing grain yield per hectare. 

Yields are highly dependent on water and nutrient availability, and growers might increase 

yields per hectare by installing irrigation equipment, or by modifying management practices 

such as planting date, plant population, cultivar selection, or irrigation and nutrient 
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application strategies. Severe droughts in 2002 and 2007 in most areas of North Carolina 

have highlighted the importance of water availability and water management to corn growth 

and yield. As the demand for corn has increased and the selling price has risen in recent years, 

so too has the cost of N fertilizer. High levels of NO3-N in groundwater in the southeastern 

Coastal Plain have made groundwater contamination from excess application of fertilizers an 

important environmental issue (Hubbard and Sheridan, 1989). The necessity of limiting N 

usage while maintaining high production complicates N management, and has driven an 

interest in utilizing precision applications to optimize N usage (Sripada et al., 2005, 2006). 

Multiple split applications of inorganic N have been found to increase crop yields over those 

obtained with one at-planting application (e.g. Cassman et al., 1994). 

Crop models have long been used to explore the effects of proposed changes in 

management strategies across a diversity of environments and weather conditions (e.g., 

Swaney et al., 1983; Retta et al, 1996; Hodges et al. 1987; Sinclair and Muchow, 2001; 

Andales et al, 2003; Asseng et al., 2003; Cavero et al., 2000; Feng et al., 2003; Kucharik and 

Brye, 2003; Abrahamson et al., 2006; Baumhardt and Howell, 2006; Baumhardt et al., 2007). 

CSM-CERES-Maize has been widely used to simulate corn growth under various 

environmental conditions, both in the United States and in cultivation regions all over the 

world (Jones and Kiniry, 1986; Vigil et al., 1991; Bowen et al. 1993; Smart et al., 1993; Vigil 

and Kissel, 1995; Kiniry and Williams 1997; Pang et al., 1997a, 1997b, 1998; Ritchie, 1998; 

Kiniry and Bockholt, 1998; Fortin and Moon, 1999; Andresen et al., 2001; Xie et al., 2001; 

Gungula et al., 2003; Hoogenboom et al., 2003; Jones et al., 2003; Löffler et al., 2005; 

Saseendran et al., 2005; Miao et al., 2006; López-Cedrón et al., 2008). 
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CERES-Maize was first released in 1986 by Jones and Kiniry (1986), and is now 

available as CSM-CERES-Maize in DSSAT, Decision Support System for Agrotechnology 

Transfer (Ritchie et al., 1998; Jones et al., 2003; Hoogenboom et al., 2003). CSM-CERES-

Maize simulates corn development, biomass accumulation, and final yield production in 

response to soil conditions, local weather, and management decisions, including N 

application and irrigation strategies.  

The N module in CERES-Maize was investigated by Bowen et al. (1993) in predicting 

the ability to simulate N mineralization, N leaching, and N uptake based on experiments 

incorporating 10 different legume green manures which varied from 25 to 300 kg ha
-1

 with 

C/N ratio from 13 to 37 in 8 soil layers to 1.2 m depth. They concluded that the N sub-model 

in CERES-Maize realistically simulated legume N release, and N leaching predicted using 

the improved model. N uptake was over-predicted at high levels of available N. 

Thornton and MacRobert (1994) used CERES-Maize to estimate maximum economic 

gross margins by simulating various N application rates and timing for each year from 1978 

to 1987. They found the optimum N application was highly dependent on weather, with total 

amount varying from 49 kg ha
-1

 to 240 kg ha
-1

. 

Research was conducted to determine optimum N application rates for 224 grid cells in 

a 16 ha field using CERES-Maize (Paz et al., 1999). After simulations were made for 22 

years of historical weather, they concluded that N fertilizer rates from 141 to 161 kg ha
-1

 

were optimum.  
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Bert et al. (2007) studied the sensitivity of CERES-Maize to uncertainties in soil and 

weather conditions, using simulations of one cultivar grown in one field in Argentina. Daily 

solar radiation and soil conditions, including soil water storage capacity, N and water content 

at sowing, organic matter content and soil infiltration curve number were varied under 

rainfed and non-limiting water conditions in simulations using 31 years of weather. This 

study concluded that the CERES-Maize model had similar sensitivities to different tested soil 

conditions, but much higher sensitivity to variations in radiation. 

In general, before any model can be used to simulate crop growth in a new location or 

environment, it is necessary to calibrate multiple parameters (Hoogenboom et al. 1994). 

CSM-CERES-Maize has recently been parameterized for 53 hybrids grown under typical 

North Carolina soil and environmental conditions using 60 site-years of data from the North 

Carolina official variety trials (Yang et al., 2008). N was applied at planting and as a side 

dressing according to soil test results (e.g., Bowman, 2001, 2002, 2003). N was therefore 

assumed to be non-limiting when genetic coefficients were estimated using these trial data 

and the model appeared to adequately simulate response of the hybrids to varying soil and 

environmental conditions (Yang et al., 2008).  

Although CSM-CERES-Maize has been used widely all over the world under a variety 

of field conditions, it has not been evaluated for a complex combination of N application and 

irrigation strategies. In this project, we evaluated the ability of the CSM-CERES-Maize 

model to simulate corn response to different irrigation and N application strategies under 

North Carolina conditions. Specific objectives included: 1) develop realistic soil profiles for 

three North Carolina fields; 2) compare simulated CSM-CERES-Maize corn yields to 
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measured yields for a total of 88 different N and irrigation treatments applied in these three 

fields; 3) adjust soil parameters in an iterative process in order to improve simulation of corn 

yields for these treatments; and 4) determine the importance of each soil parameter to 

simulated crop yields. Although other researchers have evaluated the ability of CSM-

CERES-Maize or its predecessors to simulate response to different N or irrigation strategies, 

none has evaluated its performance for such a large collection of N and irrigation treatments 

applied to the same or neighboring fields. 

MATERIALS AND METHODS 

Field Description 

Data were obtained from trials performed in three fields at the Peanut Belt Research 

Station in Lewiston-Woodville, Bertie County, North Carolina in two consecutive years 

(Heiniger, unpublished data; Sripada et al., 2005, 2006). The research fields were located at 

latitude 36.132° and longitude -77.176° with an elevation of 15m. Soil classification, 

planting details, and irrigation and N application strategies for these fields are listed in Table 

1. The hybrid „Pioneer 31G98‟ was planted at a population of 60000 seeds ha
-1

 (6 seeds m
-2

) 

on 6 April 2001 and on 9 April 2002. The 2001 experiment had three replicates for each 

treatment, and the 2002 experiments had five replicates. In every treatment plot, the center 

two rows of the four rows were harvested to determine grain yield. 

In all three fields, several N application strategies, varying in timing and amount, were 

used (Table 1). N application was scheduled to occur during critical developmental stages as 

defined by Ritchie and Hanway (1982). A urea-ammonium nitrate solution (UAN, 30% N) 
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was surface-applied at planting and/or at or near tasseling (VT) in 2001, and/or at layby (V7) 

in 2002 using a CO2–pressurized backpack sprayer. For convenience, the notation 

N(Initial,Second) is used to denote the amount of N applied initially at planting and on the second 

application date (either V7 in 2002 or VT in 2001). For example, a treatment with an initial N 

application of 56 kg ha
-1

, and a second application of 224 kg ha
-1

 would be denoted N(56,224). 

In 2001, irrigation strategy was the main plot effect, with subplots for N level at planting, and 

sub-sub-plots for N level at VT (Table 1). In 2002, one field was irrigated, the other was not. 

Seasonal irrigation and rainfall are shown in Figure 1 for 2001, and Figure 2 for 2002. 

CSM-CERES-Maize Model 

The CSM-CERES-Maize model, included in DSSAT Version 4.0.2, was used in this 

study (Ritchie et al., 1998; Jones and Kiniry, 1986; Jones et al., 2003; Hoogenboom et al., 

2003). The CSM-CERES-Maize model utilizes a one-dimensional soil profile which may be 

divided into as many as 20 layers (Jones et al., 1998; Ritchie et al., 1998). Daily changes in 

volumetric soil water content are calculated for each layer by adding precipitation and 

rainfall amounts, and subtracting water lost through evaporation, transpiration, runoff, or 

infiltration and drainage through the profile (Porter et al., 2004). The soil N module 

computes a daily soil N balance, based on organic and inorganic fertilizer and residue 

placement, decomposition rates, and nutrient fluxes between various pools and soil layers. 

Soil nitrate and ammonium concentrations are updated on a daily basis for each layer 

(Hoogenboom et al., 2003). The crop module simulates plant processes, including phenology, 

daily growth and partitioning, and plant N and carbon demands. Daily plant growth is 

computed by converting intercepted photosynthetically active radiation into plant dry matter 
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using a radiation use efficiency parameter. Additions of dry matter each day may be reduced 

due to limitations in water or N, or by unfavorable temperatures (Hoogenboom et al., 2003). 

Above-ground biomass has priority for carbohydrate each day, but roots receive at least a 

stage-dependent minimum. Kernel numbers per plant are computed based on the cultivar's 

genetic potential, canopy weight, and average rate of carbohydrate accumulation during 

flowering, and temperature, water and N stresses (Hoogenboom et al., 2003). 

Soil Profile Parameterization 

When we started this project, we hoped to be able to extract starting soil profiles for 

each field from the NRCS database (Soil Survey Staff, Natural Resources Conservation 

Service, United States Department of Agriculture, 2004), and then visually calibrate a few 

soil parameters using a very limited subset of the experimental treatment data which were 

available to us. We planned to use the remaining treatment data to validate the ability of 

CSM-CERES-Maize to simulate different irrigation and N application strategies under North 

Carolina conditions. Unfortunately, this expectation was primarily a result of our naiveté 

with regards to the complexities injected into the calibration process when N dynamics are 

simulated.  

In our previous study (Yang et al., 2008) in which we utilized data from the North 

Carolina official variety trials and iteratively adjusted crop genetic coefficients and soil 

parameters in order to estimate genetic coefficients for many corn hybrids, we were quite 

successful using soil profiles drawn from NRCS, and adjusting only two soil parameters 

(rooting depth and soil water holding capacity). However, in this previous study, all 
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treatments were well-fertilized, and we were able to assume that N was non-limiting in all 

simulations.  

We were forced to quickly abandon the simple approach to soil parameterization which 

we had planned for this current study. It became clear that when the N balance model is 

turned on in CSM-CERES-Maize, many soil parameters become important and must be set to 

reasonable values. We found, for example, that if soil pH has not been defined for the soil 

profile, then CSM-CERES-Maize assumes a pH of 7.0 for all layers. While this may be 

appropriate for a mid-western soil, it is not at all appropriate for the acidic mineral soils of 

North Carolina. Soil pH has no effect on simulated yields when N dynamics are not 

simulated in CSM-CERES-Maize, but has significant effects when the N dynamics model is 

utilized. Since we had very limited information about the soils in the fields in which the 

experiments were conducted, we found ourselves faced with a daunting task of estimating 

many soil parameters which all had impact on simulated N dynamics and crop growth. We 

therefore undertook a more structured approach to create our starting soil profiles and to 

optimize soil parameters than originally planned. Eventually we utilized all of the treatment 

data to some extent in the parameter fitting exercise. 

Initial Soil Profiles 

CSM-CERES-Maize utilizes field-specific soil profiles which define soil physical and 

chemical properties. Parameters which influence water and N dynamics are defined in Table 

2. When developing an initial soil profile for the three fields utilized in this study, we relied 
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upon information provided by a study conducted by Broome (1969) at the same research 

station. 

When the N model is turned on, soil pH, bulk density, organic carbon, and distribution 

of initial soil N through the profile become important. In the starting profile of the three 

fields, the soil organic matter and soil pH were estimated using information supplied by 

Broome (1969). The texture information for all three fields in sand, clay and silt fraction, as a 

starting point for simulation and calibration, was determined in the Soil Texture Triangle 

(NRCS,  USDA, 2008). The sand-clay-silt distribution across layer profile in depth was 

referenced according to field description in the station documentation (Kleiss et al., 1982), 

and co-referenced the soil texture information from soil data in Broome (1969) research. The 

soil bulk density was calculated from soil organic matter and mineral bulk density in 

equation presented by Rawls et al. (1985). The soil water properties, including soil water 

lower limit, soil water drainage upper limit, soil saturation, and soil hydraulic conductivity 

were estimated from equations in Saxton (1986) and Rawls et al. (1982) in consideration of 

soil texture characteristics derived above. 

Although rainfall can bring 9.2 to 31 kg ha
-1

 of N to the soil each year (Clark and 

Kremer, 2005; Ayars and Gao, 2007), study has shown bulk deposition of N at 30.6 kg N ha
-1

 

around Beijing agricultural area in China (Liu et. al., 2006). Jenkinson et al. (2004) also 

found non-fertilizer N input by atmospheric deposition to Rothemsted was 39 kg ha
-1

 

annually by long term experiment method, which was comparable to the finding (45 kg ha
-1

) 

in nitrogen deposition to winter cereals at Rothamsted by Goulding et al. (1998) under 154 

years of experiment since 1843. In another long term experiment located at Halle, Germany, 
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Weigel et al. (2000) estimated the total annual N deposition to be 60 kg ha
-1

. Weigel et al. 

(2000) even measured a 65 kg ha
-1

 airborne N deposition with 
15

N aided ITNI-system in 

1998. Considering all above research about N deposition, the initial soil N was set to a total 

of 50 kg ha
-1

 (Table 5), based also on the opinions of those familiar with the site. We 

expected the three fields at the same station in Lewiston, North Carolina to have similar soil 

N distributions prior to the start of the growing season.  

One of the inputs required by CSM-CERES-Maize is the method of N application. 

DSSAT offers a list of possible application methods. In the field experiments used in this 

study, N was applied as urea nitrate ammonia solution. In preliminary simulations, when we 

selected this application method, we discovered that CSM-CERES-Maize predicted high 

levels of volatilization for this application method. Prior field tests performed at the site had 

shown that excessive volatilization did not occur, possibly due to differences between the 

particular form of liquid N used in the NC field experiments and the form used when CSM-

CERES-Maize was being developed and tested. To minimize the amount of volatilization 

simulated by CSM-CERES-Maize, we found it necessary to specify that the fertilizer was 

incorporated, even though it was not incorporated in actuality. 

The soil root growth factor (SRGF) represents the relative suitability of each soil layer 

for root growth, if no N or water deficits are present. For each layer, SRGF was calculated 

according to the exponential equation used in the SBuild tool contained in DSSAT 4 

(Uryasev et. al., 2003). This equation results in decreases in SRGF with depth (Wilkens et 

al., 2004). The soil fertility factor (SLPF) for all three fields was set to 1.0, based on the 
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previous study by Yang et al. (2008). The irrigation efficiency factor (EFIR) was set to 0.75, 

since a sprinkler irrigation system was used in all fields. 

Simulation and Data Analysis 

The Crop Simulation Database Program (CSDB) was used to store field data, make all 

model runs, and store model results in multiple Microsoft Access databases (Buol et al., 

2006). This program facilitated the construction and processing of simulation experiments in 

which soil parameters were varied across the specified range using the given number of 

steps. A custom program was written using Microsoft Visual Basic 6.0 to analyze results, 

including querying the databases generated by CSDB, calculating relevant statistics, and 

determining the optimal parameter values. 

Optimization Procedures 

Simulations Using Default Soil Settings for All Three Fields.  

Initial simulations for the three fields were made using the default settings for soil 

physical properties (Tables 3 and 4), and initial soil N conditions (50 kg ha
-1

) from Table 5. 

Other parameters were set as previously described.  The root mean squared error (RMSE) for 

each field was calculated to determine the difference between simulated and measured yields, 

according to the following formula: 

2

1

1
( )

n

Simulated ObservedRMSE Y Y
n

       [1] 
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where n represents the number of treatments, YSimulated is the simulated yield for a  treatment, 

and YObserved is measured yield. Bar graphs comparing simulated to measured yields for each 

N treatment were also generated. 

 The relative root mean squared error (RRMSE) was also calculated according to the 

following formula: 

100%
Average

RMSE
RRMSE

Y
       [2] 

where RMSE was calculated from equation [1]. YAverage was the average measured yield. 

General Approach to Limit Number of Simulations. 

When deciding upon an approach for calibrating uncertain soil profile parameters for 

these three fields, it was clear that some strategy for limiting the parameter search space 

would be required. The simulation number would be huge if we considered straight forward 

strategy in parameter setting and simulation control for constructing the simulations. For 

example, if the parameter SRGF was assigned 10 possible values from 0.1 to 1.0 for each of 

the 10 soil layers, this would generate 10
10

 levels. Moreover, considering three fields, there 

might be 3 * 10
10

 total possible settings if only SRGF was varied for the target field soils. 

Using a computer which can make 2.5 simulation runs per second, it would require 138,889 

days to simulate one setting for DUL, one value of SLPF, and one Ninit value for all these 

values of SRGF and all 88 treatments. It was necessary to reduce both the range and number 

of levels for each parameter, while still trying a sufficient number of parameter settings to 

generate acceptable soil profiles. 
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After simulations using the default settings for each field proved unsatisfactory, we 

used simulations of the 2002 irrigated field to determine reasonable parameter ranges to use 

in the remaining two fields. Previous work has shown that CSM-CERES-Maize responds 

accurately to different levels of water stress under North Carolina conditions when N is non-

limiting (Yang et al., 2008). We decided to concentrate first on defining a soil profile for a 

well-irrigated field, with the expectation that this would simplify fitting of soil parameters for 

accurate simulation of different N application schedules.  

The general approach for fitting parameters to this field was an iterative process of 

multiple simulations followed by analysis, adjustment of parameter ranges, and additional 

simulations and analysis. Preliminary simulations using treatments N(0,0) and N(224,0) 

identified starting ranges for soil parameters being varied. To maximize the number of 

parameter values which could be simulated within these boundaries, simulations using all 

parameter values were made for only seven of the 20 treatments: N(0,0), N(0,56), N(0,112), 

N(0,224), N(56,0), N(112,0), and N(224,0). The 196 sets of parameter values with the lowest values 

for RMSE from these runs were then used to simulate the remaining 13 treatments, and the 

set of parameters with the lowest RMSE across all 20 treatments was used to determine if 

additional changes in parameter values were needed. 

Optimization Procedure for Irrigated Field in 2002 

First set of simulations. Initially, we chose to vary three parameters: Ninit, SDUL, and SRGF. 

Based on the preliminary simulations using treatments N(0,0) and N(224,0), Ninit was increased 

from the default value of 50 kg ha
-1

. Three levels (70, 80, and 90 kg ha
-1

) were included in 
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the first set of simulations, and were set proportional to the setting of 50 kg ha
-1

. The soil 

drained upper limit (SDUL) parameter was chosen to allow variations in soil water holding 

capacity. Values of this parameter contained in the initial soil profiles for each site-year were 

modified using the formula: 

SDULActual = SLLLDefault + (SDULDefault – SLLLDefault) × (1+X)   [3] 

where SLLL represents the soil water drained lower limit, and X represents the proportional 

change in plant available soil water (ASW). ASW was varied ±20% (-20%, -10%, 0%, 

+10%, +20%) in all layers, using the method described in Yang et al. (2008). All layers were 

multiplied by the same adjustment factor, so that there were only 5 levels for this parameter.  

SRGF required a different approach. It is known that the corn plant grows a larger 

volume of roots in the upper soil layers, and develops less root volume in deeper soil layers. 

Varying the default values in all layers by a proportional amount, as done for SDUL, did not 

appear to be an effective strategy, based on the preliminary simulations. The range for SRGF 

in upper layers was set to 0.1 - 0.9, but in deeper layers it ranged from 0.1 - 0.4 (Table 6). 

Simulations were made for seven N treatments, resulting in a total of 393,750 runs using 

2137 different levels of SRGF (Table 6). The sets of parameter values which resulted in the 

196 lowest values of RMSE across these 7 treatments were used to simulate all 20 N 

treatments.  

Second set of simulations. Based on RMSE values and graphs of simulated and observed 

yields for each treatment, we decided that additional parameter values needed to be explored. 

The new values for SRGF in each layer are shown in Table 6. In these new simulations, the 
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value of SRGF was set to 0.1 in the first four layers, and a total of 10,000 different values of 

SRGF were tried in layers 5 to 10. ASW was fixed at 120% of the default value in each layer, 

and Ninit was fixed at 70 kg ha
-1

, resulting in an additional 70,000 simulations for the seven N 

treatments. The 196 parameter sets with the lowest values of RMSE were again run for all 20 

N treatments.  

Third set of simulations. When RMSE values were again judged to be unacceptable, we 

decided to explore the effect of varying the soil fertility factor SLPF on simulation results. 

Using the optimized parameter settings for ASW, SRGF, and Ninit, SLPF was varied from 

1.10 to 1.80 in interval increment of 0.1.  

Based on results of these simulations, further simulations with the optimal parameter 

settings for ASW, and Ninit were made in which SLPF values varied ranging from 1.22 – 1.36 

in step size of 0.01, and SRGF was set according to Table 6, resulting in 45,360 simulations 

for the seven N treatments. 

Fourth set of simulations. In a final series of simulations, Ninit used values of 65, 70, 75, and 

80 kg ha
-1

, ASW varied ±8% (-8%, -4%, 0%, +4%, +8%) of the default value, SLPF was set 

to 1.34, and values of SRGF were set to values displayed in Table 6 for the seven N 

treatments. 

Optimization Procedure for 2002 Non-irrigated Field and 2001 Field 

For both of these fields, the results for the irrigated field in 2002 were used to determine 

the range of values of Ninit, ASW, SRGF, and SLPF to try. For the non-irrigated field in 

2002, ASW was varied from the default level by ±20% in 5 levels (-20%, -10%, 0%, +10%, 
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+20%) in all layers according to Equation 3. Ninit values of 70, 75, and 80 kg ha
-1

 were tried. 

SLPF varied from 1.22 to 1.36 in increments of 0.01. Values for SRGF are shown in Table 6. 

In 2001, ASW was varied from the default level by ±20% in 9 levels. Ninit values of 70, 75, 

80, 85, 90, 95 kg ha
-1

 were tried. SLPF varied from 1.21 to 1.36 in increments of 0.01. 

Values for SRGF are shown in Table 6. All parameter sets were run for all 48 N and 

irrigation treatment levels.  

Exploring the Impact of Changes in Each Parameter on Overall Yield Simulation 

After all parameters, including Ninit, ASW, SRGF, and SLPF, were optimized for each 

field, the impact of each parameter on simulated yields was examined. Each of these four 

parameters was reset to the default setting (Tables 3, 4, and 5), while the other three 

parameters remained at the optimized setting.  

RESULTS AND DISCUSSION 

Simulations Using Default Soil Settings 

In general, the initial simulations using the default set of soil parameters resulted in an 

under-prediction of yield for most treatments in all three fields (Figure 3). The sole exception 

was the simulation of non-irrigated treatments in 2001 (Figure 3a). In 2002, the simulated 

yield was ~6000 kg ha
-1

 for all irrigated treatments with 56 kg ha
-1

 or more total N (Figure 

3d). Results for the 2002 non-irrigated field were even worse, with simulated yields of ~2000 

kg ha
-1

 for treatments receiving 112 kg ha
-1 

or more total N, and higher simulated yields for 

treatments with a total of 56 kg ha
-1

 (Fig 3e). With Ninit set to 50 kg ha
-1

, the simulated yield 

was lower than measured in all three fields for the N(0, 0) treatment, except for the normal-
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irrigation treatment in 2001. These poor results are reflected in the RMSE and RRMSE 

values listed in Table 7 for all three fields. In 2002, the regression lines for simulated versus 

observed yields for both fields had very low r
2
 and slope values, indicating a large amount of 

bias. The slope of the regression line for the 2002 non-irrigated field was actually negative. 

Although the r
2
 and slope values for the 2001 field were much better than those for the 2002 

fields, the RRMSE was still over 17%. 

Optimization for Irrigated Field in 2002 

In preliminary simulations using treatments N(0, 0)  and  N(224, 0), results appeared better if 

Ninit  in all three fields was set to 80 kg ha
-1

. Therefore, in later simulations Ninit values 

between 70 and 90 kg ha
-1

 were used.  

Allowing Ninit to vary between 70 and 90 kg ha
-1

, ASW to vary between 80% and 120% 

of the default value, and SRGF to vary between 0.1 and 0.9 in the top soil layers, and 

between 0.1 and 0.4 in deeper layers (Table 6) resulted in considerable improvement in 

RMSE, r
2
, and slope values for the irrigated field in 2002. RMSE was decreased to 1697 kg 

ha
-1

 compared to 3272 kg ha
-1

 for the default soil settings (Table 7). The r
2
 value improved to 

0.65.  The optimal value of ASW was120% of the default value. The lowest RMSE was 

obtained using low values for SRGF in soil layers above 60 cm in depth, and larger values in 

the deeper layers (Table 8). 

When SRGF was set to 0.1 in the top four layers and the value was allowed to vary 

between 0.4 and 0.8 in the lower layers, with Ninit set to 70 kg ha
-1

, and ASW to 120% of the 

default value (Table 6), results continued to improve. RMSE improved to 940 kg ha
-1

, the r
2
 



 

112 

value to 0.86, and the slope of the regression line to 0.94, much lower than the values 

obtained in the initial optimization runs and in the simulations using default soil settings 

(Table 7). The optimized SRGF, with a fixed value of 0.1 in the upper four layers, had larger 

values in deeper layers (Table 8). A value of 120% of the default setting for ASW was still 

best. The best value of Ninit changed to a lower value of 70 kg ha
-1

, when compared to Ninit in 

previous simulations. 

When reviewing the graphs of simulated versus observed yield for the best set of 

parameters identified above, we noticed that the model did not differentiate much between 

treatments with observed yields above 8000 kg ha
-1 

(Fig 4a). We experimented with values of 

SLPF between 1.10 and 1.80 (but only showed result for SLPF at 1.10, 1.20, 1.30, and 

12.40), using the set of soil parameters which yielded the minimized RMSE in the 

simulations above. RMSE decreased from 940 for an SLPF of 1.0, down to 780 for an SLPF 

of 1.3, then increased again to 970 kg ha
-1

 for an SLPF of 1.4. At the same time, the r
2
 value 

increased from 0.87 to 0.95 as SLPF rose (Figure 4). The slope of the regression line 

declined from 1.03 when SLPF was 1.10 to 0.68 when SLPF was 1.4.  

In simulations in which SLPF was varied between 1.22 and 1.36 in increments of 0.01, a 

minimum RMSE of 743 kg ha
-1

 was obtained for an SLPF of 1.34. One final set of 

simulations was made during which Ninit was 65, 70, 75, 80 kg ha
-1

, SRGF was set as shown 

in Table 6, and ASW 92, 96, 100, 104, 108% of the default value were varied and SLPF was 

fixed at 1.34. A final optimized value for RMSE of 665 kg ha
-1

 was obtained in these 

simulations (Table 7), with ASW set at 96%, and Ninit set to 75 kg ha
-1 

(Table 8). A 

comparison of simulated and observed yields using these optimized soil parameter settings is 
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shown in Figure 5. With a relatively high r
2
 of 0.93 and a regression slope of 1.00, we judged 

model performance to be satisfactory for the irrigated field in 2002. The slope of 1.00 

demonstrates a lack of bias in predictions of yield across all N treatments. In both the field 

and in the simulations, there was no significant response to increasing N above a total N level 

of 224 kg ha
-1 

 (Figure 5b). As shown in Figure 5b, yield was overestimated for treatments 

N(56, 56), N(56, 112),  and N(112, 56). It was underestimated for treatments N(0, 0) and N(0, 224). For 

all other treatments, simulated yield was within the SE of the mean observed treatment yield. 

Optimization for Non-irrigated Field in 2002 

Using the much-reduced procedure described above for fitting soil parameters for the 

non-irrigated field in 2002 was successful, with a RMSE of 334 kg ha
-1

, a regression slope of 

0.83, and an r
2
 value of 0.75 (Table 7, Figure 7a). The r

2
 value was lower than that for the 

irrigated field in the same year. However, all simulated yields were within the SE of the 

average measured yields for each treatment (Figure 7b). SE was relatively large for most 

treatments. There was little difference in either simulated or observed yield for treatments 

with total N of 112 kg ha
-1 

or above. The optimized SRGF, although different in absolute 

values from those fit to the irrigated 2002 field,  were similar in pattern, with higher values in 

deeper layers than in shallower layers (Table 8). It was necessary to include fewer layers, 

with a maximum rooting depth of 105 cm. A value of 80% for ASW also provided the best 

results, indicating a need for less available soil water in order to match the observed yields 

with SLPF set to 1.34. Given the low value for RRMSE and the high SE for treatments in this 

field, we determined that no further simulations were required for this field. 
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Optimization for the 2001 Field 

In this field, there were three irrigation treatments and 16 N treatments, for a total of 48 

treatments. The optimization procedure resulted in an r
2
 value of 0.91, a slope for the 

regression line of 1.02, and a minimized RMSE of 850 kg ha
-1

 (Table 7 and Figure 7a). The 

simulated and observed yields were similar for all treatments with total N applications of 280 

kg ha
-1 

or above for a given irrigation treatment (Figure 7b-d). The simulated yields at total N 

levels from 168 kg ha
-1

 to 336 kg ha
-1

 had eight over-estimations and five under-estimations. 

This miss-estimation in the middle yield portion made the treatments hard to simulate and 

optimize. In the irrigated treatments, yield was generally under-estimated for treatments with 

0 kg ha
-1

 N applied at planting (Figure 7c-d). Yields were over-estimated for irrigated 

treatments N(112, 0), N(168, 0),  N(224, 0), and  N(112, 112). Yield was overestimated for all treatments 

with 112 kg ha
-1

 N applied at planting in the non-irrigated block (Figure 7b). The pattern for 

SRGF which yielded the best results was similar to that for the other two fields (Table 8). 

SLPF was lower than for the other two fields, and the default value for ASW worked well.  

Impact of Changes in Each Parameter on Overall Yield Simulation 

Returning to the default value of ASW 

As might be expected, when ASW was raised from the optimized value of 80% of the 

default value back up to the default value, while all other parameters were left at their 

optimized value, simulated yields for the non-irrigated field in 2002 increased substantially 

for all N levels except the non-fertilized treatment, resulting in an increase in RRMSE from 
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7.42% to 31.91% (Table 7). The failure of an increase in ASW from 80% to 100% to 

increase simulated yield for the non-fertilized treatment is likely due to N stress serving as 

the limiting factor to growth. The increases in ASW did not offset N stress for this treatment. 

In contrast to results for the non-irrigated field in 2002, simulated yields for the irrigated 

field did not change much for any of the N treatments, because the optimized ASW for this 

field was 96% of the original starting ASW. In the 2001 field, the optimized ASW in 2001 

was 100% of the starting setting, so there was no need to investigate changing ASW for this 

field. 

Returning to the default value of Ninit 

Changing Ninit back to the default value of 50 kg ha
-1

 decreased simulated yields for low 

N treatments, while having little effect on the remaining treatments. This resulted in fairly 

small increases in RRMSE (Table 7). The low N treatments were sensitive to initial soil N 

status at or before planting, but the high N treatments were not sensitive to the initial soil N 

status. The effect of initial soil N was similar for all three fields.  

Returning to the default value of SLPF 

After SLPF was reset to the starting value of 1.0 from the optimized soil settings for the 

three fields, simulated yields reached a plateau for total N levels of 112 kg ha
-1

 or above in 

the irrigated 2002 field, and for N levels of 56 kg ha
-1

 or above for the non-irrigated 2002 

field (Figure 8a-b). A similar trend was observed for the 2001 field (data not shown). 

However, yields for the low N treatments remained similar to those simulated using an SLPF 

of 1.34 for all three fields. The decrease in simulated yields for medium and high N 
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treatments resulted in substantial increases in RRMSE for all three fields (Table 7). SLPF is 

one of the factors which serves as a multiplier in the calculation of crop growth rate in CSM-

CERES-Maize, and is supposed to be used to account for the effect of soil nutrients other 

than N (Hoogenboom, 2003). That we had to raise it to 1.34 in two fields and to 1.27 in the 

other was surprising to us, since it normally is expected to be between 0 and 1.0. 

Returning to the default value of SRGF 

In CSM-CERES-Maize model, the root growth factor, SRGF, which determines the 

propensity of roots to grow in each layer of the soil profile, is normally assumed to be 

exponential, with roots being much more likely to grow in the upper layers than in lower 

ones. An exponential SRGF has been used in many studies (like Sau et al., 2004; López-

Cedrón, 2008), but Jagtap et al. (1999) used 1.0 for first two layers and 0.5 for rest deeper 

layers (from 3 to 6), to deepest of 65 cm in soil profile. 

We were also surprised by the need to create very different patterns for SRGF than the 

exponential one which served as the default for all three fields (Tables 3, 4) (Fig 9a,b). Even 

though the increases in RRMSE were lower when SRGF was changed back to the default 

setting than were the increases when SLPF was changed (Table 7), model response was more 

difficult to explain. Yields in 2001 were generally over-estimated for treatments with total N 

of 112 – 280 kg ha
-1

 while yields of the zero N treatment and of treatments with total N 

above 280 kg ha
-1

 were generally unaffected by returning SRGF to the default values (Figure 

10a~c). Treatments with zero N application at planting and 112, 168 or 224 kg ha
-1

 on the 

second application date exhibited a large increase in simulated yield using the exponential 
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SRGF, compared to the optimized setting. In simulations using the optimized SRGF setting, 

much higher N stress occurred from about a month after planting until kernel number was 

determined for these treatments. There was less simulated N stress using the exponential 

SRGF. This lower N stress was accompanied by greater increases in LAI and leaf weight, so 

that the cumulative plant growth during flowering was much higher in simulations using the 

exponential SRGF. This resulted in a higher final kernel number for these treatments when 

the exponential SRGF was used. 

Results were similar for the irrigated field in 2002, with an overestimation of yields for 

treatments with total N from 56 – 168 kg ha
-1

. However, in this field yields of treatments 

with higher levels of N were now under-estimated (Figure 10d). Simulated yield was actually 

higher for the three treatments receiving a total of 112 kg ha
-1

 of N than for any other 

treatments (Figure 10d). We noticed this same pattern in the preliminary simulations using 

default soil parameters (Fig 3d and Fig 3e) for both fields in 2002. However, we did not 

realize what was causing this strange result, until we combined the default starting SRGF 

exponential setting with the other optimized soil parameter settings. 

When comparing time series graphs for the N(112, 0) and the N(112, 280) treatments, we 

noticed that kernel number was higher for the N(112, 0) treatment.  Simulated kernel number 

for the N(112, 280) treatment using an exponential SRGF was only 4581 m
-2

, but the simulated 

kernel number was 5064 m
-2

 for the N(112, 0) treatment.  

In the CSM-CERES-Maize model, kernel number is a function of genetic potential, 

canopy weight, rate of carbohydrate accumulation during flowering, and temperature, water, 
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and N stresses (Hoogenboom, 2003), and is determined during a period around silking 

(Ritchie et al., 1998; Edmeades and Daynard, 1979; Lizaso et al., 2003, 2007). In the case of 

our simulations of the 2002 irrigated field, kernel numbers were determined on DOY of 184 

(3 July 2002) based on values for the above factors during the period from flowering (DOY 

176, 23 June 2002) until DOY 184 (Hoogenboom, 2003; Tsuji et. al., 1994). Genetic 

potential and temperature stresses were identical for the two treatments. A differentiation in 

simulated canopy weight between the two treatments was observed on DOY 155 (4 June 

2002), about a week after the second N application. Canopy weight was slightly higher for 

treatment N(112, 280) by day 174, but was lower from day 178 onward. As expected, the N 

stress factor was higher for treatment N(112, 0) throughout the kernel-setting period. However, 

water stress was greater for the N(112, 280) treatment than for the N(112, 0) treatment during this 

period (Figure 11a). Water stress appeared to be the primary factor contributing to fewer 

kernels being set in the N(112, 280) treatment, which resulted in lower final yield. Root density 

for treatment N(112, 0) was lower in layer 1, and virtually identical to that of treatment N(112,28 0) 

in layers 2 – 5 during this period. Root densities in layers 2 - 5 had reached the maximum 

density allowed (4 cm root cm
-3

 soil) in both N treatments. However, after DOY 160 (9 June 

2002), root growth proceeded at a much faster pace in the 6
th
 layer for treatment N(112, 0) 

(Figure 11b). As roots penetrated into soil layers 7 - 9, the growth rate was also much higher 

in these layers for treatment N(112,0).  

We were unable to find any information in the DSSAT and CSM-CERES-Maize 

documentation to explain this model behavior. Since model developers had provided us with 

a copy of the CSM-CERES-Maize source code, we were able to trace this model response to 
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the equations which determine partitioning of new root length into the various soil layers. It 

appears that the model first calculates the amount of new root length which is available each 

day based on the amount of root biomass which is added. It then calculates what might be 

called a “favorability factor” for root growth: the proportion of this root length (cm root cm
-3

 

of soil) which should go to each soil layer. This proportion is a function of the value of 

SRGF in each layer, and the calculated water and N stress factors for each layer:  

 
 
min ,

min ,

i i i

i Total

i i i i

SRGF NS WS
RLV RL

SRGF NS WS DLAYR


  

   
   [4] 

where  RLVi represents increase in root length (cm) per cm
3
 of soil in layer i, RLTotal is the 

increase in root length across all layers (cm root cm
-2

 ground area), SRGFi denotes the SRGF 

value in layer i, NSi represents N stress factor in layer i, WSi represents soil water stress 

factor in layer i, and DLAYRi stands for thickness of layer i (cm). If the root length density 

in a given layer has reached 4 cm cm
-3

, then no additional root length is added to this layer. 

However, this unused root length is not added to any other layer either.  

In our simulations of these two treatments, once the second N application was made to 

treatment N(112, 28 0) the calculated favorability factor for root growth increased in the upper 

layers. Since there was less than 4 cm cm
-3

 of root density in the topmost layer, more roots 

grew in this layer for this treatment than for treatment N(112,  0). However, no more roots were 

able to grow in layers 2 – 5, in spite of the calculated favorability of these layers for root 

growth. Since the calculated favorability factor in layers 1 – 5 was lower for treatment N(112, 

0)  than for treatment N(112,28 0), this resulted in a higher relative favorability factor for the 
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lower layers and a higher proportion of root growth occurring in the lower layers. For 

example, on DOY 165, the calculated favorability factor for layer 6 for N(112,280) was 0.039 / 

28.842. For N(112,0), this factor was 0.039 / 11.023, which was 2.5 times higher than that of 

N(112,280). The lower amount of root growth in these lower layers for treatment N(112, 28 0) 

generated more water stress compared to treatment N(112, 0) during the period of kernel 

number determination.  

In the non-irrigated 2002 field, simulated yields became very flat for all treatments 

except the one with zero N when the exponential SRGF was used (Figure 10e). It was 

noticed that the rooting factor in the top four layers determined root growth during the first 

month. The high value of SRGF in the upper soil layers resulted in rooting depth increasing 

more quickly than when the optimized values of SRGF were used. This resulted in early 

overgrowth of both canopy and roots, and exhausted water in those layers more quickly. The 

early draw-down of water in the first four layers had a bad effect over the whole growing 

period for all treatments receiving total N of more than 56 kg ha
-1

. In general, we found that 

using SRGF values greater than 0.50 in the upper soil layers resulted in more water and N 

stress during the kernel-setting period.  

It is clear that all of the four parameters, Ninit, ASW, SRGF, and SLPF investigated 

above needed to be varied in tandem, since a change in one required an adjustment in the 

others, if yield was to be well-simulated. For these fields, we found that CSM-CERES-Maize 

was very sensitive to changes in SLPF. During the optimization process, we noticed that a 

change in SLPF of only 0.01 could result in a substantial change in RMSE. When SLPF was 

changed from 1.00 to 1.34 in the 2002 irrigated field, the optimal value for ASW decreased 
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from 120% to 96% of the default value, resulting in ASW in the rooting zone of 107.25 mm. 

Although the 2002 fields possessed different soil types, the same SLPF of 1.34 worked well 

for both, but a lower value of ASW, i.e. 84.15 mm, was necessary for the non-irrigated field. 

However, an SLPF of 1.27 and ASW of 100% proved optimal for the 2001 field, which had 

the same soil type as the irrigated field in 2002. Differences between years might depend 

partially on differences in weather patterns between years.  

CONCLUSIONS 

Although we were able to estimate soil parameters which yielded reasonable RMSE and 

r
2
 and slope values for the regression equations, it appears unlikely that the optimized values 

for SLPF and SRGF are a true reflection of soil physical and chemical characteristics. There 

is no reason to believe that the soils at this research station in North Carolina are 27 – 34% 

more fertile that the soils present in field experiments used to develop and validate the CSM-

CERES-Maize model. Also, there is nothing about a Norfolk or Goldsboro soil which would 

suggest that the lower soil layers are more suitable for root growth than the upper layers, as 

the pattern of SRGF fitted to these fields indicates. Although we were able, after hundreds of 

thousands of simulations, to adjust soil parameters and obtain good agreement between 

simulated and observed yields for these fields, SLPF and SRGF were outside reasonable 

bounds. It appears that these unrealistic values of SLPF and SRGF were required to 

compensate for problems in the way new root length is distributed among soil layers after a 

second N application. The root distribution module in CSM-CERES-Maize Version 4.0.2 

needs to be re-examined and revised to better simulate root growth and distribution, 

especially when a second N application is made during the season. Until changes are made in 
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this module, researchers should exercise caution in utilizing the model to predict crop 

response to split applications of N.  
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Table 1. Field descriptions for the experimental sites in Lewiston, North Carolina in 2001 and 2002.  

    N rates  

Year Soil series Soil taxonomic classification Irrigation strategy† First Second N timing‡ 

    -------------kg ha
-1

-------------  

2001 Norfolk sandy loam fine-loamy, siliceous, thermic 

Typic Paleudults 

none, normal, and 

twice normal 

0, 112, 168, 

224 

0, 112, 168, 

224 

planting, 

VT 

2002 Goldsboro-Lynchburg 

loamy sand 

fine-loamy, siliceous, thermic, 

Aquic Paleudults 

none 0, 56, 112, 

224 

0, 56, 112, 

224, 280 

planting, 

V7 

2002 Norfolk sandy loam fine-loamy, siliceous, thermic 

Typic Paleudults 

normal 0, 56, 112, 

224 

0, 56, 112, 

224, 280 

planting, 

V7 

† The normal irrigation in 2001 occurred weekly from June 26 to July 16, and the twice normal irrigation occurred twice weekly. 

‡ The first nitrogen application was scheduled at planting for all fields. The second nitrogen application was at visual tasseling (VT) 

in 2001 or at layby (V7) in 2002. 
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Table 2. Soil parameter definitions, units, and values used in CSM-CERES-Maize. 

Parameter Unit Definition 

SLPF  Soil fertility factor, used to adjust for nutrients besides N 

Ninit g N Mg
-1

 soil Soil N content at start of simulation, including both 

ammonium and nitrate 

SLLL cm
3
 cm

-3
 Volumetric soil water content, lower limit at 1500 kPa 

SDUL cm
3
 cm

-3
 Volumetric soil water content, drained upper limit at 33 kPa 

SSAT cm
3
 cm

-3
 Volumetric soil water content at saturation 

SRGF  Root growth factor 

SSKS cm h
-1

 Saturated hydraulic conductivity 

SBDM g cm
-3

 Moist bulk density 

SLOC % Organic carbon 

SLCL % Clay fraction (<.002 mm) 

SLSI % Silt fraction (.002 to .05 mm) 

SLHW  pH in water 



 

135 

Table 3. Initial Norfolk sandy loam soil profile used for the 2001 field and the 2002 irrigated field in Lewiston, North Carolina.  

Layer SLB† SLLL‡ SDUL‡ SSAT‡ SRGF‡ SKSS‡ SBDM‡ SLOC‡ SLCL‡ SLSI‡ SLHW‡ 

 cm ------------ cm
3
 cm

-3
 ----------- 0 to 1 cm h

-1
 g cm

-3
 -------------- % ----------------  

1 5 0.076 0.160 0.388 1.000 4.1 1.62 0.64 8.0 10.0 5.8 

2 15 0.076 0.160 0.388 1.000 4.1 1.62 0.64 8.0 10.0 5.8 

3 30 0.076 0.160 0.388 0.638 4.1 1.62 0.17 8.0 10.0 5.7 

4 45 0.110 0.200 0.430 0.472 1.3 1.51 0.09 15.0 13.0 5.6 

5 60 0.142 0.239 0.461 0.350 0.5 1.43 0.09 23.0 15.0 5.0 

6 75 0.142 0.239 0.461 0.259 0.5 1.43 0.09 23.0 15.0 5.0 

7 90 0.142 0.239 0.461 0.192 0.5 1.43 0.09 23.0 15.0 4.8 

8 105 0.159 0.257 0.473 0.142 0.4 1.40 0.09 27.0 15.0 4.8 

9 120 0.159 0.257 0.473 0.105 0.4 1.40 0.06 27.0 15.0 4.8 

10 135 0.159 0.257 0.473 0.078 0.4 1.40 0.06 27.0 15.0 4.7 

† Soil depth to layer base. 

‡ Defined in Table 2. 
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Table 4. Initial Goldsboro-Lynchburg loamy sand soil profile, used for the 2002 non-irrigated field in Lewiston, North Carolina.  

Layer SLB† SLLL‡ SDUL‡ SSAT‡ SRGF‡ SKSS‡ SBDM‡ SLOC‡ SLCL‡ SLSI‡ SLHW‡ 

 cm ------------ cm
3
 cm

-3
 ----------- 0 to 1 cm h

-1
 g cm

-3
 ------------ % ------------  

1 5 .110 0.20 0.430 1.000 1.31 1.51 0.64 15.0 13.0 5.8 

2 15 .110 0.20 0.430 1.000 1.31 1.51 0.64 15.0 13.0 5.8 

3 30 .110 0.20 0.430 0.638 1.31 1.51 0.17 15.0 13.0 5.7 

4 45 .142 0.239 0.461 0.472 0.51 1.43 0.09 23.0 15.0 5.6 

5 60 .159 0.257 0.473 0.350 0.35 1.40 0.09 27.0 15.0 5.0 

6 75 .171 0.28 0.484 0.259 0.29 1.37 0.09 30.0 20.0 5.0 

7 90 .171 0.28 0.484 0.192 0.29 1.37 0.09 30.0 20.0 4.8 

8 105 .171 0.28 0.484 0.142 0.29 1.37 0.09 30.0 20.0 4.8 

9 120 .171 0.28 0.484 0.105 0.001 1.37 0.06 30.0 20.0 4.8 

10 135 .171 0.28 0.484 0.078 0.0 1.37 0.06 30.0 20.0 4.7 

† Soil depth to layer base. 

‡ Defined in Table 2. 
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Table 5. Distribution of initial soil nitrogen (50 kg ha
-1

) in all three fields for starting 

simulations. 

Layer base depth Ammonium (KCL) Nitrate (KCL) 

cm ---------- g N Mg
-1

 soil ---------- 

5 0.3 2.0 

15 0.7 4.2 

30 1.2 6.2 

45 1.4 3.7 

60 1.4 4.2 

To distribute the initial soil N across layers: In each layer, the sum of ammonium and nitrate 

was multiplied by the thickness of the layer, the number of cubic centimeters of soil in this 

layer across one hectare, and the soil bulk density. For example: for the second layer from 5 

cm to 15 cm, the sum of ammonium and nitrate is 4.9 g N Mg
-1

 soil. This is multiplied by the 

layer thickness of 10 cm and by 100,000,000 cm
2
 hectare

-1
, and by the bulk density of 1.51 g 

cm
-3 

from Table 4, generating 7399 g N. Accumulating across layers results in 48.8 kg N. 
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Table 6. Parameter values which were tried in the optimization procedure for the 2002 irrigated field. 

 Parameter set 1 Parameter set 2 Parameter set 3 Parameter set 4 

SLPF 1.0 1.0 1.22 - 1.36 1.34 

ASW 80, 90, 100, 110, 120% 120% 120% 92, 96, 100, 104, 108% 

Ninit 70, 80, 90 kg ha
-1

 70 kg ha
-1

 70 kg ha
-1

 65, 70, 75, 80 kg ha
-1

 

SRGF     

5 cm 0.1, 0.3, 0.5, 0.7, 0.9 0.1 0.1 0.1 

15 cm 0.1, 0.3, 0.5, 0.7, 0.9 0.1 0.1 0.1 

30 cm 0.0, 0.1, 0.3, 0.5, 0.7, 0.9 0.1 0.1 0.1 

45 cm 0.0, 0.1, 0.3, 0.5, 0.7, 0.9 0.1 0.1 0.1 

60 cm 0.0, 0.1, 0.3, 0.5, 0.7 0.6, 0.7, 0.8, 0.9 0.1, 0.15, 0.2, 0.25, 0.3 0.15, 0.2 

75 cm 0.0, 0.1, 0.3, 0.5, 0.7 0.6, 0.7, 0.8, 0.9 0.0, 0.2, 0.4, 0.6, 0.8 0.4, 0.6, 0.8 

90 cm 0.0, 0.1, 0.2, 0.3, 0.4 0.4; 0.5; 0.6; 0.7; 0.8 0.0, 0.2, 0.4, 0.6, 0.8 0.2, 0.4, 0.5, 0.6, 0.8 

105 cm 0.0, 0.1, 0.2, 0.3, 0.4 0.4; 0.5; 0.6; 0.7; 0.8 0.0, 0.2, 0.4, 0.6, 0.8 0.2, 0.4, 0.5, 0.6, 0.8 

120 cm 0.0, 0.1, 0.2, 0.3, 0.4 0.4; 0.5; 0.6; 0.7; 0.8 0.0, 0.2, 0.4, 0.6, 0.8 0.4, 0.6, 0.8 

135 cm 0.0, 0.1, 0.2, 0.3, 0.4 0.4; 0.5; 0.6; 0.7; 0.8 0.0 0.0 
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Table 7. Results of the optimization process for the three fields in Lewiston, North Carolina. 

Condition and setting Field r
2
 Slope Intersect RMSE RRMSE 

 

 

  ----- kg ha
-1

----- % 

Default setting 2001 field 0.7 1.02 1043 1826 17.54 

 2002 irrigated field  0.1 0.75 3936 3272 38.38 

 2002 non-irrigated field 0.1 -0.3 5041 2661 59.09 

Parameter set 1 2002 irrigated field 0.7 1.22 -774 1697 19.9 

Parameter set 2 2002 irrigated field 0.9 0.94 250 940 11.03 

Parameter set 3 2002 irrigated field 0.9 1 197 749 8.78 

Optimized parameters (Parameter set 4) 2002 irrigated field 0.9 0.93 647 665 7.8 

 2002 non-irrigated field  0.8 0.91 400 334 7.42 

 2001 field 0.9 0.89 1012 851 8.17 

Optimized parameters, but with starting SRGF† 2001 field 0.9 0.89 1012 1588 15.25 

 2002 irrigated field 0.9 0.93 647 1191 13.97 

  2002 non-irrigated field 0.8 0.91 400 983 21.83 
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Table 7 (continued). 

Condition and setting Field r
2
 Slope Intersect RMSE RRMSE 

 

 

  ----- kg ha
-1

----- % 

Optimized parameters, but with starting SDUL† 2001 field 0.9 0.89 1012 851 8.17 

 2002 irrigated field 0.9 0.93 648 675 7.92 

 2002 non-irrigated field 0.7 0.55 1285 1437 31.91 

Optimized parameters, but with starting Ninit‡ 2001 field 0.9 0.78 2652 1150 11.04 

 2002 irrigated field  0.9 0.91 1031 929 10.9 

 2002 non-irrigated field 0.7 0.53 2038 640 14.21 

Optimized parameters, but with starting SLPF† 2001 field 0.8 1.14 422 2048 19.67 

 2002 irrigated field 0.7 1.69 -2643 2472 28.99 

  2002 non-irrigated field 0.6 1.91 -1233 1575 34.98 

† SLPF, SRGF and SDUL were defined in table 2. 

‡ Ninit: Soil nitrogen at initial soil condition, also refers to Table 5. 
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Table 8.The optimized settings for the three fields in Lewiston, North Carolina. 

† SLPF, SRGF and SDUL were defined in table 2. 

‡ Ninit: Soil nitrogen at initial soil condition, also refers to Table 5. 

Field Simulation step Ninit‡ SLPF† SW† SRGF† 

  kg ha
-1

  %  

2001 field Starting 50 1.00 100 1.0,1.0,0.64,0.47,0.35,0.26,0.19,0.14,0.11,0.08 

2002 irrigated field Starting 50 1.00 100 1.0,1.0,0.64,0.47,0.35,0.26,0.19,0.14,0.11,0.08 

2002 non-irrigated field Starting 50 1.00 100 1.0,1.0,0.64,0.47,0.35,0.26,0.19,0.14,0.11,0.08 

2002 irrigated field Parameter Set 1 70 1.00 120 0.1, 0.1, 0.1, 0.1, 0.7, 0.7, 0.4, 0.4, 0.4, 0.4 

2002 irrigated field Parameter Set 2 70 1.00 120 0.1, 0.1, 0.1, 0.1, 0.6, 0.6, 0.4, 0.4, 0.5, 0.4 

2002 irrigated field Parameter Set 3 70 1.34 120 0.1, 0.1, 0.1, 0.1, 0.2, 0.4, 0.2, 0.2, 0.8 

2001 field Optimized 75 1.27 100 0.1, 0.1, 0.1, 0.1, 0.2, 0.35, 0.5, 0.8 

2002 irrigated field Optimized 

(Parameter Set 4) 

75 1.34 96 0.1, 0.1, 0.1, 0.1, 0.15, 0.4, 0.2, 0.4, 0.8 

2002 non-irrigated field Optimized 75 1.34 80 0.1, 0.1, 0.5, 0.5, 0.3, 03, 0.9, 0.9 
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Table 9.Comparison between simulations using the optimized soil parameters and. simulations using the optimized parameter set 

except for SRGF† being set to the exponential (default) setting, for treatments N(112, 0) and N(112,28 0) for the 2002 irrigated field. 

  Optimized setting but with starting SRGF Optimized setting (include optimized SRGF) 

Parameters DOY‡ N(112,0) § N(112,280) ¶ N(112,0) § N(112,280) ¶ 

WSPDAvg4# 175~183 0.126 0.205 0.114 0.102 

WSPDAvg†† 99-222 0.136 0.198 0.146 1.141 

LAIDAvg4‡‡ 175-183 2.351 2.317 2.003 2.352 

LAIDAvg§§ 99-222 1.412 1.470 1.158 2.090 

Grain number 184 5064 4581 3442 5206 

Measured yield 222 9612 8558 6966 10254 

† Soil Root Growth Factor, refers to Table 3. 

‡ DOY: Day of year. 
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Table 9 (continued). 

§ N(112,0): First N application of 112 kg ha
-1

 at planting, second N application of 0 kg ha
-1

 at layby (V7). 

¶ N(112,280): First N application of 112 kg ha
-1

 at planting, second N application of 280 kg ha
-1

 at V7. 

# WSPDAvg4: Average water stress in photosynthesis during flowering.  

†† WSPDAvg: Average water stress factor for photosynthesis during whole growing season,. 

‡‡ LAIDAvg4: Average leaf area index during flowering. 

§§ LAIDAvg: Average leaf area index during whole growing season. 
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Figure 7. Comparison of simulated and observed yields for the 2001 field in Lewiston, NC 

using the optimized soil parameters: a) all N treatments with 1:1 and trend lines, and b) 

non-irrigated N treatments grouped by total amount of N applied, c) treatments with 

normal irrigation grouped by total amount of N applied, and d) treatments with twice-

normal irrigation grouped by total amount of N applied. 

Figure 8.  Comparison of simulated and observed yields using optimized soil profile settings, 

except with SLPF=1.0, with treatments grouped by total amount of N applied for the a) 

irrigated and b) non-irrigated field in 2002.  

Figure 9. Comparison of the default (exponential), and optimized rooting factors (SRGF) for 

the irrigated field in 2002, North Carolina, Lewiston station. 

Figure 10.  Comparison of simulated and observed yields using optimized soil profile 

settings, except for using the default SRGF setting, with treatments grouped by total 

amount of N applied for the a) non-irrigated treatments in 2001, b) normally-irrigated 

treatments in 2001, c) twice-normally irrigated treatments in 2001, d) irrigated field in 

2002, and e) the non-irrigated field in 2002.  

Figure 11. Comparison between a)  the water stress factor WSPD, and b) the simulated root 

length density in the 6th soil layer for treatments N(112,0) and N(112, 280), in simulations 

using an exponential rooting factor (SRGF) with all other soil parameters set to the 

optimized values for the irrigated field of 2002. 
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Figure 1.  Rainfall and irrigation amounts for the field in Lewiston, NC in 2001: a) irrigation 

amounts for the normal-irrigation treatments, b) irrigation amounts for the twice-normal 

irrigation treatments, and c) daily rainfall amounts and cumulative rainfall.
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Figure 2.  Rainfall and irrigation amounts for the field in Lewiston, NC in 2002. a) irrigation 

amounts for the irrigated treatments, and b) daily rainfall amounts and cumulative rainfall.
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Figure 3.  Comparison between simulated and measured yields using the initial (default) soil 

parameters for the three fields in Lewiston, NC: a) non-irrigated treatments in 2001, b) 

treatments receiving normal irrigation amounts in 2001, c) treatments receiving twice-normal 

irrigation amounts in 2001. 
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Figure 3.  Comparison between simulated and measured yields using the initial (default) soil 

parameters for the three fields in Lewiston, NC: d) non-irrigated field in 2002, and e) 

irrigated field in 2002.
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Figure 4.  Comparison between simulated and observed yields for the 2002 irrigated field using the preliminary set of optimized 

parameters (Table 7) and SLPF values of: a) 1.1, b) 1.2, c) 1.3, and d) 1.4.
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Figure 5.  Comparison of simulated and observed yields for the 2002 irrigated field in 

Lewiston, NC using the optimized soil parameters: a) all N treatments with 1:1 and trend 

lines, and b) treatments grouped by total amount of N applied. 
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Figure 6.  Comparison of simulated and observed yields for the 2002 non-irrigated field in 

Lewiston, NC using the optimized soil parameters: a) all N treatments with 1:1 and trend 

lines, and b) treatments grouped by total amount of N applied.



 

153 

0

2000

4000

6000

8000

10000

12000

14000

16000

0 112 168 224 280 336 392 448

P
re

d
ic

te
d

 Y
ie

ld
 (

k
g

 h
a

-1
)

Total N (kg ha-1)

0 (kg per ha) applied at planting

112 (kg per ha) applied at planting

168 (kg per ha) applied at planting

224 (kg per ha) applied at planting

y = 1.02x - 86
r2 = 0.91

0

2000

4000

6000

8000

10000

12000

14000

16000

0 2000 4000 6000 8000 10000 12000 14000 16000

P
re

d
ic

te
d

 (
k
g

 h
a

-1
)

Measured (kg ha-1)

 

Figure 7.  Comparison of simulated and observed yields for the 2001 field in Lewiston, NC 

using the optimized soil parameters: a) all N treatments with 1:1 and trend lines, and b) non-

irrigated N treatments grouped by total amount of N applied.
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Figure 7.  Comparison of simulated and observed yields for the 2001 field in Lewiston, NC 

using the optimized soil parameters: c) treatments with normal irrigation grouped by total 

amount of N applied, and d) treatments with twice-normal irrigation grouped by total amount 

of N applied. 
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Figure 8.  Comparison of simulated and observed yields using optimized soil profile settings, 

except with SLPF=1.0, with treatments grouped by total amount of N applied for the a) 

irrigated and b) non-irrigated field in 2002.
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Figure 9.  Comparison of the default (exponential), and optimized rooting factors (SRGF) for the irrigated field in 2002, North 

Carolina, Lewiston station.
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Figure 10.  Comparison of simulated and observed yields using optimized soil profile 

settings, except for using the default SRGF setting, with treatments grouped by total amount 

of N applied for the a) non-irrigated treatments in 2001, b) normally-irrigated treatments in 

2001, c) twice-normally irrigated treatments in 2001. 
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Figure 10.  Comparison of simulated and observed yields using optimized soil profile 

settings, except for using the default SRGF setting, with treatments grouped by total amount 

of N applied for the d) irrigated field in 2002, and e) the non-irrigated field in 2002.
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Figure 11. Comparison between a)  the water stress factor WSPD, and b) the simulated root 

length density in the 6th soil layer for treatments N(112,0) and N(112, 280), in simulations using 

an exponential rooting factor (SRGF) with all other soil parameters set to the optimized 

values for the irrigated field of 2002.
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APPENDIX 

 

All of the tables listed here, from Table 2.1 to Table 2.5, are additional information only as 

reference for understanding Chapter 2. 

 

Table 2.1. Nearest meteorological stations to field sites. .................................................... 162 

Table 2.2. Planting and harvest dates for each site-year and RMSE and RRMSE for yield..164 
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Table 2.5. Evaluation of genetic coefficients based on simulations of 50 levels for G2 and 50 
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Table 2.1. Nearest meteorological stations to field sites. 

Field Site Experiment Station County Longitude Latitude Elevation 

(m) 

Nearest 

weather 

Station  

Longitu

de 

Latitude Elevation 

(m) 

Belhaven Circle Grove Farms Beaufort 76.683 35.5 2 Belhaven 76.683 35.5 2 

Clayton San Wood Farms, 

Route 2, Four Oaks 

Johnston  78.5 35.65 101 Clayton 

Wtp 

78.467 35.633 91 

Clinton  Horticultural Crops 

Research Station 

Sampson 78.283 35.017 48 Clinton 2 

NE 

78.283 35.017 48 

Kinston 

Ag 

Lower Coastal Plain 

Tobacco Research 

Station 

Lenoir 77.55 35.367 18 Kinston 

Ag 

77.55 35.367 18 

Lewiston  Peanut Belt 

Research Station 

Bertie 77.167 36.133 15 Lewiston  77.167 36.133 15 
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Table 2.1 (continued). 

Field Site Experiment Station County Longitude Latitude Elevation 

(m) 

Nearest weather 

Station  

Longitude Latitude Elevation 

(m) 

McLeansville Farm Guilford  † † † Burlington Fire 

Stn #5, at 

Alamance, VA 

79.45 36.067 201 

Plymouth  Tidewater Research 

Station 

Washington  76.65 35.867 6 Plymouth 5 E 76.65 35.867 6 

Rocky Mount  Upper Coastal Plain 

Research Station 

Edgecombe 77.72 35.9 34 Rocky Mount 8 

ESE 

77.683 35.9 34 

Salisbury  Piedmont Research 

Station 

Rowan 80.62 35.7 251 Salisbury 9 

WNW 

80.617 35.7 251 

Whiteville Border Belt Research 

Station  

Columbus  78.8 34.4 27 Whiteville 7 NW 78.783 34.417 27 

† No longitude, latitude, or elevation were available for the farm in McLeansville.
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Table 2.2. Planting and harvest dates for each site-year and RMSE and RRMSE for yield. 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Belhaven 2003 Belhaven 22-Apr 29-Aug 8 514 8580 6.0 

Clinton  1994 Norfolk and Goldsboro 

sandy loam 

07-Apr 25-Aug 15 338 8643 3.9 

Clinton  1995 Norfolk, Orangeburg and 

Toisnot loamy sand 

29-Mar 24-Aug 16 579 8567 6.8 

Clinton  1999 Rains fine sandy loam 06-Apr 31-Aug 22 638 5028 12.7 

Clinton  2000 Norfolk sandy loam 11-Apr 13-Sep 19 904 8068 11.2 

Clinton  2002 Norfolk sandy loam 09-Apr 23-Aug 7 926 6256 14.8 

Clinton  2003 Norfolk sandy loam 04-Apr 28-Sep 8 391 9446 4.1 

Four Oaks 1994 Norfolk sandy loam 05-Apr 06-Sep 15 975 7997 12.2 

Four Oaks 1995 Norfolk sandy loam 29-Mar 30-Aug 16 751 6130 12.3 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Four Oaks 1997 Norfolk sandy loam 03-Apr 15-Sep 24 688 4453 15.5 

Four Oaks 2000 Norfolk sandy loam 08-Apr 08-Sep 19 772 8308 9.3 

Four Oaks 2001 Norfolk sandy loam 11-Apr 07-Sep 13 751 9174 8.2 

Kinston  1994 Lynchburg sandy loam 04-Apr 24-Aug 15 394 3175 12.4 

Kinston  1995 Goldsboro sandy loam 28-Mar 21-Aug 16 510 8719 5.9 

Kinston  1997 Goldsboro sandy loam 07-Apr 09-Sep 24 820 7427 11.0 

Kinston  1998 Goldsboro sandy loam 08-Apr 24-Aug 24 836 7462 11.2 

Kinston  1999 Goldsboro sandy loam 01-Apr 28-Aug 22 1401 9476 14.8 

Kinston  2000 Lynchburg sandy loam 06-Apr 11-Sep 19 536 9877 5.4 

Kinston  2003 Lynchburg sandy loam 03-Apr 03-Sep 8 398 8602 4.6 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Lewiston  1994 Goldsboro and Lynchburg 

sandy loam 

12-Apr 08-Sep 15 556 7482 7.4 

Lewiston  1995 Norfolk sandy loam 10-Apr 23-Aug 16 546 5911 9.2 

Lewiston  1996 Goldsboro and Lynchburg 

sandy loam 

15-Apr 24-Sep 17 782 4038 19.4 

Lewiston  1997 Goldsboro and Lynchburg 

sandy loam 

08-Apr 08-Sep 24 605 3496 17.3 

Lewiston  2000 Goldsboro sandy loam 10-Apr 14-Sep 19 591 4641 12.7 

Lewiston  2001 Goldsboro sandy loam 10-Apr 30-Aug 13 566 8929 6.3 

Lewiston  2003 Goldsboro sandy loam 16-Apr 09-Sep 8 575 7624 7.6 

McLeansville 1994 Enon fine sandy loam 21-Apr 04-Oct 9 521 7840 6.7 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

McLeansville 1995 Enon fine sandy loam 17-Apr 06-Sep 10 873 6140 14.2 

McLeansville 1996 Enon fine sandy loam 18-Apr 19-Sep 12 801 3976 20.1 

McLeansville 1997 Enon fine sandy loam 15-Apr 17-Sep 13 739 5306 13.9 

Plymouth, mineral soil 1994 Portsmouth fine sandy 

loam and Cape Fear loam 

11-Apr 12-Sep 15 385 6540 5.9 

Plymouth, mineral soil 1995 Cape Fear loam 11-Apr 24-Aug 18 973 5421 17.9 

Plymouth, mineral soil 1996 Portsmouth fine sandy 

loam 

22-Apr 23-Sep 19 801 6597 12.2 

Plymouth, mineral soil 1997 Cape Fear loam 11-Apr 10-Sep 23 686 7766 8.8 

Plymouth, organic soil 1994 Portsmouth fine sandy 

loam and Cape Fear loam 

11-Apr 13-Sep 15 524 6189 8.5 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Plymouth, organic soil 1995 Portsmouth fine sandy 

loam 

11-Apr 24-Aug 18 905 5274 17.2 

Plymouth, organic soil 1996 Portsmouth fine sandy 

loam 

22-Apr 23-Sep 19 783 8501 9.2 

Plymouth, organic soil 1997 Portsmouth fine sandy 

loam 

11-Apr 10-Sep 23 740 9023 8.2 

Plymouth, organic soil 1999 Portsmouth fine sandy 

loam 

14-Apr 15-Sep 13 445 5602 7.9 

Plymouth, organic soil 2001 Portsmouth fine sandy 

loam 

16-Apr 06-Sep 13 973 8074 12.1 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Plymouth, organic soil 2002 Portsmouth fine sandy 

loam 

17-Apr 09-Sep 7 969 6966 13.9 

Plymouth, organic soil 2003 Portsmouth fine sandy 

loam 

24-Apr 10-Sep 8 754 7809 9.7 

Rocky Mount  1998 Aycock fine sandy loam 21-Apr 26-Aug 24 686 7606 9.0 

Rocky Mount  1999 Norfolk loamy sand 08-Apr 27-Aug 22 790 6735 11.7 

Rocky Mount  2000 Norfolk loamy sand 11-Apr 29-Aug 19 1037 6549 15.8 

Rocky Mount  2001 Norfolk loamy sand 12-Apr 23-Aug 13 701 7748 9.1 

Rocky Mount  2002 Norfolk loamy sand 16-Apr 05-Sep 7 862 4960 17.4 

Salisbury  1994 Hiwassee clay 20-Apr 19-Sep 9 475 7174 6.6 

Salisbury  1995 Hiwassee clay 27-Apr 05-Sep 10 633 6018 10.5 
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Table 2.2 (continued). 

Location Year Soil Type Planting 

Date 

Harvest 

Date 

Hybrids RMSE 

kg ha
-1

 

Average 

Yield  

(kg ha
-1

) 

RRMSE 

% 

Salisbury  1996 Hiwassee clay 18-Apr 19-Sep 12 724 6011 12.0 

Salisbury  1997 Hiwassee clay 10-Apr 16-Sep 13 582 3370 17.3 

Salisbury  1998 Hiwassee clay 16-Apr 25-Aug 14 878 3610 24.3 

Salisbury  2001 Davidson clay loam 09-Apr 11-Sep 13 582 8477 6.9 

Salisbury  2003 Davidson clay loam 17-Apr 11-Sep 8 342 9273 3.7 

Whiteville 1998 Norfolk fine sandy loam 31-Mar 25-Aug 24 466 7949 5.9 

Whiteville 2000 Norfolk fine sandy loam 07-Apr 12-Sep 19 656 9526 6.9 

Whiteville 2001 Norfolk fine sandy loam 02-Apr 27-Aug 13 528 10305 5.1 

Whiteville 2003 Norfolk fine sandy loam 02-Apr 26-Aug 8 947 9077 10.4 
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Table 2.3. Optimized P1 and P5 and corresponding RMSE, respectively. 

Hybrid P1 P5 

P1 

RMSE 

P5 

RMSE 

Days to 

Anthesis 

Days to 

Maturity 

    -------------- days -------------- 

AgraTech ATX 725 260 885 2.49 2.80 77 127 

AgraTech ATX 787 295 880 2.75 2.78 79 128 

Agripro AP9707 285 965 1.20 1.67 81 134 

Agripro HS9843 280 950 2.19 2.68 77 131 

Agripro HS9977 295 965 2.68 3.10 80 134 

Agripro HY9646 280 865 2.24 2.06 77 126 

Agripro HY9919V 290 960 2.92 3.02 79 134 

Asgrow RX 770 (1) 255 825 1.65 1.31 78 123 

Asgrow RX 897 295 880 2.10 2.18 81 129 

Augusta A285 215 800 2.28 2.28 67 111 

Cargill 7770 260 795 2.65 3.00 80 126 

DeKalb DK 585 255 850 1.81 1.89 75 121 

DeKalb DK 595(1) 255 925 1.29 0.91 76 126 

DeKalb DK 626 255 865 3.54 2.83 71 123 

DeKalb DK 632 250 945 1.90 2.14 73 123 

DeKalb DK 658 250 945 1.56 2.14 74 125 

DeKalb DK 679 275 970 1.70 2.08 77 129 

DeKalb DK 683 280 970 3.06 3.54 78 133 
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Table 2.3 (continued). 

Hybrid P1 P5 

P1 

RMSE 

P5 

RMSE 

Days to 

Anthesis 

Days to 

Maturity 

    -------------- days -------------- 

DeKalb DK 687 280 965 1.93 1.85 75 131 

DeKalb DK 714 280 990 3.41 3.30 76 133 

Mycogen 7250 260 900 3.10 2.66 75 126 

Mycogen 7885 275 915 3.38 3.44 73 124 

Mycogen 8460 280 970 2.98 2.77 78 132 

Novartis N63-G7 240 895 2.33 2.62 72 122 

Novartis N6800BT 210 965 4.10 2.35 75 125 

Novartis N73-Q3 265 930 0.91 0.71 78 128 

Novartis N75-T2 265 930 1.11 1.82 76 128 

Novartis N79-L3 250 950 2.34 2.40 73 127 

Novartis N79-P4 250 960 1.73 2.32 72 124 

Novartis N83-N5 275 930 2.22 2.39 75 129 

Novartis N8811 295 925 2.15 2.35 79 131 

Pioneer 3140 290 855 2.92 3.01 79 128 

Pioneer 3156 265 915 3.27 3.33 74 126 

Pioneer 3163 280 915 2.76 2.84 77 129 

Pioneer 3167 290 985 2.56 2.92 79 134 

Pioneer 31B13 285 880 1.83 2.20 79 128 
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Table 2.3 (continued). 

Hybrid P1 P5 

P1 

RMSE 

P5 

RMSE 

Days to 

Anthesis 

Days to 

Maturity 

    -------------- days -------------- 

Pioneer 31G20 275 910 1.41 1.85 75 127 

Pioneer 31G66 275 855 2.60 1.80 76 124 

Pioneer 31G98 280 885 2.41 2.02 74 125 

Pioneer 31R88 260 910 2.22 2.22 74 125 

Pioneer 3223 280 875 2.49 2.64 78 128 

Pioneer 3245 275 875 3.01 3.14 76 125 

Pioneer 32H58 235 940 2.39 1.81 74 127 

Pioneer 32K61 280 865 2.05 2.07 78 127 

Pioneer 32R25 280 865 2.47 2.34 75 124 

Pioneer 32W86 250 910 2.51 1.56 73 121 

Pioneer 3310 250 910 2.32 2.90 79 133 

Pioneer 3394 260 830 2.90 2.72 74 121 

Pioneer 33G26 265 880 1.64 1.99 75 124 

Pioneer 33J56 260 860 2.35 2.32 73 123 

Pioneer 33K81 260 845 2.29 2.43 75 124 

Pioneer 33M54 250 890 2.85 1.50 74 122 

Pioneer 33V08 260 855 1.86 1.46 77 124 

Pioneer 33V15 265 820 2.92 1.90 75 121 
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Table 2.3 (continued). 

Hybrid P1 P5 

P1 

RMSE 

P5 

RMSE 

Days to 

Anthesis 

Days to 

Maturity 

    -------------- days -------------- 

Pioneer 33Y09 260 895 1.62 1.85 78 127 

Pioneer 34A55 255 850 2.04 2.04 75 123 

Pioneer 34B97 240 820 2.04 1.96 69 114 

Pioneer 34T14 255 850 1.90 2.18 74 122 

S. States SS 747 275 900 2.12 1.41 83 136 

S. States SS 827 260 930 3.26 3.38 76 128 

S. States SS 943 295 940 3.00 2.92 77 130 
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Table 2.4. Optimized G2 and G3, with RMSE of simulated yields and RRMSE.  

Variety Sites G2 G3 RMSE Yield RRMSE 

    ---- kg/ha ---- --- % --- 

AgraTech ATX 725 13 650 7.0 826 6872 12.0 

AgraTech ATX 787 25 800 6.5 552 6543 8.4 

Agripro AP9707 8 800 6.0 679 6819 10.0 

Agripro HS9843 33 600 7.5 733 6809 10.8 

Agripro HS9977 24 600 7.0 924 6360 14.5 

Agripro HY9646 21 950 6.0 691 6998 9.9 

Agripro HY9919V 29 650 6.5 560 5892 9.5 

Asgrow RX 770 (1) 6 800 7.5 501 6966 7.2 

Asgrow RX 897 17 600 8.5 620 6337 9.8 

Cargill 7770 10 1000 6.0 554 5756 9.6 

DeKalb DK 626 6 800 6.0 772 5809 13.3 

DeKalb DK 658 6 650 7.0 721 6825 10.6 

DeKalb DK 679 7 600 7.5 490 6423 7.6 

DeKalb DK 683 26 600 7.5 542 6538 8.3 

DeKalb DK 687 15 800 6.0 802 6753 11.9 

DeKalb DK 714 30 600 7.5 676 6906 9.8 

Mycogen 7250 12 800 6.0 808 6435 12.6 

Mycogen 7885 18 800 6.0 705 6602 10.7 

Mycogen 8460 19 650 7.0 790 6786 11.6 



 

176 

Table 2.4 (continued).  

Variety Sites G2 G3 RMSE Yield RRMSE 

    ---- kg/ha ---- --- % --- 

Novartis N63-G7 21 650 7.5 618 7255 8.5 

Novartis N75-T2 10 600 9.0 1108 7809 14.2 

Novartis N79-L3 27 600 8.0 811 7912 10.3 

Novartis N83-N5 20 700 7.0 595 7536 7.9 

Pioneer 3140 29 600 9.5 609 6295 9.7 

Pioneer 3156 12 650 7.5 742 6366 11.7 

Pioneer 3163 48 900 6.0 659 7225 9.1 

Pioneer 3167 35 700 6.0 835 5666 14.7 

Pioneer 31B13 38 600 9.5 980 8066 12.1 

Pioneer 31G20 13 900 6.0 692 7276 9.5 

Pioneer 31G66 7 1000 6.0 582 8821 6.6 

Pioneer 31R88 24 600 8.0 983 7957 12.4 

Pioneer 3223 38 650 9.0 731 7719 9.5 

Pioneer 3245 23 800 7.0 759 7068 10.7 

Pioneer 32H58 7 850 6.0 713 9383 7.6 

Pioneer 32R25 18 1000 6.0 613 8416 7.3 

Pioneer 32W86 11 850 6.0 527 7648 6.9 

Pioneer 3310 5 600 7.0 829 4409 18.8 

Pioneer 3394 40 650 8.5 678 7277 9.3 
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Table 2.4 (continued).  

Variety Sites G2 G3 RMSE Yield RRMSE 

    ---- kg/ha ---- --- % --- 

Pioneer 33G26 13 900 6.0 887 7348 12.1 

Pioneer 33J56 21 800 7.0 903 7565 11.9 

Pioneer 33K81 17 600 8.5 630 7302 8.6 

Pioneer 33M54 7 600 8.5 489 8629 5.7 

Pioneer 33V08 12 950 6.5 481 7286 6.6 

Pioneer 33V15 7 600 9.5 398 8596 4.6 

Pioneer 33Y09 20 600 9.0 678 7135 9.5 

Pioneer 34A55 18 600 9.0 773 7005 11. 

Pioneer 34T14 10 900 6.5 516 7408 7.0 

S. States SS 747 7 850 6.0 903 5369 16.8 

S. States SS 943 22 750 6.0 694 6039 11.5 
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Table 2.5. Evaluation of genetic coefficients based on simulations of 50 levels for G2 and 50 levels for G3, by cross validation 

algorithm. 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Novartis N8811 600 8.0 Clinton-1994 9302 8773 990 

Novartis N8811 600 8.0 Clinton-1995 8910 8801 994 

Novartis N8811 600 8.0 Clinton-1999 4963 4641 993 

Novartis N8811 600 8.0 Clinton-2000 6315 7504 973 

Novartis N8811 600 8.0 Four Oaks-1994 8319 7653 988 

Novartis N8811 600 8.0 Four Oaks-1995 5497 6757 970 

Novartis N8811 600 8.0 Four Oaks-1997 4321 4944 988 

Novartis N8811 600 8.0 Four Oaks-2000 8440 9670 971 

Novartis N8811 600 8.0 Kinston-1994 2880 3053 994 

Novartis N8811 600 8.0 Kinston-1995 8701 8966 993 

Novartis N8811 600 8.0 Kinston-1997 7771 7305 991 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Novartis N8811 600 8.0 Kinston-1998 6612 8800 919 

Novartis N8811 600 8.0 Kinston-1999 7909 8237 993 

Novartis N8811 600 8.0 Kinston-2000 9278 8949 993 

Novartis N8811 600 8.0 Lewiston-1994 7765 7955 994 

Novartis N8811 600 8.0 Lewiston-1995 6361 5260 976 

Novartis N8811 600 8.0 Lewiston-1996 4289 4144 994 

Novartis N8811 600 8.0 Lewiston-1997 3733 4329 989 

Novartis N8811 600 8.0 Lewiston-2000 5627 6030 992 

Novartis N8811 600 8.0 McLeansville-1994 8145 6265 939 

Novartis N8811 600 8.0 Plymouth, mineral soil-1994 6367 7003 988 

Novartis N8811 600 8.0 Plymouth, mineral soil-1995 6003 4982 978 

Novartis N8811 600 8.0 Plymouth, mineral soil-1996 8343 8600 993 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Novartis N8811 600 8.0 Plymouth, mineral soil-1997 8723 8774 994 

Novartis N8811 600 8.0 Plymouth, organic soil-1994 6909 6540 992 

Novartis N8811 600 8.0 Plymouth, organic soil-1995 6402 4305 925 

Novartis N8811 600 8.0 Plymouth, organic soil-1996 6229 6504 993 

Novartis N8811 600 8.0 Plymouth, organic soil-1997 7950 8169 994 

Novartis N8811 600 8.0 Rocky Mount-1998 6214 6263 994 

Novartis N8811 600 8.0 Rocky Mount-1999 4049 5993 935 

Novartis N8811 600 8.0 Rocky Mount-2000 7788 5651 922 

Novartis N8811 600 8.0 Salisbury-1994 7408 7410 978 

Novartis N8811 600 8.0 Whiteville-1998 7879 8032 994 

Novartis N8811 600 8.0 Whiteville-2000 8600 9892 969 

Pioneer 31G98 1000 6.0 Belhaven-2003 9498 9234 780 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Novartis N8811 600 8.0 Plymouth, mineral soil-1997 8723 8774 994 

Novartis N8811 600 8.0 Plymouth, organic soil-1994 6909 6540 992 

Novartis N8811 600 8.0 Plymouth, organic soil-1995 6402 4305 925 

Novartis N8811 600 8.0 Plymouth, organic soil-1996 6229 6504 993 

Novartis N8811 600 8.0 Plymouth, organic soil-1997 7950 8169 994 

Novartis N8811 600 8.0 Rocky Mount-1998 6214 6263 994 

Novartis N8811 600 8.0 Rocky Mount-1999 4049 5993 935 

Novartis N8811 600 8.0 Rocky Mount-2000 7788 5651 922 

Novartis N8811 600 8.0 Salisbury-1994 7408 7410 978 

Novartis N8811 600 8.0 Whiteville-1998 7879 8032 994 

Novartis N8811 600 8.0 Whiteville-2000 8600 9892 969 

Pioneer 31G98 1000 6.0 Belhaven-2003 9498 9234 780 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Pioneer 31G98 1000 6.0 Clinton-2000 8240 9103 761 

Pioneer 31G98 650 8.5 Clinton-2002 6449 5383 827 

Pioneer 31G98 1000 6.0 Clinton-2003 10119 9240 760 

Pioneer 31G98 1000 6.0 Four Oaks-2000 9899 8196 696 

Pioneer 31G98 1000 6.0 Four Oaks-2001 9961 10416 776 

Pioneer 31G98 1000 6.0 Kinston-2000 11016 10790 780 

Pioneer 31G98 1000 6.0 Kinston-2001 9940 10331 777 

Pioneer 31G98 600 9.0 Kinston-2002 6992 7433 756 

Pioneer 31G98 1000 6.0 Kinston-2003 8809 9921 747 

Pioneer 31G98 1000 6.0 Lewiston-2000 6014 6255 780 

Pioneer 31G98 1000 6.0 Lewiston-2001 9557 10328 765 

Pioneer 31G98 1000 6.0 Lewiston-2003 8121 7136 754 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Pioneer 31G98 1000 6.0 Plymouth, organic soil-2001 8953 9524 773 

Pioneer 31G98 1000 6.0 Plymouth, organic soil-2002 7069 7937 761 

Pioneer 31G98 1000 6.0 Plymouth, organic soil-2003 8757 7730 752 

Pioneer 31G98 1000 6.0 Rocky Mount-2000 7949 7569 778 

Pioneer 31G98 1000 6.0 Rocky Mount-2001 7953 8413 776 

Pioneer 31G98 1000 6.0 Rocky Mount-2002 5521 5092 777 

Pioneer 31G98 1000 6.0 Salisbury-2001 9129 8954 781 

Pioneer 31G98 1000 6.0 Salisbury-2003 10026 8896 745 

Pioneer 31G98 1000 6.0 Whiteville-2000 10194 10093 781 

Pioneer 31G98 1000 6.0 Whiteville-2001 11434 12161 767 

Pioneer 31G98 1000 6.0 Whiteville-2003 9418 10471 750 

Pioneer 32K61 900 6.0 Clinton-1999 5062 5580 824 

 



 

184 

Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Pioneer 32K61 900 6.0 Clinton-2000 7283 8255 811 

Pioneer 32K61 900 6.0 Clinton-2002 5833 4501 767 

Pioneer 32K61 850 6.5 Four Oaks-1997 4321 4014 825 

Pioneer 32K61 850 6.5 Four Oaks-2000 9014 7566 784 

Pioneer 32K61 900 6.0 Four Oaks-2001 8809 9546 819 

Pioneer 32K61 850 6.5 Kinston-1997 7745 7018 816 

Pioneer 32K61 850 6.5 Kinston-1998 7656 6411 795 

Pioneer 32K61 900 6.0 Kinston-1999 7930 9442 783 

Pioneer 32K61 900 6.0 Kinston-2000 9681 10190 825 

Pioneer 32K61 850 6.5 Kinston-2001 9054 9135 827 

Pioneer 32K61 900 6.0 Kinston-2002 5634 4960 795 

Pioneer 32K61 850 6.5 Lewiston-1997 3699 3310 824 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Pioneer 32K61 850 6.5 Lewiston-2000 5353 3811 778 

Pioneer 32K61 850 6.5 Lewiston-2001 8890 7750 801 

Pioneer 32K61 850 6.5 McLeansville-1997 5618 4816 814 

Pioneer 32K61 900 6.0 Plymouth, mineral soil-1997 8205 8970 818 

Pioneer 32K61 900 6.0 Plymouth, organic soil-1997 7531 8162 822 

Pioneer 32K61 900 6.0 Plymouth, organic soil-1999 4482 5519 808 

Pioneer 32K61 900 6.0 Plymouth, organic soil-2001 7887 8145 803 

Pioneer 32K61 900 6.0 Plymouth, organic soil-2002 6447 6989 824 

Pioneer 32K61 850 6.5 Rocky Mount-1998 8307 7873 823 

Pioneer 32K61 900 6.0 Rocky Mount-1999 5365 6880 782 

Pioneer 32K61 850 6.5 Rocky Mount-2000 7269 5989 793 

Pioneer 32K61 900 6.0 Rocky Mount-2001 6993 8400 789 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

Pioneer 32K61 850 6.5 Rocky Mount-2002 5050 4911 827 

Pioneer 32K61 850 6.5 Salisbury-1997 3150 3173 827 

Pioneer 32K61 850 6.5 Salisbury-2001 8311 8215 827 

Pioneer 32K61 900 6.0 Whiteville-1998 7772 8475 794 

Pioneer 32K61 850 6.5 Whiteville-2000 9269 9287 827 

Pioneer 32K61 850 6.5 Whiteville-2001 10170 10109 827 

S. States SS 827 650 7.5 Clinton-1994 9351 9315 680 

S. States SS 827 650 7.5 Clinton-1995 8913 9507 671 

S. States SS 827 600 8.0 Four Oaks-1994 8035 8687 755 

S. States SS 827 600 8.0 Four Oaks-1995 7369 5579 686 

S. States SS 827 650 7.5 Four Oaks-1997 4154 5333 642 

S. States SS 827 650 7.5 Kinston-1994 3124 3338 679 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

S. States SS 827 850 6.0 Kinston-1995 10161 9242 666 

S. States SS 827 650 7.5 Kinston-1997 6999 7564 672 

S. States SS 827 650 7.5 Kinston-1998 7601 8125 673 

S. States SS 827 650 7.5 Lewiston-1994 7826 8583 665 

S. States SS 827 650 7.5 Lewiston-1995 6215 6178 680 

S. States SS 827 650 7.5 Lewiston-1996 4040 3700 677 

S. States SS 827 650 7.5 Lewiston-1997 3659 4382 666 

S. States SS 827 600 8.0 McLeansville-1994 8703 9351 755 

S. States SS 827 650 7.5 McLeansville-1995 7469 7784 677 

S. States SS 827 650 7.5 McLeansville-1996 4186 4116 680 

S. States SS 827 650 7.5 McLeansville-1997 5486 4757 666 

S. States SS 827 650 7.5 Plymouth, mineral soil-1994 6696 7608 658 
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Table 2.5 (continued). 

Hybrid Name G2 G3 Site-year Omitted
†
 Simulated Yield Observed Yield RMSE 

    -------------------- kg/ha ----------------- 

S. States SS 827 650 7.5 Plymouth, mineral soil-1995 6064 5271 663 

S. States SS 827 650 7.5 Plymouth, mineral soil-1996 8512 9218 667 

S. States SS 827 650 7.5 Plymouth, organic soil-1994 7428 7557 680 

S. States SS 827 650 7.5 Plymouth, organic soil-1995 6547 5550 653 

S. States SS 827 650 7.5 Plymouth, organic soil-1996 6647 7159 673 

S. States SS 827 650 7.5 Rocky Mount-1998 5483 5779 678 

S. States SS 827 650 7.5 Salisbury-1994 7765 7753 680 

S. States SS 827 650 7.5 Salisbury-1995 6872 6485 676 

S. States SS 827 650 7.5 Salisbury-1996 5547 6567 652 

S. States SS 827 650 7.5 Salisbury-1997 3045 2743 678 

S. States SS 827 650 7.5 Whiteville-1998 7427 7228 679 

† Current site-year was omitted when estimating G2 and G3 for the specified hybrid. Simulated yields used coefficients estimated 

using all other site-years. 


