ABSTRACT

LI, LIPING. Near-Far Resistant Ultra-Wideband Communigas in Multiple-Access
Environments. (Under the direction of Dr. J. Keith Townsend

Ultra-Wideband (UWB) systems promise high data rate andrate localization capa-
bilities for communications, imaging, sensor networks] g&ahicular systems. The simple
UWB receiver structure is especially attractive to apglaras which require low cost and
low power consumption. However, the envisioned simpleivecelesigns are also fraught
with challenges ranging from estimation of highly frequgiselective multipath channels
to synchronization of received signals consisting of veayrow pulses. In this context,
transmitted reference (TR) UWB systems have been propostiliterature as one way
to avoid computationally intensive channel estimationle/itill maintaining a relatively
simple receiver structure.

In this dissertation, we investigate the performance of TRRBJcommunication sys-
tems in multiple-access environments. We remove the cortymiovoked assumption of
perfect power control and include in our analysis an addéigroup of users which have
power levels much higher than the desired user. The dettatheffects of high-power
users are suppressed by chip discrimination in this diggert To yield a straightforward
mapping between the number of equal-power users and theneariof the resulting MAI,
we incorporate the power delay profile (PDP) of the channéhénanalysis, which makes
the theoretical analysis tractable. This analytical téqia of using PDP is also applied to

analyze the MAI in frequency-shifted reference (FSR) UWBLtsyns.



The near-far problem also arises for synchronization whigh-power users are in-
cluded in the network. In this dissertation, we propose amwdstigate a synchronization
procedure which is near-far resistant. By exploiting thredure of interfering power lev-
els, we devise an efficient suppression technique whichregjyires the knowledge of the
spreading code of the desired user. Complex matrix operatequired by other techniques
found in the CDMA literature are not required in our suppresprocess. We also propose
a new dimension-based technique for the detection of the pbdse based on the sup-
pressed signal. Simulation results validate our proposed-far resistant synchronization

technique and the superior performance is shown when cadparthe current literature.
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Chapter 1

| ntroduction

Ultra Wideband (UWB) communications systems received awead attention in 2002
when Federal Communications Commission (FCC) allocated3th — 10.6 GHz band
for its usage [1]. The allowed power emission level for UWBeless communications in
[1] is extremely low (at the thermal noise level), which elestthe coexistence of UWB
systems with the legacy systems such as the Global Posij@ystem (GPS) and IEEE
802.11 wireless local area networks (WLANS). One type of UgyBtems, known as im-
pulse radio (IR), results in a very simple receiver struetwhere intermediate frequency
(IF) processing is not required. This feature gives UWB ey an advantage in low-cost
receiver designs. The low-power spectral density, low-éestures make UWB systems
suitable in applications such as real-time, high-datainaime entertainment systems, sen-
sor networks, and systems that can exploit the geoloca#ipatulity of UWB.

Despite the envisioned advantages, UWB systems are alsghfravith implementa-
tion challenges. Impulse radio UWB uses narrow pulses owftier of sub-nanoseconds

duration, modulated either in time or in amplitude. In a npath environment, hundreds



or thousands of echos of the narrow pulses can be resolvdtelgteiver. This results in
a large diversity gain which can be exploited to improve tegg@mance. It is shown that
over fifty fingers in a Rake receiver are required to achievatsfactory performance [2].
The complexity in implementing a large number of Rake fingard the computationally
intensive estimation of the channel (required by a Rakeivegehave inspired alternative
approaches such as transmitted reference (TR) signalilg 8 6, 7, 8, 9, 10, 11, 12, 13,
14, 15], a scheme which dates back to the 60s [16].

In this dissertation, we investigate the multiple accessas for TR UWB systems
in multipath environments. Networks under consideratimiude both a large number of
active interfering users that have power levels similartower than the desired user, and a
small number of users with much higher power levels than #se&rdd user. We differentiate
these two types of interference as: interference from epgaaler users (the conventional
multiple-access interference, MAI) and interference fioigh-power users. Therefore, the
near-far effects are included in the analysis. With thetexise of the near-far problem, we
also investigate the synchronization issue for UWB systdmthe following sections, we
provide essential background investigations of the subjecthis dissertation as well as

our contributions to the investigated subjects.

1.1 Transmitted Reference UWB Systems

In TR UWB systems, signaling is carried out by transmittingference pulse before
each data-bearing pulse separated by a time interval lassthie coherence time of the
channel. Therefore a pulse pair is transmitted in each frasrgeen in Fig. 1.2 (a frame is

the time period a pulse or a pulse pair is transmitted, wisctlifferent from the ‘frame’



in computer networks). In contrast, conventional UWB sysdransmit one pulse in each
frame (Fig. 1.1). Typically multiple pulse/pulse pairs aransmitted per symbol. The
number of times a pulse (or pulse pair) is transmitted perlsyis called the repetition

factor, denoted bs in this dissertation. In Fig. 1.1 and Fig. 1K = 3.

Figure 1.1: Conventional UWB systems transmit one pulsaahdrame.

Ao e
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Figure 1.2: TR UWB systems transmit a pulse pair in each frame

The separation of the two puls€ek;, is set to be less than the coherence time of the
channel so that the reference pulse and the data-bearisg pu affected by approxi-
mately the same channel conditions. In the signaling examgFig. 1.2, pulse amplitude
modulation is used. The main advantage of TR systems over Wy¢Bms with Rake
receivers is that TR systems do no require channel estimatibile Rake receivers require

channel estimation for each finger. The structure of a TRivecé shown in Fig. 1.3. By
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Figure 1.3: A standard TR UWB receiver has a delay elementhvaligns the reference
signal with the data-bearing signal.

using a delay line, the reference signal is aligned with @ita@dbearing signal and the corre-
lation is computed between these two signals. The refergigoal serves as a template to
demodulate the data-bearing signal and a large diversityigachieved in this way. The
advantage of TR systems also comes from the more relaxethi®meation requirements
[17, 18, 19] compared to UWB systems with Rake receivers32022].

TR systems, as any other systems, have disadvantages. Sxawaltage is that the
reference pulses do not convey information, thus resultiry3 dB energy penalty when
compared to conventional UWB systems. The reference sigh@R systems is noisy
since it is corrupted by at least the additive white Gauss@ae (AWGN). Just as differ-
entially modulated systems, the noise power doubles forygRems at high SNR. Another
disadvantage of TR systems is the difficulty in implementhganalog delay line used to
align the reference signal and the data-bearing signat difficulty is somewhat resolved
by another signaling scheme, frequency-shifted referéR8&) UWB systems which do
not require analog delay lines at the receiver. Performaf¢SR systems relative to TR

UWB systems is studied in Chapter 3.



1.2 Multiple AccessInterferencein TR UWB Systems

Performance of single-link TR UWB systems is studied in [46,57, 8, 9, 10, 11, 12].
Multiple-access (MA) performance of TR UWB systems is itiggged in [13], [14], and
[15]. In these papers, all active users in the network anerasd to have power levels equal
to the desired user at the receiver side and their interéerenassumed to be Gaussian dis-
tributed. The assumption that all users have the same pewelslas the desired user fre-
guently does not hold in ad-hoc wireless communicationg&hbentralized power control
is not employed due to survivability and complexity constig Therefore in this disser-
tation, we consider UWB networks where transmitters in €lpsoximity (*high-power”)
to a receiver cause significant interference with the ddssignal due to the much larger
power levels of these signals. We also include a large numbactive interfering users
that have power levels similar to or lower than the desirezt.uBerformance is quantified

under the combined effect of equal-power and high-powetsuse

1.2.1 High-power Users

In networks without power control, the received power lefebm interfering users can
vary over many 10’s of dB. But this group of high-power usargot included in the MA
analysis in the current literature [13, 14, 15]. By incluglithe users with much higher
power levels than the desired user in this dissertation, aieenthe MA analysis more gen-
eral. The authors of [14] concluded that the optimal trarssion strategy is to concentrate
the transmission power in one frame for TR UWB systems. Irptiesence of high-power
users, traditional MA suppression techniques such as ihddmot guarantee satisfactory

performance. Chip discrimination, proposed in [23, 24]A#WGN channels and studied in



[25] with multipath channels, is applied in this dissedatio achieve satisfactory perfor-
mance even in environments exhibiting the so called negprfablem. Our investigation
in [26] suggests that for TR UWB systems using binary PAM, dpémal transmission
strategy differs from that in [14] which only included eqymdwer users, and we show how
the optimal transmission strategy depending on the systeamnpeters.

The constraint on TR UWB systems to have a large spacing leatwalses plus the
requirement of chip discrimination to have a low duty cyasults in a low data rate for
TR systems. Although the data rate can be increased for T&mgsby decreasing the
separation time between pulses [15], the data rate is dtdeasewhat dependent on the
delay spread of the channel. In this dissertation, we algestigate one technique, M-ary
PPM, to improve the data rate for TR UWB systems in the presehtigh-power users.
Impulse radio using M-ary PPM has been investigated in a murobsettings for UWB
systems with Rake receivers [27, 28, 29, 30]. The curreaditire for TR UWB systems
focuses on binary modulation schemes [14, 15]. Performaht® synchronization func-
tion of the receiver is investigated for M-ary TR systems3a][ Our results in the study

of high-power interference are published in [32].

1.2.2 Equal-power Users
TR UWB Systems

The work on multiple-access performance of binary TR UWRBeays can be found in
[13, 14, 15]. In these papers, all active users in the netamlassumed to have equal power
at the receiver and their interference is assumed to be @awudsstributed. The Gaussian

assumption for interference from equal-power users for UsY&ems with a Rake receiver



is used in the literature, for example, [33], [27], and islea#ed in [34, 28, 35, 36, 37, 38].
For a binary TR UWB system, simulation is used to validats thaussian assumption
of the interference from equal-power users in [14]. The ynoesnplate and the typically
longer integration time of the receiver in TR UWB systems gwathe Gaussian assumption
for MAI more accurate when compared to UWB systems with Rakeirers.

In this dissertation, we use the Gaussian assumption to Ittealeffect of equal-power
users and focus on providing a theoretically tractablegrarance evaluation for TR UWB
systems with M-ary PPM. Rather than using simulations tavste bit-error-probability
(BEP) performance with MAI as found in [14] and [15], we inporate the power delay
profile (PDP) of the channel, inspired by the work in [13], tride the variance of the
MAI, enabling theoretical BEP analysis. The analysis wesen¢ in this dissertation re-
veals a general relationship between the variance of the, Mh&lshape of the transmitted
pulse, and the PDP of the channel. By applying an upper boatkeBEP, the number of
equal-power users that the system can support is evaluateliffierent modulation order
M. The network throughput in terms of the total bit rate is aietd based on the number of
supported equal-power users. Tradeoffs between the systeiormance and complexity
in implementing high-order modulation schemes are disslis$his theoretical contribu-
tion can also be used to address two fundamental issues ohaoioations for TR UWB
systems using M-ary PPM: 1) To determine the achievablerdtgas a function of system
resources. 2) To determine the requifggf Np for the system to achieve a given BEP.

Note also that in this dissertation, the combined effectsadh equal-power and high-
power users are quantified, including the limit in the date nathe presence of high-power

users, and the optimization of the system performance byniindhe optimal operational



parameters.

FSR UWB Systems

As discussed at the beginning of this chapter, TR UWB systeaws been proposed to
alleviate the implementation issues of UWB Rake receivaestd channel estimation and
the need for a large number of Rake fingers. However, the \aigglanalog delay line used
in TR receivers is difficult to implement in practice as well.slightly frequency-shifted
reference (FSR) UWB system has been introduced in [39] tarr¢he benefits of TR UWB
systems while avoiding the analog delay line of TR systenm& Jingle-link performance
of FSR systems has been investigated in [39]. A lightly labsliestem with a few users is
considered in [40] where the number of users is constrainyeithd coherence bandwidth
of the channel. In this dissertation, we consider generalords with no constraints on
the number of users and the MA performance of FSR UWB systemerived under both
AWGN and multipath channel conditions.

The theoretical tool developed for obtaining the MA perfamoe of TR systems is used
for FSR systems: the power delay profile (PDP) of the multighiannel is incorporated in
the analysis of the MA interference power. A theoretical panson between FSR and TR
UWB systems in a multiuser environment is presented in tisisaitation which contributes

to the current literature.

1.3 Near-Far Resistant Synchronization

The analysis in Section 1.2 is on the detection performareaevsynchronization has

been established. Synchronization is also impacted imr@mwients characterized by the



near-far problem.

In the UWB literature, narrow-band, single-tone interfeze is considered in [41, 42,
43] and reference therein, where techniques are investigatsuppress the narrow-band
interference. Synchronization for UWB systems in the pmeseof wide-band multiple
access interference (MAI) is studied in [44, 45, 46, 47, 48, 4All interfering users in
these works are assumed to have power levels lower than dasito the desired user.
The works in [44, 48, 49] are based on the maximal likelihddd) criterion for achieving
acquisition in multiple-access (MA) environments. Thehaus in [45, 46] investigate the
search orders of the divided bins in the time domain whileegdiency-domain procedure
for synchronization is studied in [47].

In the CDMA literature, near-far resistant synchronizatie studied in [50] where the
code waveforms of all users are assumed to be known by thevee@nd the complex-
ity is generally high since a global maximization is perfeshupon all users. In [51],
blind synchronization is carried out for users with equalpolevels without the knowl-
edge of the codes from all users. Synchronization in a reagtivironment which only
requires knowledge of the desired user’s code is investhat [52] and [53]. However
either the subspace method in [52] or the ML procedure in [B3}Ives matrix operations
(inversions, for example) which makes the methodologiescmmputationally intensive
for UWB communications.

In this dissertation, we investigate the coarse (symbal)esynchronization in envi-
ronments where there is no power control for UNB commundacatietworks. The power
levels from interfering users at the desired receiver cay gger many tens of dB. Assum-

ing no knowledge of interfering users’ codes, we proposeaay-4o-implement procedure
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in this dissertation to suppress the high-power interfggignals, which uses the fact that
the signs of cross correlations between received symbeldetermined by dominant sig-
nal waveforms from high-power interfering users. Using kinewledge of signs of cross
correlations plus the knowledge of the desired user’s siingacode, the procedure re-
tains symbols for subsequent processing only when highepaverfering waveforms are
combined destructively. Due to the so-called edge effeetfind that the signals from
high-power interfering users can not be completely camteléowever the dimension of
interfering signals after the suppression procedure isiciemably reduced.

We also propose a new dimension-based estimation techmbogastimate the code
phase from the suppressed signal. The issue of threshaidgset discussed for imple-
menting the dimension detection technique. The suppnegsaredure and the subsequent
dimension detection has low complexity compared with mésha [52] and [53] and re-

quires no additional resources for synchronization thaditional UWB receivers.

1.4 Organization of the Dissertation

In this chapter we have given a literature review of the MA&lgsis for TR UWB and
FSR UWB systems and the synchronization issues faced by Uy§tms. Our contri-
butions are interleaved in the discussions of the curréataiure. We present the system
structures and the receiver signal processing in Chaptiyihyg out the parameters and
statistics which are used throughout this dissertatiorap®r 3 is the analysis of the perfor-
mance in the presence of high-power users. Chip discrimona applied in this analysis.
The interfering power caused by equal-power users is aadlyz Chapter 4, where the

PDP of the channel is incorporated in the analysis to yielchetéble expression of the
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variance of the MAI. In Chapter 5, a near-far resistant syoization technique is pro-
posed which is shown to have superior performance when cadpatechniques found in
the current literature. Concluding remarks are given infgléa6 where some future work

is also discussed.
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Chapter 2

System Model

In this chapter, the communication environments, inclgdire channel model and the
network structure, are presented first. A key assumptiod tls®ughout this dissertation
is that the network is decentralized, resulting in no powertml among users. The tradi-
tional UWB signaling and the received signals are then dised, followed by the signaling
and the receiver structures of transmitted reference (TiR)séightly frequency-shifted ref-
erence (FSR) UWB systems.

The parameters and notations defined in this chapter aretbsmeyhout this disser-
tation. To differentiate the signals associated with défé systems, we use subscript *
to represent signals for conventional UWB systems, subis@ithe signals for standard
TR systems (binary), and subscridt the signals for differential TR systems (binary). For
signals from TR systems with M-ary PPM, no subscripts are usaless stated otherwise,
the superscriptd’ in this dissertation represents terms from ugseAmong all users, user

1 is always the user of interest, or the desired user.
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2.1 Communication Environments

2.1.1 Network Structure

Perfect power control is commonly assumed in UWB networkgm literature, for
example by a central node, as found in [33, 54, 27, 34, 28, 8533]. Synchronization
is assumed established in these works. Although some ofdperg, such as [33] and
[54], have analysis with general power levels, the final itssare shown assuming perfect
power control and no measures are taken to suppress thésdfi@m high-power interfer-
ing users. The near-far problem is not considered in theeaientioned works. The au-
thors in [23, 24] assumed no power control in the network ag@sed a technique, chip
discrimination, to protect the desired user from the detntal effects caused by high-
power interfering users. For transmitted reference (TR) BJgystems, multiple-access
analysis is found in [13, 14, 15] where users are assumedvi® égual power levels. For
works related to the synchronization issue in UWB systerowgp control is also assumed
[44, 45, 46, 47, 48, 49)].

In this dissertation, we consider UWB and TR UWB networkshaetit perfect power
control. The received signals from different users can lpoweer levels varying over many
10's of dB. We group the users as: the desired user, userspaitier levels similar to or
lower than the desired user (group 1), and users with powetdenuch higher than the
desired user (group 2). As pointed out in Section 1.2, thesusegroup 1 are called the
equal-power interfering users and users in group 2 the pmhker interfering users. Denote
Ny as the number of users in the network, which is spliNas= Ne + N, 4+ 1, with Ne and

Nh the number of equal-power and high-power interfering usespectively. Our inves-



14

tigations in TR UWB systems consider networks with both égueaver and high-power
users [26, 55, 32]. Interference caused by equal-powesusealled by the conventional
name — multiple access interference or MAI — in this dissemeto differentiate from in-

terference caused by high-power users. By including higlvgy users for both detection

and synchronization, the results in this dissertation aseergeneral.

2.1.2 Channde Modd

Leth( () be the impulse response of the channel experienced byiu$e multipath
channel used in this dissertation is based on the channetisxfsxdm [56] and [57], which
is written as

h (1) = X in ast—1") 2.1)
|=
whereX ¥ is the log-normal shadowing factor experienced by uséote that the multi-
path channel model from [56] has the total energy containgbde multipath components
normalized to be oney(—; [al(“)} g 1) and the log-normal ternX(“) captures the total
multipath energy. The channel models presented in [56, Baivsluster and ray arrivals.
In this dissertation, we do not differentiate between dtssaind rays and denote all arrivals

in a unified manner.
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2.2 Conventional UWB Systems

2.2.1 Signaling of UWB Systems

For impulse radio (IR) UWB systems, narrow pulses on the modsub-nanosecond
duration are transmitted [33, 54]. Multiple pulses are s$raiited per symbol. As defined
in Section 1.1, the number of times that a pulse is transthitieeach symbol is called the
repetition factor, denoted kYs in this dissertation unless stated otherwise. The tratsdit

signal of useu in conventional UWB systems is written as

(o] stl

() = Z) Z)\/ EWdY p(t — iTs— jTs — ¢ Te) 2.2)
=0 =

where the superscript indicates useE(") is the symbol energy of theth user, p(t) is
the transmitted pulse with energy ofNs and durationO, Tp], Tt is the frame time, and
Ts= NsTs is the symbolinterval. Users are separated by the time-ihgmequence@cgu)}.
In this dissertation, we assumga“) is uniformly distributed on the interva0, Nk(]“) —1].
The termT; is the chip duration. Everi{s pulses convey one bidi(“) € {41}, for user
u, wherei corresponds to theh bit. Note that the data streams for different users are
statistically independent.

For synchronization purposes, spreading codes are usedo#tes with a block length
of M, a total ofM symbols are transmitted for each blogkl* 1M ;L. In this dissertation,

Gold codes withM = 31 are used.
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2.2.2 Receved Signal

The transmitted signal in (2.2) goes through a multipathholedand is dispersed in
time. Denotehg(t) as the impulse response of the front-end bandpass filteeakteiver
with a bandwidthw. Let Hg(f) be the Fourier transform dfi(t). Denoteg¥(t) =

p(t) « h(W(t) « hg (t), wherex denotes convolution. The received signal is written as

Nu (o] NS

re( u1;529/ WMt —iTs— jTr — 1)+ n(t) (2.3)

whereNjy is the number of active users in the netwankt) is the filtered bandpass white
Gaussian noise process with mean zero and power spectrsityd&i(f) = NO|HF( )2,

andtV is the time offset between userand the desired user 1.

2.3 TR UWB Systems

2.3.1 Signaling of TR Systems

As briefly discussed in 1.1, a pulse pair is transmitted irhdlemme. This pulse pair
is repeated several times for each symbol. The transmiit@dlisfor a standard TR UWB

(STR) system [6] using binary PAM modulation can be written a

0 NS
Z) p(t—iTs— jTs — c( )TC)
J_ \/

+apt— TV - —npm”nﬂ (2.4)
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wherer(“) is the spacing between the reference and the data pulse.ti¢reparameters
are defined in the same way as in (2.2). To prevent the refenemise from interfering with
the data pulse‘[d(”) should be at least as large as the channel delay spgeadhus making
Ts > 2Tngs Another binary modulation scheme studied in this chagelifferential TR

UWB, with the transmitted signal being

OONS

s&”) Z) ZO VE a1 )p(t —iTs— jTt —c( ITe) (2.5)

Whereai(,j a1 j ,d ) is the differentially encoded bit for thén bltd( ). The initial state
is setto beaq_1 = 1. The frame time is chosen such that> T,gsto prevent intersymbol
interference (1SI).

The constraint of the spacing between pulses in TR systeimetlyer itis STR or DTR)
to be larger than the maximum delay spread of the channeidlithe data rate for binary
TR systems, which can be seen from Fig. 2.1. A multipath cebwith several taps is
plotted below the transmitted pulses in Fig. 2.1 to show {&csg constraint. In this
dissertation, we investigate one technique, M-ary PPM farave the data rate. Impulse
radio using M-ary PPM has been investigated in a number ¢sihgstfor UWB systems

with Rake receivers [27, 28, 29, 30]. The general transohdtgnal for useu with M-ary

0 NS
Z) p(t—iTs— jTs — c( )TC)
= \/

—iTe— [Tt — " T~ 1{V5) (2.6)

PPM is given by
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Figure 2.1: Diagram showing the relationship between tpaisgion of data and reference
pulses and the channel delay spread.

i
t

As in the binary case, the time-hopping seque@@} is applied to each user to reduce
the probability of collision among users. Each symlwl €{0,1,...,M —1} is transmitted
Ns times (the repetition factor). The separation betweencaajsymbols (the slot length)
is ®, which is set to be at least as largelags Thus, there is neither interframe interference

(IF1) nor intersymbol interference (ISI) for the M-ary sche.

2.3.2 Signal SpaceView: TR

The signaling scheme for STR is shown in Fig. 1.2 and Fig. ®&tere orthogonality
in the time domain is achieved by setting a large spacing éatweference signals and
data-bearing signals. Consider a single-user environmighout time-hopping codes. Fix
the spacing to bé’él) = Ty = Ts/2. The signal spacés is defined by the basis functions
{bk(t)} given by

be(t) = p(t—kTg), k=0,1,....,2Ns—1 (2.7)
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Then the transmitted signal for user 1 in the form of (2.4) dimsension X5 for symbol
t
i and is represented by the vectglE(U/z [1, di(l),l, di(l), 1 di(l)] . This signal space

view for STR UWB systems is used for comparison with FSR syste

2.3.3 Receved Signal

For binary STR systems, the received signal is

Ny o Ng—1 E u) u ))
t—|T —JTs—1
u= 1|Z) % )
+d( gW(t— —|TS— T —t ))]
+n(t) (2.8)

The parameters and signals in (2.8) are defined in the samaswthe received signal for
UWB systems in (2.3). When synchronization is establistetd/een the desired transmit-
ter and receiver 1T(Y) = 0 andt (u +# 1) is a random variable uniformly distributed on

the interval[0, T¢|[14]. The received signal for binary DTR system is given by

Nu oo Ns—1

rq Z) ZO VE aI )W (t —iTs— jTr —t@) +n(t) (2.9)

u=1i

For M-ary PPM, the received signal can be written as

Nu (o] NS

ul.%zo

+gY(t— U T —c( Te— I( )5l )

t—ITS—JTf—C() V)

+n(t) (2.10)
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With M possible transmitted symbols, the frame tifgemust be large enough to accom-
modate these symbols. Let the time-hopping seque?%eange from O td\lr(]”). Then the

relationship betweem; andM is

Tt > max{N\ T+ T, + M8} (2.11)

Sincer(“) > Trngs@ndd > Tgs We have

Tt > max{N\ Te + (M + 1) Trnas} (2.12)

The assumption that the frame tirfig is greater than twice the largest delay amadvig

delays results in the following relationship [27]

Tt > 2MTmds (2.13)

2.3.4 Recaver Structure: TR

The receiver structure for TR systems with M-ary PPM is shawhig. 2.2. We see
that the receiver in Fig. 1.3 for binary TR systems is a spex@ae (withd = 0) of the
general receiver in Fig. 2.2.

For modulation slom (0 < m< M —1), the reference signal is delayed'Eg&') +mdto
align with the signal in thenth slot and correlation is carried out between these twoadggn
The output of theth slot is denoted bprm and the collection of Dm}M-1 is used by the

receiver to make a decision.
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Figure 2.2: The receiver structure of a TR system with M-aPwP
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24 FSR UWB Systems

2.4.1 Signaling of FSR Systems

Slightly frequency-shifted reference (FSR) UWB systenss iatroduced in [39] to
overcome the need for the wideband analog delay line redjur@R UWB systems while
still maintaining the benefits of TR systems in avoiding arelrestimation. Antipodal
modulation is used in [39] to carry information bits.

We adopt the notations from [39]. L&t (t) be a pulse train of thath user withNg

pulses:

Ns—1
uW(t) = Z; p(t— T — ¢ To) (2.14)
j:

wherep(t) is the basic transmitted pulse with pulse widihand energy INs, as in TR
systems. Within each frame of length, the pulses are dithered by a user-specific time-
hopping code:gu). Theith transmitted signal for useris given by
XY (it)
_ [ M ¢ d¥ /28 Redt — iTs) cog 2mfet)

xU W (t —iT) (2.15)

whereEr(“) and Eé“) are the energy assigned to the reference and data-bearsespe-

spectively, with the symbol enerdss = Ep, = E{* + E\’. Theith bit d* takes values
independently from{ +1} with equal probability. The information bit streams forfdif
ent users are also statistically independent. Each biamstnitted usind\s pulses which

constitutes the pulse traih(V) (t). The function Reft) in (2.15) is a rectangular pulse with
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durationTs = NsTs (the symbol time). The frequency offset between the ref@gulses

and the data-bearing pulsesfis= 1/Ts. This frequency offset is usually very small com-
pared to the signal bandwidth in UWB communications and b&gtchosen to ensure that
the reference and the data-bearing pulses are affectedprgxamately the same channel

conditions.

2.4.2 Signal SpaceView: FSR

The signaling scheme is shown in Fig. 2.3. The top plot in Big.is the transmitted
pulses for TR systems where dotted pulses carry informatiorthis example, six pulse
pairs comprise one symbol (bit). These pulses are orthdgorthe time domain as we
discussed in Section 2.3.2. The middle plot in Fig. 2.3 shitvessame repetition factor
Ns = 6 of FSR systems as the TR signaling in the top plot. Insteatsefting data-bearing
pulses, the six pulses are multiplied by a cosine functiah yweriod equal to the symbol
interval Ts. The bottom plot is the the output of the multiplication oéttwo waveforms
shown in the middle plot.

Asin TR systems, we consider a FSR system in a single-usgpanvent without time-
hopping codes. The pulse trainWgY (t) = U (t) = 355" p(t — jTr). In [39], it is shown
that the original pulse traid (t) (the middle plot without the cosine function) and the pulse
train multiplied by the cosine functidd (t) cog 2rtfot) (the bottom plot) are approximately
orthogonal given that the repetition factdg is large. The orthogonality is achieved in the
frequency domain since the two pulse traibgt() andU (t) cog 2rtfot)) are only offset by
a cosine term. The information bits are modulated in theetrisin offset by the cosine

term: di(”)U (t) coq2mfot). The signal space of binary FSR systeis,thus has two basis
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Figure 2.3: Signaling waveforms for FSR systems. Top plagn&ing of STR UWB
systems. Middle plot: The relationship between a puls@ taaid a cosine function with
period equal to the duration of the pulse train. Bottom plthe production of the pulse
train and the cosine function from the middle plot.

functionsbs4(t) andbsz(t) given by

bra(t) = U(t) (2.16)

bea(t) = U(t)cog2mfet) (2.17)

The signal space viewW; of FSR systems is different froiss of TR systems. The
original pulse trairJ (t) is regarded as a vector (with dimension one)Sinwhile it has

dimensionNs in Ss. From the signal space perspective, the signal of one symidebR
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signaling has a dimension of two and can be expressed by ar a¢tEr(1), di(l) Eél)} .

2.4.3 Receved Signal
The received signal at the desired receiver after the rec&iont-end filter is

Nu [ee]

re(t) = Zl_;r@(i,t) +n(t) (2.18)

where the signall” (i,t) = xU (i,t — 1) x h(W(t) « he(t) is the convolution between the
ith transmitted signal, the channel impulse respdn$ét), and the front-end filtehg (1),
andn(t) is a zero-mean Gaussian random process with power speemaitgdS,(f) =
%\Hp(f)\z. As in the TR systems]g(f) is the Fourier transform of the impulse response
of the front-end filterhg(t). The signak&”)(i,t) and the noisa(t) are independent. The
elementt™ in xY (i,t —t(¥) is the time asynchronism between us@nd the desired user
1. When synchronization is established for the desired nSer= 0 and{t # 0} (u+# 1)

in general (except for a synchronous network). We also assimatt(“) is uniformly

distributed on the intervdD, T (u # 1).

2.4.4 Recever Structure: FSR

Two equivalent FSR receiver structures are shown in Fig. \@here no delay line is
deployed [39]. As discussed in Section 2.4.2, the referangeal and the data-bearing
signal in FSR systems are orthogonal in the frequency daomEerefore, analogous to
the time-domain alignment of TR systems, frequency-dorabgmment of the two signals

is done in the top structure of Fig. 2.4 - the received sigsalfiset by a cosine function
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Figure 2.4. A FSR receiver

which aims to ‘align’ the reference signal with the data+igasignal. A correlation is
then computed between the offset received signal and tgaatisignal. The top structure

can also be replaced by the bottom structure where the spgoneéssing is the same but

requires one fewer mixer (multiplier).



27

Chapter 3

Performance Analysis. High-Power

Users

In this chapter, we analyze the detection performance of TRBLsystems assuming
synchronization between the communication parties isésteed. The environment under
consideration is that from Section (2.1). Standard TR (SaR) differential TR (DTR)
systems using binary modulation schemes are investigatteeifirst part of this chapter.
Performance of TR UWB systems with M-ary PPM is then analykésrs with power lev-
els much higher than the desired user are shown to degragetftemance dramatically.
Chip discrimination [23, 24] is applied to suppress theaHdrom high-power interfering
users and restore the system performance. Optimal trasgmistrategies are discussed

along with the numerical results.
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3.1 Binary TR Systems

In this section, we replace the spacing of the desired Thgléwvith Ty for convenience

of analysis. The notatiofi{-} represents the expectation operation anfd JPrepresents
the probability of an event.

3.1.1 Decision Statistic

Standard TR

A received signal of STR systems widﬁl) =1 (also the received signal of M-ary
PPM systems Withi(l)

= 0) is shown in Fig. 3.1 where the reference signal (dashed) is
aligned with the data-bearing signal (solid). Comparedh® transmitted pulses shown

-~ SH+ngh) s,(0Fn{)
|\ /ll == \/
| Ty 1~ sf+ng)

Figure 3.1: Areceived signal in TR systems

in Fig. 1.2, the signals shown in Fig. 3.1 are dispersed byctanel and bear different
shapes. The noise is not shown for clearer illustration. &madulate theth bit, the

receiver correlates the reference signal and the datargesignal within each frame. This
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correlation requires a delay line with deldy (the receiver structure is shown in Fig. 1.3),

with the jth correlation of theth bit expressed as:

d(j) = [ rs(t)rs(t—Ta)dt (3.1)

Qj

whereQ; represents the integration range wéh = [iTs+ jTs + cgl)TC + Ty, ITs+ JTs+
cgl)TCJer +T]. This integration range has a duratin Note that the desired user is user
1 and synchronization is assumed established between ws&d fhe receiver. Without
loss of generality, we consider the first symbel 0. The outputs of th&ls correlations are

summed and a decision is made on the decision statistic giwen

Ns—1
Ds = ds(j)
s ]ZO S

d(l) E1)

= dy TNssl+n51+n52+n3+ne+nh (3.2)

where

81:/0“[

2
gt dt (3.3)
E) Ns—l/ij+T| @ )n(t)dt 12 (3.4)
n = — g n , V=1, :
sv \ 3 ,-; 0
Ns iTe+T
Ng = / Nt — jTe)n(t — jTs — Tq)dt (3.5)

= iTs

The terms{ns\,}\z,:1 defined in (3.4) are independent Gaussian random variabledal
reference signak noise and data-bearing signalnoise. The notation= represents defi-

nition. It is easy to showms; andng have mean zero and variance equaEﬁ@ Nse1No/4.
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The termnz is a summation of noisg noise components which are assumed to be Gaus-
sian distributed by invoking the central limit theorem [4,18, 15] with mean zero and
varianceNSW'IINg/Z (W is the bandwidth of the receiver front-end bandpass filté).
noise and interference termsy are independent. For convenience, we express a Gaus-
sian random variable in the way a%j ~ N(O, ED Nse1No/4). The last two terms in (3.2)
are related to multiuser interference, withandny, capturing effects from equal-power and
high-power interfering users, respectively.

As defined in Section 2.1\ is the number of equal-power interfering users &hd
is the number of high-power interfering users with+ N, +1 = Ny,. WhenNg is large
enough to validate the Gaussian assumption.¢14], we havene ~ N(0, Nsg3), with 63
being the interfering power from equal-power interferirgers within one frame. Detailed
analysis for obtaining the value of is presented in Chapter 4. In this chapter, we do not
delve into the calculation a§2. Instead, we use an arbitrary valueaggto show the effect

of equal-power interfering users.

Differential TR

When synchronization is established, a DTR receiver uses\aqus frame as a tem-
plate for the current frame and correlates signals fromehe® frames. The process is
shown in Fig. 3.2 where the dashed signal serves as a tenfiplates solid signal and the
solid signal does the same thing for the dash-dotted sighasumming outputs fronNs

correlations, a decision statistiy is obtained for DTR receivers as

Dq = d(()l) E(l) Ns€1 + Ng + N3+ Ne+ Npy (3.6)
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Figure 3.2: Signal processing for DTR

The first term in (3.6) is the useful signal component. The ﬁﬂsdél) is shown in the
first term becauset((ll])a&?+1 = dél) for 0 < j < Ns—1. The noise termmz, ne, andny are
defined in the same way as the STR decision stati3{ic The signalx noise termny

is different from the summation ofy; andng for STR receivers because of the possible
correlation in DTR processing. The noise correlation carséen from Fig. 3.2 where
the noise terrmy(t) is correlated with the signab(t) for the first correlation and with
s(t) for the second correlation. When the channel keeps consitirin two consecutive
symbols (which is true in most cases), the sigrsals) ands(t) can be considered as the
same. Therefore, the signalnoise terms in the two consecutive correlations are coraglet
correlated (with correlation coefficient one) except fotpuis from the edge. When the
correlation outputs are added together to form the decistansticDy, correlated noise
terms are added coherently in this case. This is reflectedlaulating the variance aiy

in Appendix B.



32

3.1.2 Error Performance: Equal-Power Users

The receiver for a STR UWB system makes a decision bas&}on(3.2). For binary
PAM modulation, the decision rule is
dM=1

Ds = O (3.7)
dM=-1

) L

whered}()1 is the detected value fady”. Because of the symmetry we can assume the
transmitted bit isd(()l) = 1 to obtain the error performance. The random componeridg in
are all Gaussian except the tempwhich is caused by high-power interfering users. We
first analyze the error performance whidp= 0, then we show the effect of, by setting

Np, # O.

WhenN;, = 0, the decision statistiDg for STR receivers is Gaussian with mean and

variance give by

ED)
bs = E{Ds} = TNSE{sl} (3.8)
E(D NeW T N2

The mearus and variances? both contain a ternt{e;} which is the average received
energy ofgM)(t). The signalgM(t) is the response of the pulggt) going through the

channel. In Appendix A, we provide the derivation for theragge received energ¥{e; },
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which is calculated to be/Ns. Therefore, we can rewrite the mean and variand® {dis

ED)
Ms = E{DS}ZT (3.10)
EQD NoW T N2
02 — S—No+ S 2' 0 | Ngo?2 (3.11)

This result applies to an equal-power user environment Witig being the variance of the
Gaussian interference caused by equal-power interfersegsu The bit error probability

(BEP) of STR UWB systems in such an environment is thus

(1)
Po = Q = /2>

Os

1
1 -2 -27 72
E® EW) EW)
= Q 2<—N0> +2NW T, <—No +4Ns oo (3.12)

We use the subscrip$0’ to indicate that the error probability shown in (3.12) istained

for STR receivers wheN, is set to be zero.
Following the same procedure as in STR receivers, we writendbe mean and vari-

ance of the decision statistic for DTR receivers as

o = E{Dq}=EY (3.13)
2Ns—1 NeW T N2
02 = |i|s E<1>N0+37'0+Nsog (3.14)

The term#\s—2E()Ny is the variance ofiy. The derivation is given in Appendix B. In the

derivation of the varianceﬁ, the correlation between signal noise terms and the edge

effect are considered. The decision statistic for DTR resrsiis also Gaussian. The BEP
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of DTR is then given by

Pio =

ED)

o4
1 2 2 *%

2Ne—1 (EDY ~ 1 EDY\ SEAN

|: Ne (N—O ‘|‘§NSW-IT N—O +Ns O

(3.15)

To make fair comparisons between STR and DTR UWB systemsett@a number of

pulses in one bit to bdl, for both cases. For STRs = Np/2, while for DTRNs = Np,.

The bit energy is the same for both STR and DTR UWB, thyis- EY. Applying Ny and

Ep to (3.12) and (3.15) yields

Pso

Pdo

[ -1 -2 -2 *%

o([2(2) (%) am(2) ) e
[ -1 -2 -2 _%

Q( ZNISIp_l(E—Z) +%NpW'II (E—Z) +Np <§—Z) ] ) (3.17)

which are expressions for BEP of STR and DTR UWB respectiwblgn we set the number

of high-power users\;, to be zero.

3.1.3 Collision Probabilities

To evaluate BEP when high-power users are present in theorietwe first investigate

the probability of collision between the desired user amhipower interfering users. The

probability of collision is related to the integration timoéthe receiver];, the frame length
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Tt, the number of frames (pulses) in one B, (Np), and the number of high-power users

N

If designed properlyc%“) together with the asynchronizatia) in (2.8), make the
positioning of pulses from interfering users uniformlytdisuted in one framd;. Here a
uniform distribution within[0, T¢] is assumed for“). Let p= 4. For STR UWB, within
one frame, the probability that either the desired refeeesignal, or the desired data signal,

or both signals, collides with one high-power user, is gilsgn

ps=2p(1—p)+ p? (3.18)

There arely, high-power users; pulses from each of them collide indepetig with user
1 with probability given byps in (3.18). The probability that at least one high-power user

pulse collides with the desired user 1 is

o N Nh—i
Pes = Zl ps(1—ps)™" (3.19)
i= [
AmongNs frames in one bit, the probability gfframes suffering a collision with at least

one high-power user is

i N Ns— ]
prsstr()) = [ [ Pes(1—pes)™ (3.20)
J
For DTR UWB, the collision probability has a different formdhis discussed in the

next section.
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3.1.4 Error Performance: High-Power Users

In this section, we include the high-power users and showdni®rmance degradation
caused by interference from these high-power users evdnavemall number of them.
Note that in [14], the power ratigE(") /E(V} between useu and the desired user 1 is
assumed to be unity. Equal-power interfering users arenasguo be Gaussian by the
central limit theorem when the channel delay spread is largkthe number of interfering
users is also large. However this assumption is only validetworks with perfect power
control, such as in cellular architectures. In wirelesshad-communications, where no
power control or very limited power control is availablegthower ratiog E(Y /E(} are
no longer unity. In this case performance is overwhelmingdyninated by interfering
users’ power. The system performance under such situattdghsmperfect power control
thus is mainly determined by the collision probability beem the desired user and those
high-power users.

The average BEP for STR UWB when high-power users are présent

1
Psu= pnsstr(0) x P+ 5(1 — Pnsstr(0)) (3.21)

The first term in (3.21) corresponds to the case when no moilisccurs between the de-
sired user and high-power users pulses. The second term2h)(&lates to the situation

when at least one such collision occurs. The facy® ih the second term indicates that
a collision between the desired user and high-power userapts the decision statistic.

In a typical STR UWB system, for example, with= 25 ns, T = 2000 nsNs = 1, even

with only one high-power user, the BEP in (3.21) is no bettant25 x 10-3 regardless of
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SNR. This is true for DTR systems as well. An example for boIR&nd DTR systems is

shown in Fig. 3.3. Only one high-power user is included in. Bi§. The repetition factor

BEP, DTR UWB

10

10 ¢

-6

10

-4

—— DTR UWB,one high—power user
— — —DTR UWB,single user
—*— STR UWB,one high—power user
— * — STR UWB,single user

! ! !

5 10 15
E,/N, (dB)

25 30

Figure 3.3: BEP of STR and DTR witk, =1

for STR isNs = 3 and for DTR isNs = 6. It can be seen that BEP is dominated by the col-

lision probability with high-power users. As the number gjinpower userdl,, increases,

BEP is increasingly determined by the collision probapitihsstr(])-

This degradation

of performance motivates our study to improve system paréorce with imperfect power

control.
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3.1.5 Chip Discrimination: Binary TR

Chip discrimination has been shown effective in combathmgdetrimental effects of
high-power users in UWB communication networks with AWGNaohels [23, 24]. It
works by obtaining an estimate of the average received pfovehe desired signal and
then setting a threshold below which correlator outputsameeptable. If the absolute
value of a correlator output is larger than the thresholdi®athen that correlator output
is not added to the bit decision statistic. The final decisi@tistic is the sum ofNs— j)
correlator outputs wherg is the number of correlations being ‘removed’ after appdyin
the threshold. The effectiveness of chip discriminatioa fsinction of threshold setting.
Here we assume an ideal threshold to simplify analysis. Tieeteof threshold setting for
non-multipath channels and matched filter receivers has ioeestigated in [23].

We add a lettec to subscripts to indicate that chip discrimination is ap@li For ex-
ample,Dg is the decision statistic of STR receivers with chip disenation, andDgc is
that for DTR receivers. If user 1 hgsframes suffering collisions with high-power user
pulses, the decision statistic of STR UWBs, has(Ns— j) non-zero correlator outputs

after applying chip discrimination, with mean and variance

Heell) = (Nsl\; j) (%) - (%) (%) (3.22)
i = (M220) () mor vz (MT9)

+(Np/2— j)o3 (3.23)

Here the Gaussian assumption holds since the effect of gogler users is removed after

applying chip discrimination. Thus the noise temmapproaches to zero in (3.2). The BEP
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with j frames removed is given by

Polj) = Q(““(” ) (3.24)

Osc(])

The overall BEP is obtained by averagiRg(j) over the probability ofj frames being

removed and can be written as

Np/2
Psc=E{Ps(j)} = Z) Psc(])pnsstr(]) (3.25)
=

For DTR UWB receivers, if correlator outputs are detected to be out of the limit set by
the threshold, the final decision statisfii;c, consists o — j non-zero correlator outputs
with meanpgc(j) = N,Ql—;ij. The variance oDy is more complicated than the variance of
Dscand is related to the patterns of collisions. For a given nemalb correlations removed
by chip discrimination, the resulting variance is a funatiof the actual pattern of the
correlations removed. The following equation gives thestoase (largest) variance for a

givenj.

. 2(Np—j)—1 Ny — )W N2
O.SC(J) _ ( prJ) EbNO+( P J; I1Ng

+(Np— j)os (3.26)

The conditional BEP givenpframes being removed is

Pac(]) ZQ(“"‘:(D) (3.27)

Odc(])

However, the probability of correlations being removed after applying the threshold
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Table 3.1: Collision Patterns for DTR

0/1(2,3|4
T
]
]
T)T
T)T
T T

for DTR UWB is not a binomial combination and doesn’'t have m@e expression as
in (3.20). An example is given in Table. 3.1 to show differpatterns of collision. The
arrows in Table 3.1 indicate the positions of collision ahd humbers from 1 to 4 in the
first row are the frames for one symbdl{= 4). The number O indicates the frame from the
previous symbol. All of the collisions shown by the arrowdable 3.1 result in two frames
being removed after applying chip discrimination. For eli#int values of the repetition
factor Ns, collision patterns are different which lead to differempeessions for collision
probabilities. The authors found it hard to come up with avarsal expression for the
collision probabilities of DTR systems. Instead, by enuatieg every possible collision
pattern, the probability of correlations being removed after chip discriminatimfyqtr(j),

is obtained for the cases whéf € [1,6]. ForNp = 6 andq = 1— p, the probability of]

correlations being removed from the final decision statistigiven by the following.
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q’, j=0

2pcP, j=1

5pcf + 3p*a°, j=2

_ 12p%q° + 4p3q*, j=3
pnsdtr(]) = (3-28)

6p°q° +18p°q* +5p'a®, j=4
12p3q* +20p*c® +6p°q?, j=5
p3q4+ 10p4q3_|_ 15p5q2

+7pbq+ p’, j=6

The overall BEP for DTR UWB with chip discrimination is

Np
Pac = E{Puc(j)} = _zopdc(j)pns,dtr(j) (3.29)
i=

The advantage of chip discrimination can be seen by comp#&Bi25) (with chip dis-
crimination) and (3.21) (without chip discrimination). tothatPsc(j) < 1/2 in (3.25)
while in (3.21) it is always 12 whenj # 0. Collision with high-power interfering user
pulses causes some correlations to be removed, thus ngsirta portion of the energy
being lost in this process. But this loss is less significaantthe case of keeping those cor-
relations, which would result in a corrupted decision stati The consequence is the same
for DTR UWB using chip discrimination. The significance ofpdyoing chip discrimination

to both STR and DTR UWB is numerically demonstrated in Sec8d..6.
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3.1.6 Numerical Results

The channel used in the numerical calculations has a defaad,gs= 50 ns (CM1
channel from [56]). The optimal integration timig for the correlator at the receiver is
chosen as 25 ns [14] [58]. The receiver has a one-sided bdtiowi= 4 GHz. By fixing
the number of pulses per bit and changing the frame Timéhe data rat&, is changed ac-
cordingly. In this section, we first consider the effect ajlinipower users on performance.
Thus the effect of equal-power users is removed by setifng 0. We include the effect
of equal-power users in the sequel.

To obtain expressions for BEPs in (3.25) and (3.29), the itiomél BEPs in (3.24)
and (3.27) are needed. Fig. 3.4 shows the conditional BEBT& and DTR UWB. From
Fig. 3.4, we see that when only 1 or 2 pulses remain, the BEglsftr both STR and DTR
UWB. This illustrates how the average BEP is determined leydiobability ofj pulses
remaining, when = 1,2. The expressions for BEP for STR and DTR UWB are obtained
by averaging the conditional BEP ou@{sstr(j) andpnsdtr(j), which are shown in Fig. 3.5
with the number of high-power usebl, = 6. Notice that for STR UWB, discarding a
single correlation output results in both the referencedatd pulses being discarded.

Fig. 3.6 shows the average BEP of STR UWB with and without dmsprimination as
a function of the number of high-power users and the data dshed lines in Fig. 3.6 are
BEPs of STR UWB without chip discrimination while solid lmare corresponding BEPs
with chip discrimination. Each pair has the same dataRgteHere the number of pulses
per bit isNp = 2Ns = 10 andE,/Ng = 22 dB. Note from Fig. 3.6 that without centralized
power control, BEPs of STR UWB (dashed lines) are mostlyiwithe interval[10~3,0.5]

whenRy; is from 1 Kbps to 100 Kbps. The decrease in data Ratéecreases the proba-
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bility of collision between the desired user and the higlpousers, but this offers little
improvement in the BEP. With chip discrimination, corresdmg BEPs (solid lines) show
significant improvement, especially when the data Ryec 20 Kbps. Further decreasing
R, = 1 Kbps, we note that the BEP using chip discrimination apghea the performance
of single-user STR UWB witiNs = 5, which is the best achievable performance in imper-
fect power control environments for these parameter values

For fixed Ry and E,/No, the number of frames (pulses) per bif (Np) determines
how energy is distributed within a bit. Fig. 3.7 shows the BEFSTR UWB whenR, =
20 Kbps andg,/Np = 22 dB. As in Fig. 3.6, solid lines are BEPs of STR UWB with chip
discrimination; dashed lines are corresponding BEPs witlehip discrimination. Two
important results can be drawn from Fig. 3.7. The first resuthatNs = 3 has the best
BEP performance. From this result we see that, with a fixed deeR, = 20 Kbps and
En/No =22 dB, STR UWB with chip discrimination works best when ushfig= 3 frames
per bit. As the number of frames per bt increases further, the BEP degrades.

Another important result about Fig. 3.7 is that with = 1, the BEP for STR UWB
without chip discrimination is the same as that of STR UWBwuihip discrimination, but
worse than that of STR UWB whes > 1. To explain why, we note that witRs = 1, a
collision with a high-power pulse within one frame resultiBEP= 1/2 without chip dis-
crimination. With chip discrimination, the BER 1/2 when that frame is removed. These
results reveal a new aspect of transmission for STR UWB syste ad-hoc networks with-
out perfect centralized power control. With perfect powantrol the most efficient strategy
for transmission is to concentrate all the bit energy in aaene,Ns = 1, and spread the

frame time as much as possible to avoid collisions [14]. Hexesee that with the presence
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of high-power userd\s = 1 does not give the best performance for STR UWB systems.

Chip discrimination also improves the performance of DTR B\Wig. 3.8 shows BEPs
for DTR UWB with and without chip discrimination where therflmance improvement
with chip discrimination is clearly evident. Shown in Fig93are all BEPs for different
values ofN,, for R, = 20 Kbps andg,/Ng = 22 dB. As the number of pulses per bij
increases, the BEP performance improves uge- 4, beyond which the gain diminishes.

For a single user environment and a multiple access envieohwith equal-power
users, DTR UWB outperforms STR UWB as can be seen from (346)Y3.17). When
high-power users are present in an ad-hoc network, perfocsaf both STR and DTR
UWB degrades. In this case, with chip discrimination, perfance of both improves, but
not to the same degree. To make a meaningful compari¢p#, 6 is used since this gives
satisfactory performance given a fixed data rate. A compareg STR and DTR UWB is
shown in Fig. 3.10. For the same number of pulses peNpi- 6, whenR, < 20 Kbps,
DTR UWB is better than STR UWB in BEP performance. Unlike thmgke user case and
the equal-power multiple access case, wRgn> 20 Kbps, DTR UWB performs slightly
worse than STR UWB.

We see from Fig. 3.11 thdds = 1 is optimal for high data rates. However, for data rate
less than 167 Kbps in a high-power interfering environmigat; 1 provides better perfor-
mance. The effect of including equal-power interferingraseith high-power interfering
users is shown in Fig. 3.12. Notice that the equal-powersuiserease the noise floor by

shifting the BEP curves upward whé&/o. increases.
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Figure 3.4: The conditional BEP of STR and DTR UWB conditidro® the number of
pulses remainingep/No = 22 dB,Np = 6, Tt > 2Tings
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Figure 3.5: The probability of pulses remaining for STR anbBRDUWB after chip dis-
crimination. Ty = 25 ns,N, = 6, Np = 6.
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Figure 3.6: The average BEP for STR UWB with (solid) and with@dashed) chip
discrimination as a function of the data rd&@g when the number of frames per i is
fixed. T} = 25 ns,Ns = 5, Ep/No = 22 dB.
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Figure 3.7: The average BEP for STR UWB with (solid) and with@dashed) chip
discrimination as a function of the number of frames pemMiitvhen the data rat&, is
fixed. T) = 25 ns,Ry, = 20 Kbps,Ep/No = 22 dB.
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Figure 3.8: The average BEP for DTR UWB with (solid) and withgdashed) chip
discrimination as a function of data raRg when the number of pulses per bit is fixed.
Ti =25ns,Np =6, Ep/No = 22 dB.
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Figure 3.9: The average BEP for DTR UWB with (solid) and withgdashed) chip
discrimination as a function of the number of pulses peMpitwhen the data rat&, is
fixed. T) = 25 ns,Ry, = 20 Kbps,Ep/No = 22 dB.
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Figure 3.11: The average BEP for STR UWB whdg= 1 andNs = 3. T) = 25 ns,
Ep/No = 22 dB.
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Figure 3.12: The average BEP for STR UWB using chip discration (solid lines)
with equal-power users as well as high-power users. Dashed &re BEPs without chip
discrimination.T; = 25 ns,Ey/No = 22 dB,Ns = 3, Ry = 20 Kbps.
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3.1.7 Conclusion: Binary TR Systems

In this part of the dissertation we investigate the perforoeeof STR and DTR UWB in
networks without perfect power control. The dominateddaat determining performance
is found to be the collision probability between the desivsér pulses and high-power
user pulses in the network. To improve the performance of & DTR UWB in such
networks, chip discrimination is applied. Analysis and muital calculations both show
significant performance improvement when chip discrimorats employed for STR and
DTR UWB. One result is that using a single pair of pulses peishio longer an optimal
way for transmitting information in networks without ceglized power control. Instead,
the optimal number of pulses per Nt is 3 whenR, = 20 Kbps andg,/Np = 22 dB for
STR UWB. For DTR UWB, when the number of pulses pemMijtincreases beyond 4, the
performance gain diminishes. Unlike in single user and epgawer user environments,

DTR UWB only outperforms STR UWB when the data r&g< 20 Kbps.

3.2 M-ary TR Systems

Our work in the previous section has shown that binary TR UV@Bimunication sys-
tems behave differently in ad-hoc networks when comparexhtequal-power user envi-
ronment. To increase the transmission data rate, we prapasee M-ary pulse position
modulation (PPM) for TR UWB systems. In this section, thef@anance of TR UWB
systems employing M-ary PPM is investigated in multipath|traser environments with-
out centralized power control. Equal-power users are nduded in this section in order

to highlight the effects of high-power users. Including theerference from equal-power
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users would only increase the noise floor since the effectgaequal-power users (MAI)

are approximated as Gaussian.

3.2.1 Decision Statistic

For M-ary PPM modulation, within each frame, the receivemeates the received
reference signal with the signal in each of the possible rfaddun slots, producingv
correlation output$dm j,0 <m<M—1} (0 < j <Ns—1). The receiver structure is shown
in Fig. 2.2. The signal processing in the receiver is showRign 3.13 where the dashed

signal is the reference signal and the desired modulatmtrisklot 0. In thejth frame of

Figure 3.13: Receiver processing of M-ary PPM systems

theith symbol, the correlation output of timeth slot at the desired receiver is

O | = /Q Tt To)dt (3.30)
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where the integration range@yj = [iTs+ jTr + T+ cgl)Tc+ mo, iTs+ jTs+Tq+ cgl)Tc+

md+ T;], andT, is the integration length. The final output for thith slot is the sum oRs
outputs

Ns—1
Dm= Om, j (3.32)
2

The forming of the decision statistic is shown in Fig. 3.14.

slot 0 slot 1 slot 2 oo slot M—-1
Frame O
‘do,o ‘dl,O | d2o ... ‘dM—l,O |
@® &, &, @
Frame 1
| e
do1 ‘dl,l | dz1 | dv-11
@®
FrameNs— 1 @ @ @ @
| e
done-1 ‘dl,stl ‘dZ,stl | Ov—1.N—1 |
Do D, D, Dm-1

Figure 3.14: Forming decision statistic

Substituting the received signal given by (2.10) into (3&@d (3.31) yields

5 EZ NeE1 + N + Nz + Mg + N, M= 0
m:

(3.32)
Nm3 + Nms + Nmp, m=+£0

whereeq is givenin (3.3). The termfgnmi}?:l are due to signak noise and are independent
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Gaussian random variables. Refer to the correspondingiti@finf ng; andng in (3.4) for
binary STR systems. The termis,y, nms} are noisex noise components and are assumed
to be Gaussian distributed with zero mean and variance @iye\lgW'ﬁNg/Z. The lastterm
Nmp captures the high-power interference. All noise term®jpare independent. Note
again that the equal-power interference is not included msapproximated as Gaussian
and only increases the noise floor when included. We focusunlymg the effects of high-
power users in this section and the MAI due to equal-powersuiseinvestigated in full
detail in Chapter 4.

M-1 and chooses the

After demodulation, the receiver compares the value$h}

symbolm with the largest value. Thus, the desired receiver makegigida based on

m=arg n;|na>Dm (3.33)

The probability of making a correct decision when symbol Bassmitted is then
P. = Pr{Dgo > D1,Dg > D>,...,Do > Dm_1} (3.34)

To evaluate the performance of TR UWB systems using M-ary RR#&leffects of thermal

noise and high-power users need to be studied.

3.2.2 Error Performance: Single User Link

A single user environment is consideréd}, & 0) in this section, therefore only thermal

noise is present to the TR UWB receiver. Imgtdenote the total noise of the desired slot,
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and{nm}M~1 the total noise of other slots.

No = No1+ No2+Nosg (3.35)

Nm = Nme+hps, M=12..M-1 (3.36)

The variances afg andny, are calculated to be

_ N 37

0o > b+ > (3.37)
EMW Ny NWTN2

oh = 7°+ S 2' 0 m#£0 (3.38)

In deriving the above results, the expectafitfg; } = 1/Ns is used from Appendix A. The
M outputs in (3.32) can be rewritten, using the short notatgnandny, (m = 0) for the

noise terms, as

+ng, m=0
Dm= o (3.39)
Nm, m=212..M—-1
where g = # Since the noise term@m}m;& are independent, the probability of a

correct decision is evaluated as

P, — /i [/ym fl(x)dx} " foly)dy (3.40)

where f1(x) is the Gaussian probability density function (PDF) of thépoiti of the unde-
sired slot 1 D;), with mean 0 and variane&, andfo(y) is the Gaussian PDF of the output

of the desired slotl¥g) with meanpy and variancejg. A simple manipulation of (3.40)
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yields
M-1

fo(y)dy (3.41)

AR

The symbol error probabilityRy, is thus

Pu=1-P (3.42)

The bit error probability B,) for equiprobable orthogonal modulation can be written as
[59]

———Pu (3.43)

3.2.3 Error Performance: High-Power Users

Our work in [26] has shown that interference from high-powsers dramatically de-
grades the performance of binary-PAM TR UWB systems. A segplalysis reveals that
high-power users have more severe detrimental effects oW systems with M-ary
PPM whenM > 2.

To illustrate, we use the notatign= ZT—Tf' the fraction of time that an interfering signal
occurs within the desired slot during a frame that has effedhe correlation output. The
same probabilityp applies for the reference signal colliding with a high-poweerfering
user. ForNs successive frames, the probability that the correlatiotpuiuof the desired
slot affected by a signal frory, high-power users is mif2NsNyp, 1}. Each of the rest
of M — 1 undesired slots has the same collision probability as #s&red slot, since the

integration time of the correlator is the same for all slo#hen a signal from a high-

power user (with much higher interfering power level thaa ttesired user) occurs in an
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undesired slom> 0, due to the large correlator output of that slot, the deteot the
desired receiver makes an incorrect decision by choasiag the transmitted symbol. The
probability of a signal from\y, high-power interferers occurring in any undesired slot is
pm = mMin{2(M — 1)NsNpp, 1}. So the symbol error probability due to high-power users is

given by

Pmh= Pm+ (1 — pm)Pu (3.44)

The first term in (3.44) is proportional el and is not related t&;,/Np. This can cause
a floor in the BEP performance in regions of higk/Np values, where errors due to col-
lisions with high-power users dominate. This effect becemm®re pronounced ad in-

creases.

3.24 Chip Discrimination: M-ary TR

To mitigate the detrimental effects of high-power users fwa desired user, chip dis-
crimination [23, 24] is applied to TR UWB systems employingay PPM.

The receiver processing with one high-power interferingrusccurring in one of the
undesired slots is shown in Fig. 3.15. The dashed signatiseflierence signal and the dash-
dotted signal is the high-power interfering signal. Denibte slot where the high-power
user occurs as slaon (in £ 0). If the receiver does not take any measure to suppress the
effect from the high-power interfering user, the receiveak@s an incorrect decision that
m= mis the transmitted symbol because symindias the largest correlation output. With
chip discrimination applied at the receiver, each correfabutputd,j (0 <m<M—-1)is

compared with a pre-set threshold. If an output is beyonddhge of the threshold, that
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Figure 3.15: Receiver processing of M-ary PPM systems withfugh-power user

output is removed. Assume the receiver has an ideal thrésiwothat correlation outputs
corrupted by high-power users are detected and removedorbieess is shown in Fig. 3.16
where two outputs affected by high-power users are showrdatetted.

Supposeg out of Ng correlation outputs are removed for the desired slot 0. Tipud

Dok, has a mean and variance of

Ns— ko
ok, =~ Ho
Ns — ko
Ooko = —p 00 (3.45)

Assuming there ard, correlation outputs removed by chip discrimination for tnih

(m+# 0) undesired slot, the mean bf,,, is 0 and the variance is

Oinkn = g O (3.46)
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slot 0 slot 1 slot 2 oo slot M-1
Frame 0 b
‘do,o ‘dl,O | dao ... ‘dM—l,O |
@® @ @ @
Frame 1 <
| e .
do.1 dig’ | da.1 | dv-11
' @®
FrameNs— 1 @ @ @ @
| e
done-1 ‘dl,stl | done-1 | Ov—1.N-1
Do D1 D2 DMfl

Figure 3.16: Receiver processing of M-ary PPM systems whigR-power user

Let X = {ko,ki,...,km—1} be the sequence of the number of correlation outputs re-
moved by chip discrimination for all slots. This sequerkes i.i.d. since each slot is
affected by interference from high-power users indepetigavith the same probability.
Therefore, the probability of a correct decision using ctigcrimination has the same

form asin (3.41), given by

et pfo@))) ) o

Where{f07|<0(y)}»z;°‘:O is a set of PDFs of Gaussian random variables with megag and
variancec(z)’kO given in (3.45). This probability of a correct decision éif§ from (3.41) in

that it is averaged over the probability mass functiongpandk;, which are the same.



63

DenoteP(k) as the probability mass function for the i.i.d. sequefice~or a given integra-
tion time and frame lengttR(k) is unchanged from the binary PAM case in Section 3.1.3

and is given by

Ne
P(k) = PEY(L—peg)s (3.48)
k

wherepcs is from (3.19). The expression for the probability of thereat decisiorPq in
(3.47) is difficult to evaluate in general, except Mr= 2. ForM = 2, we can use a property

of the Q function given by

E{Qa+AX)} =Q ( ﬁ) (3.49)

wherea andA are constants and is a Gaussian RV with mean zero and variance one. Us-

ing (3.49) (change of variables in (3.47) is need&d),in (3.47) atM = 2 can be expressed

as
Prcz = 1 % % Q| =Lk | pko)P(ky) (3.50)
mcg2 — 4+ — 1 .
ko=0ki=0 \ , /0(2“(0 + oikl

The symbol error probability is therefore

Po=1-PFeqp2 (3.51)

ForM > 2, a union bound for the probability of error for M-ary orthmgal modulation is

obtained as [59]

Pv<(M-1)P (3.52)
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which is proved tight through numerical calculations.

3.2.5 Effect of Duty Cycle on Performance

The probability of correct decision in (3.50) is closelyatd to the probability mass
functionP(k) which is determined by = 2T, /Ts if Ns andN, are fixed. Thus for a given
value of repetition factoNs and the number of high-power usé¥s in the network, the
probability of detection decreases witk). Therefore, to maintain given desired levels
of BEP andEy/No, there is a maximunp allowed, which translates into a minimufi
whenT, is fixed. This relates to the low-duty cycle nature of UWB silymg [33]: At
the transmitter side, the duty cyclg/Tr is low; it also needs to be low at the receiver
side, requiring a small value Gf,4s/Ts. The lower the duty cycle at the receiver side, the
smaller the chance of collisions between users. Howeveengihe form of the correct
decisionPq », a closed form of the requireglis not obtainable for a given BEP. We resort

to numerical calculations to investigate the impacpdgélso the impact oTyngs/Ts).

3.2.6 Numerical Results

The transmitted pulse is the second derivative of the Gangsillse with pulse width
0.7 ns [33]. The CM1 channel model from [56] with the delay spi€ags= 50 ns is used.
The receiver has a one-sided bandwiMith= 4 GHz. The optimal integration time is found
to beT, = 25 ns for this channel model. The optimal repetition fadtigis 3 in Section
3.1.6 for binary-PAM standard TR systems at a iRRie= 20 Kbps. In this section, we first
setNs = 3, then the effect os is investigated.

As we discussed in previous sections, the performance of WBUystems in the
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presence of high-power users is determined by the colligiobability p = 2T, /Ts, which
fixes the ratioTngs/Ts whenT, is chosen. The plot in Fig. 3.17 shows the effect of this
parameter when the number of high-power userbljs= 4. For a given BEP aB, =
104, the duty cycle for 4-PPM is found to be less thar 503, resulting in a value of
Tt > 10* ns. The symbol ratBs = 1/(NsTs) < 30 Ksps, which constrains the symbol rate
for networks with high-power users. In the following nunoaii calculations, we use low
symbol rates such d&& = 20 Ksps.

The effect of high-power users is demonstrated in Fig. 3sbid lines), which shows
the BEP performance of TR UWB systems using M-ary PPM wheretheeN,, = 5 high-
power users. The dashed lines are corresponding BEPs ingée siser environment.
Clearly the detrimental effect of high-power users is seefig. 3.18 by observing that
the BEP performance is mainly determined by the probalslityollision with high-power
users. BEPs increase wil since the receiver ‘listens’ for a larger fraction of the Wo
frame time adM increases, resulting in a larger probability of collisiamdaunacceptable
performance.

Fig. 3.19 shows the error performance of TR UWB systems withwithout chip dis-
crimination for a given symbol ratBs = 20 Ksps. The performance is plotted verdlis
with E,/Ng = 20 dB. Without chip discrimination, BEPs are no better th@n?1 With chip
discrimination, the error performance of TR UWB systemsigdvl-ary PPM is dramati-
cally increased. The BEP performance improves with inéngglél, however, the amount
of improvement reduces &8 increases. With the parameter setting in this figure, iresrea
ing M to 32 is optimal. The plots in Fig. 3.20 show the performanfoehip discrimination

for a given bit rateR, = 40 Kbps. The BEP performance is significantly improved for TR



66

UWB systems using M-ary PPM compared with the performandboui chip discrimi-
nation. AtR, = 40 Kbps, BEP performance in Fig. 3.20 is better than thatgn &il9 at
Rs = 20 Ksps. This is because the bit rate in Fig. 3.19 is larger #aKbps wherM > 4.
At a larger bit rate and with the same repetition fadigy the frame time for systems in
Fig. 3.19 is smaller than that in Fig. 3.20, resulting in gé&rprobability of collision be-
tween the desired user and high-power users.

The effect of the repetition fact®s on the error performance is illustrated in Fig. 3.21.
The modulation ordeM = 8 and the symbol ratBs = 20 Ksps are chosen as an example.
For E,/Np = 20 dB, the plots in Fig. 3.21 show thhl = 5 gives the best performance.
For these parameter valudg; = 3 is optimal for binary-PAM standard TR UWB systems
at the same symbol rate with,/Ng = 22 dB. The optimaNs for eachM is a function
of Ep/Np and the collision probability. Settinys = 5 and picking one value dfl,, (for
example, N, = 5), the BEP performance is plotted as a functiorEgfNg andM, as in
Fig. 3.22. Solid lines are BEPs of TR systems with chip dmoration while dashed lines
are those of a single-user environment. The effect of higlvgy users manifests itself by
deviating the BEP performance from the BEP in a single-useirenment. The deviation
is larger when M increases. The phenomenon of approximésglgrror performance with
interference from high-power users shown in Fig. 3.18 isseetn in Fig. 3.22. Instead, with
the same symbol raties = 20 Ksps, chip discrimination with M-ary PPM works robustly
against high-power users.

The upper bound for BEP of TR UWB systems using M-ary PPM aigl discrimina-
tion is shown in Fig. 3.23. The repetition factoMig = 5 and there ar&l;, = 5 high-power

users. AtRs = 20 Ksps, the upper bound is tight at higk/No regions shown in Fig. 3.23.
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Figure 3.17: BEP of TR UWB as a function ©f,4s/ Tt atE,/No = 22 dB. Other param-
eters:Np =4, T) = 25 ns, Tngs= 50,Ns = 3.
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3.2.7 Conclusion: M-ary TR Systems

We have investigated the performance of transmitted reter&) WB systems with M-
ary pulse position modulation in environments with higlweo interfering users. Exam-
ples include ad-hoc networks or networks where centralpmagler control are infeasible.
The interference from high-power users is shown to sigmfiyadegrade the performance
of TR UWB systems using M-ary PPM. Chip discrimination isdis@ mitigate the detri-
mental effect of high-power users. Theoretical analysithemperformance of M-ary PPM
applied to TR UWB systems is derived. A tight upper bound Fa& $ymbol error proba-
bility is obtained. Analysis and numerical results showt fhie UWB systems with M-ary
PPM using chip discrimination is robust against high-pomégrfering users in wireless
networks where centralized power control is infeasiblehsas ad-hoc networks. TR sys-

tems with chip discrimination are suitable for low dataerabmmunications.
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Chapter 4

Performance Analysis. Equal-Power

Users

In Chapter 3 we investigate the performance of binary PAM ldirdry PPM TR sys-
tems with a focus on effects of high-power users. In this tdrap/e investigate the effects
from equal-power users, or the so-called multiple-acoatesference (MAI), for TR UWB
systems with M-ary PPM. A new method for deriving the varemt the Gaussian ran-
dom variable resulting from MAI is developed using the podelay profile (PDP) of the
channel. This makes the theoretical analysis tractableeaables us to predict the system-
level performance such as the supported number of useracthevable data rate, and the
requiredEp/Np. The multiple-access performance for slightly frequesbiyfted reference
(FSR) UWB systems is also investigated in this chapter.dP@dnce comparison is given

between FSR and TR systems.
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41 TR UWB Systems

One contribution of this section is to investigate and asislte/o fundamental issues of
communications for TR UWB systems using M-ary PPM: 1) To dweiee the achievable
data rate as a function of system resources. 2) To determeesguirede, /Ny for the
system to achieve a given BEP. The second contribution sfsction is to quantify the
combined effects of both equal-power and high-power ugsekjding the limit in the data
rate in the presence of high-power users, and the optirorzati the system performance
by finding the optimal operational parameters. A third cimition of this work is the use
of the power delay profile (PDP) in deriving the variance o MAIl, which makes the
theoretical analysis tractable. This feature in returroégsus to theoretically optimize the

system parameters as shown in this chapter. We presensadéhiin [55].

4.1.1 Decision Statistic

The receiver structure of TR systems employing M-ary PPMh@as in Fig. 2.2. The
receiver signal processing is depicted in Fig. 3.13. Théstmtstatistic of thenth modula-
tion slot is formed by summing the correlation outputs fraateframe, shown in Fig. 3.14.
In this section, we assume there is no high-power users. &tisidn statistic is given by

Mo+ Nm1 + N2 + Ny +Nme,. M=20
Dm= (4.1)

Nm3 + Nms + Nme, m=12..M-1

where the desired slot has a signal compomngnt #Nssl. All the noise terms are de-

fined in the same way as in (3.32) except, which captures the MAI (equal-power inter-
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ference). All noise terms iDy, are independent.

The discussion of the MAI for UWB systems with Rake receiand for binary TR
UWB systems is given in Section 1.2.2. We assume in this degan that the number
of equal-power users is large enough so that the MAI can beoappated as Gaussian
distributed. The decision rule for TR systems with M-ary PB\jiven in (3.33) and the
probability of making a correct decision is given by (3.34he performance in a single
user environment is discussed in Section 3.2.2. We use the satations as in Section
3.2.2 for the noise variance in a single user environmeptas the noise variance for the
desired slot and?, the noise variance for undesired slots with=1,2,...,M — 1. Their
expressions are given in (3.37) and (3.38), respectivelg.ndiv go to the details for the

variance of the MAI termpe.

4.1.2 Interference From Equal-Power Users

As in Section 3.1, we replace the spacing of the desired Tb(slérwith Ty for con-
venience of analysis. To analyze the MAI effect, we first cdasthe situation where
one signal from an equal-power interfering user (Wit = E(Y = Ey) collides with the
desired user’s reference signal. The received signal fleenfitst signal pair of the first

symbol { = 0) can be written as

+n(t) (4.2)
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The time offset between reference signals of user 1 and wigr, = (c(()”) - 81))Tc+
1, wheret™ is a uniform distribution within the intervdD, T;]. The offset between
data-bearing signals i = (¢} — i) Te+ T\ — Ty + (1Y = 1{7)3+ . If the design
of {Td(“)}l']'il together with the equiprobable transmitting symuéﬁ’% €{0,1,...M -1}
makesr:j independent of'u, the reference signal and the data-bearing signal areteffey
equal-power users independently. Assume the signal froegaal-power interfering user
lands in the integration interval of the desired user’s nerecorrelator. The possible offset
T, is restricted to the interva0, T;]. The jth correlation,fon r(t)r(t— Tq)dt, is computed
for the desired sloQo; = [jTs + Tq + cgl)Tc, JTe +Tqg+ cgl)Tch'ﬁ]. After Ns correlations

and the summation of the outputs, the desired slot has amtutp

E
Do = ?S Ns€1 + No1 + No2 + Noa + Noe (4.3)

where the Gaussian random variabig due to multiple-access interference is the sum-

mation of Ns independent random variablése(j)}'j\'ial. This random variablee(j) is

expressed as

Ne(j) = Nem-+ Nen
Es (D) () (4 _ (V)
= — t I—1 dt
> Jy, 9" 0g )
/2 [ 9O —19)n()dt (4.4)
2 Jay,

wherenegmresults from the collision between the the signal of therfeteng useru and the

signal of the desired user, angd, corresponds to the noise caused by the cross correlation
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between the interfering userand the thermal noise. In [14], the variance of this Gaus-
sian random variable is given usig’ (1), its auto-correlations and cross-correlations. To
yield a more straightforward mapping between the numbegoékpower usersle and the
varianceo? = Var{npe}, we try to obtain an explicit relationship between thesapaters.
Inspired by the work in [13], we seek a solution by using the/@odelay profile (PDP) of
the channel.

It is easy to show that the MAI termye has zero mean. The variancéof Nge CONtains
two parts

02 = Nso2+ NsO2, (4.5)

whereo?,, = E{nZ,}, 02, = E{n3,}, and are given by

2 E\* ([T 0y <y
O'em = E (7) ( g (t)g (t—'l' )dt) (46)
hJ(U) 0

| 2
02y = E {%( OT g(“)(t—t(”))n(t)dt) } (4.7)

h,‘[(u)

WhereEhJ(u) denotes expectation with respect to the channel and themadelayt (V.
We first calculate the value farZ,, by introducing the power delay profile of the chan-

nel, Py(t), which is defined as

Ph(t) = E{ ) <t)]2} (4.8)

The power delay profile for a dense multipath channel typicgans hundreds of nanosec-
onds for UWB communications. Therefore we assuig) is approximately constant

within the support of the narrow pulg®t). Substituting the channel model in (2.1) in the
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definition of P,(t), we have

L-1

A(t) = 3 E{(a|”)23(t—1") (4.9)

=0

The variance ohem (0%,) in terms of Py(t) is calculated by substituting (4.9) into (4.6).

With some manipulation, we can writg,, as

Gem: ZSZ {/TI/TIE{Q )}

xlﬁ{g(“)(t—t(“))g(“>(v—r(“))}dtdv} (4.10)

The two parts in (4.10) have the same form and can be obtaged a

L-1L-1

EgVePv) = Y zE{on (t—1")pv—1)

I=01;=0

@ 1)\ 2 1 1
S zE{(aP)}p(t—TP>p<v—TP>
=0
= RO *[pt)p(v)]
(a2) 1

S
where Ry(t) = st T, p(v)p(v—t)dvis the normalized autocorrelation function of the
transmitted pulse(t). The first approximation (al) is based on the assumptionttieat
channel has uncorrelated scatterfE\{;xl(l)al(ll)} =0 forl # 11. The second approximation

(a2) comes from the assumption that the PDP is approximateigtant over the narrow

support of the autocorrelation functidp(t). Substituting the approximation (4.11) back
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into (4.10), we obtain

2 T
0= (5) /! R%(V)dVE{ Pn(t)Pn(t—T(u))dt} (4.12)
2Ns ) J-7, w o
From (4.12), it is straightforward to obtain the variangg, as
E.\2
o2n=a (2—,\1) (4.13)
wherea = acap and
1 /T /T
aG = = / Ph(t)Ph(t — T)dtdr (4.14)
TiJo Jo
Tp
op = / RA(t)dt (4.15)
_Tp
(4.16)
Similarly, the second part af? is obtained as
Es \ N
2 _pf =)0
Gen—B(ZNS) > (4.17)
wheref is the channel parameter defined as
1 /T /T
B= = / Ph(t — T)dtdr (4.18)
TiJo Jo

To this point, we assume in the analysis that there is onefénteg signal waveform
within the support of the desired reference signal. Thigltesan extend to collisions with

Ne equal-power user waveforms. The collision probabilitpis 2T, /T;. The desired data-
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bearing signal is also vulnerable to collisions with the sgrobabilityp. When collision
occurs to both the desired reference signal and data-lgesigmal, the probability i$?.
Therefore, the variance of the Gaussian random variableatiee MAI with Ne equal-
power users is

05 = Ng(2Nep + NG p?) (05 + 051) (4.19)

4.1.3 Error Performance

Since all undesired slots have the same integration timaeslésired slot, each un-

desired slot has the same equal-power-user interfererite Variance{02,.jm_1) as the
desired slot, making?, = 03. The mean of the decision statisbg, in (4.1) is

Efto} =5, m=0

E{Dm} = (4.20)

0, m=12..M-1

and the variance of the decision stati€dig is given by

2 2
o5+05, m=0

E{D2}=¢{ ° ° (4.21)
02+02%, m=12.,M-1

The probability of a correct decision thus has the same farimn §3.41) and is given by

M-1
y

\/ 0%+ 03

wheregp(y) is the PDF of the Gaussian random variable with m%mmd variance? + 2.

Pe= [ |1-0Q Goly)dy 4.22)
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4.1.4 Union Bound

A union bound for BEP of TR UWB systems in an equal-power envinent is

Pv < (M—1)PHD; > Do}

~ (M-1)0Q Ho (4.23)
\/ 05+ 0%+ 203

For a given BEMR,, taking (3.43) into the bound and denoting the inve&p$e function as

Q*(-), we get

Q1< P ) > KEo/2 (4.24)

k-1 ] = > 5
\/ 0§+ 0% + 203

To put the most stringent requirement on the system, thesgléy sign in (4.24) is dropped
and the equality operation is used in the following. TakiB$7), (3.38) and (4.19) into

the equality in (4.24), the number of equal-power uddyss obtained as
Ne(k, Tf) = p~'z (4.25)

wherez = <\/17§ — 1) , and

2 (Nk?y? — 2ky—c)
K22+ Bky

&= (4.26)

P, -2 E . .
andn = [ZQ*1 (F)] , k=1log,M, y= N—g ¢ = NsWT. Note thatNe(k, Tf) is an in-
creasing function ok.

Given aB, and a modulation orde¥l, the numerator in (4.26) determines the critical

value ofEp/Ng that must be achieved by the system. The problem can be vigaradwo
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different perspectives: fixing the symbol rd® and fixing the bit rateR,, which lead to
different forms forNe in (4.25). FixingRs, the collision probability ip = 2T—Tf' = 2NsT| R,
while fixing Ry, p= % For both scenarios, the condition (2.11) must hold.
Asymptotically, asy = Ep/Ng approaches infinity, the number of equal-power users

that can be supported by the system is obtained from (4.25)4R26) by lettingy — co.
The asymptotid\e is inversely proportional ttls andM for a givenRs andR,. Therefore,
there is a certaifp/Np level, beyond whici\e is flat. WhenR,, is fixed for allM, taking

p= ZNS—EbT' into (4.25) and lettingy — o yields the asymptoti®e, which increases with

M.

The network throughput\, users) can be calculated as

k
2T Ns

Reot = Ne(k, Tt )kRs = z (4.27)

whenRs is fixed. The same expression is obtained for the total bétoathe system when

Ry is fixed.

415 Ep/Ngand R, Constraints

We can solve the frame lengih by substitutingp = 2T, /T into (4.25). Suppose the
target number of equal-power usersNg. Also taking into account of the constraint in
(2.13), we have

2TiNet/z, Net < £2MTina<
T — et/ et = T, m (428)

2MTngs Otherwise
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The second expression fof arises when the valuelNgt/z in the first expression of
in (4.28) is smaller thanMTygs In this case et < %2“+1de;), the frame lengtfis is

given by the modulation constraint. Under this situatior,define the difference
1 ki1
One (K) = f2 TmdZ — Net (4.29)

as the additional number of users that the system can sulpgyond the valudlg;. Using

the relationshigR, = kRs = k/(NsTs ), we have

K kK 1
—mi _ 4.30
Ry = min { 2NNeT, 2 M 2N3des} (4.30)

Another parameter of interestk,/Ng which, according to (4.25) and (4.26), is given

by the roots of the quadratic equation

(n=nag) G2~ (54018 ) (k) —c=0 @31)

wheren; = 3 [(Nep+1)?— 1]. Equation (4.31) has a positive root figr-n1 & > 0.
These two variations of (4.25) can be used to address thenfioly two issues of com-

munications:
e To determine the achievable data rate as a function of sysisources.

e To determine the requirell,/No for the system to achieve a given BEP.
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4.1.6 Numerical Results

In this section, numerical results are presented usingah@ts from previous sections.
The transmitted pulse is the second derivative of the Ganssobnocycle with pulse width
0.7 ns [33]. The pulse parameter defined in (4.16) 4s= 0.15. The CM1 channel model
from [56] with the channel delay spredgqs= 50 ns is used in this section. The receiver
has a one-sided bandwiditi = 4 GHz. The optimal integration time is found to be=
25 ns for this channel model. By generating 100 realizatioinghe CM1 channel, the
power delay profile is obtained and the two parameters asgocvith it are calculated:

0c=0.0108 and3 = 0.1248.

Error performancefor equal-power users

Fig. 4.1 shows a plot of the BEP performance of TR UWB systenaniequal-power
user environment from (4.22), (3.42) and (3.43). The nundfezqual-power users in
Fig. 4.1isNe = 1000. For a fixed symbol rate, increasing the modulationravtlencreases
the bit rateR, while the BEP performance is also increased as seen in Hig.#he bit
rateR, for M = 32 is five times as that favl = 2 while the requiredt, /Ny is decreased by
6.0 dB atP, = 10°. As the number of equal-power users increases further t0,20@ as
M increases from 2 to 32, BEPs in Fig. 4.2 begin to form a floors Tloor level increases
with increasingM. We see from Fig. 4.2 that increasiiM does not always result in an
increase in performance, depending on the availgpl®&lp and the number of equal-power

users in the network.
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Union Bound

Using the union bound, a relationship between the numbeyudlepower usersl, the
bit error probabilityR,, the modulation orde¥, andEy /Ny is obtained in (4.25) when the
symbol rate is fixed. Fixing}, = 10~° and the symbol rat& = 20 Ksps,Ne is plotted
as a function ofgp/Ng andM in Fig. 4.3. Three regions can be identified in Fig. 4.3.
System behavior in region 1 is determined by the asymptoligan (4.25). In region
3, the system behaves like a typical orthogonal modulatihvesie where at fixeHy/Ng
higher order modulation has better BEP performance. Irore@i the total interference
power is comparable to that of the desired signal. There i&xed pattern for the number
of tolerable equal-power users for differavit

When the bit ratdr;, is fixed, the number of equal-power users that can be sugporte
by the system is plotted in Fig. 4.4. As the modulation ofdeincreases, the number of
tolerable equal-power uselg increases at the data rdg = 40 Kbps. This is because the
frame timeT; is increasing wheM increases, weakening the effect of equal-power users.
A flat region is also seen in Fig. 4.4 Bg/Ny is large.

The total system throughput whé& is fixed is the same as that whByis fixed and

is plotted in Fig. 4.5.

Discussion of tradeoffs

For a given bit error probability,, tradeoffs can be made among system parameters
like modulation ordeM (complexity),E,/No, the number of equal power uséds, and the
total system throughput. For a given environment, therais@imal integration timé.

For exampleT, = 25 ns was found to be optimal for the CM1 channel used in tluB@e
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If the system operates in region 3 of Fig. 4.3, wiNyis given, with a smalE,/No, larger
M (higher complexity) is preferred, thus the system havinggaér throughput seen from
Fig. 4.5.

If the system is in region 1, performance is limited by inéeeince. Tradeoffs can be
made between complexity, the number of uddgsand the throughput. For example, if
a large number of users with a low data rate is desiMd; 2 is preferred. Tradeoffs in

region 2 areEp /No dependent.

Fundamental Aspects

Two fundamental aspects addressed in Section 4.1.5 ateglatFig. 4.6, Fig. 4.7 and
Fig. 4.8. Shown in Fig. 4.6 is a plot of the data r&gof TR UWB systems using M-ary
PPM in the CM1 channel witNe = 1000 equal-power interfering users, operating at the
targeted?, = 10~° andEp,/Np = 20 dB. Note thaM = 2 can not be supported under these
constraints. For a giveNl, increasing the repetition factds decreases the data rate as
predicted by (4.30). At a giveNs, if Ry is the first term in the min operator of (4.30), the
data rateR, increases witiM. If Ry is the second term in (4.30, decreases witM. We
see in Fig. 4.6 that dtl; = 1 andM = 256, the data rat&, is determined by the second
term in (4.30).

Fig. 4.7 shows the actual number of equal-power users thaytstem can support with
the same setting of Fig. 4.6. We can see that for the v&lues128,M = 256 andM = 64
whenNs > 3, the data rat®, is obtained from the second term in (4.30). Thus for these
settings, the actual number of supported equal-power iskks+ Oy, (k) where the target

number of users et = 1000. For a giverM, if the data rateR, is determined by the
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basic constraint of the modulation, the number of suppogtpaal-power users increases
with Ns at the giverE,/Np. This is because the frame time is fixed for a sped¥fito be

Ts = 2MTmgsin this situation. At the givelt,/No, increasing the repetition factor spreads
out the energy further in the time domain, thus reducing tiexgy per pulse. This results
in a smaller variance due to MAI. Therefore, more equal-paygers can be supported.

Fig. 4.8 shows the requireBy,/Np to achieveR, = 60 Kbps and®, = 107° in the
CM1 channel withNe = 1000 equal-power users. Note that Mr= 2, only atNs = 1 and
Ep/No = 30.5 dB can the system suppdyt = 1000 users and achieW = 107°. From
Fig. 4.8, we also see that fbk > 5, the system witthM = 4 cannot achieve the target. At a
fixed Ns, the requireds,/Np is smaller asM increases. For a givev, the requireds,/No
increases with increasing repetition fachdy.

From Fig. 4.6 and Fig. 4.8, we see tiNit= 1 yields the largest possible data rate and
requires the smalles,/Np for all M to achieve the same target. This is in agreement with
the analysis in [14] whers = 1 is considered the optimal repetition factor in terms of BEP
performance. Here we show from two different perspectiliaswhen there are only equal-
power users in the network (namely a network with perfect @ogontrol), concentrating
the transmitted energy as much as possible is optimal wsiieret to the system parameters

such as bit error rate, data rate, &gl No.

Combined Effects of High-Power and Equal-Power Users

ForE,/Np = 20 dB, Fig. 4.9 shows the BEP performance as a function ofgpetition
factorNs. The symbol data rate i3s = 20 Ksps for all values a1 andNe = 2000 equal-

power users are present. Wil = 4 high-power users, we see the BEP for each value
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Figure 4.1: BEP for TR UWB in an equal-power user environm@elid lines) and
single-user environment (dashed lines). The number oflguuer users iNe = 1000.
T =25 ns,Ns = 3, Rs = 20 Ksps.

of M (exceptM = 2) decreases first witNs and then increases. FM = 2, the system
is in the noise-limited region instead of interferenceftad region. ForM > 4, there is
a repetition factoiNs which yields the best BEP performance. Larger valueMlofields
larger optimal values oNs, better BEP performance, and higher bit rates. The optimal
repetition factorNs > 1 shows a new transmission strategy for TR UWB systems in the

presence of high-power users.



91

=L
TSR
WkEoRN

N O
I

-2

10

BEP

-3

10

10

[‘? \

\
[ \
20 25 30

10_ ! ! !
15
E,/N(dB)

Figure 4.2: BEP for TR UWB in an equal-power user environm@olid lines) and
single-user environment (dashed lines). The number oflgouaer users isNe = 2000.
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4.1.7 Conclusion: TR Systems

In networks without power control, the performance of TR UWWBtems employing
M-ary PPM is evaluated. The PDP of the channel is used inmbtathe variance of the
Gaussian random variable due to multiple-access interéereA union bound is used to ob-
tain the number of supported equal-power users. Two fundéaheommunication aspects
are investigated. Combined effects of both high- and egoaler users are quantified. Us-
ing the analytical techniques developed for TR UWB systentis M-ary PPM, tradeoffs
are evaluated with respect to the system paramegyS\p, the number of equal-power

users, the BEP level, and complexity.

4.2 FSR UWB Systems

Slightly frequency-shifted reference (FSR) systems aop@sed in [39] to overcome
the need for the wideband analog delay line, while still reimng the benefits of TR
systems in avoiding channel estimation. In this sectioninwestigate the multiple-access
(MA) performance of FSR UWB systems. One contribution o tork is the develop-
ment of an analytical technique for evaluating the perforoeeof FSR UWB systems with
multiple users. Both AWGN channel and multipath channelditions are considered in
the theoretical analysis. Due to the receiver structureSR £JWB systems, the multiple-
access interference (MAI) is much more severe than the MAIRNJWB systems. When
the MAI dominates, the number of supported users is analiarea given BEP level. The
relative multiple-access performance of TR and FSR systemerived under an AWGN

channel. To investigate the effects of the MAI in a multipatfannel, the power delay
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profile (PDP) of the channel is incorporated to obtain a &ilet analytical expression, the
same analytic technique used in TR UWB systems. For nun@abeulations, we obtain
PDPs from channel realizations of the IEEE 802.15.3a [5@]IBEE 802.15.4a [57] UWB

channel models.

4.2.1 Decision Statistic

The signaling and receiving of FSR systems is discussed ¢tidde2.4 where a re-
ceiver structure is also presented in Fig. 2.4. As assunst, Liis the desired user and
synchronization is established for user 1. The FSR UWB wecdor user 1 squares the
received signal and then multiplies it with a cosine signihvrequencyfo = 1/Ts before
the integration operation [39]. Sampling the integratiotpot of each frame and summing
the Ns outputs gives the decision statistic. For notational siaiy] we consider the first

symbol { = 0) of user 1. The decision statistic is given by
Ns—1
o=y / V2 cog 2ot )r2(t)dt (4.32)
=0 7%

whereQ; = [Tt +cg1)TC, LK +c§1)TC+T|], T, is the integration duration, and the received
signalr¢(t) is given in (2.18). Decomposing the right side of (4.32), vaéain the desired

signal partin (4.32) as

Ns—1

rg = ,; /Q | V2 cog2mfot) [r&”(o,t)rdt (4.33)
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wherer&l)(o,t) is the received signal of symbol 0 from user 1. Define the dvererfer-

ence signal (t) by the following

Ny

I(t) = ;r&)(o,t—r(“)) (4.34)

U=

wheret in r{”(0,t — 1) is the time asynchronism between useand user 1. By

assumptiont™® = 0 and{t™ £ 0} (u+# 1). Usingl (t) to decomposey, the MAI in the
p g p

jth integration ofrg is given by

rl(j):rl(j71)+r|(j72) (435)

where
0,1 = 2 /Q V2cog2mft)rl (0,61 (t)dt (4.36)
r(j,2) — /Q V2 cog2mfot)1 (1)t (4.37)

The thermal noise related term from tljgn integration ofrg has three components given

by

n(j) = 2/9_ﬁcos{anot)r&l)(O,t)n(t)dt
+2 /Q V2cog2mfot )l (t)n(t)dt

+ / V2 cog 2rthot)?(t)dt (4.38)
Qj
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We can rewrite the decision statistigin (4.32) as

Ns—1

ro=ra+ Y [n(j)+n(j)] (4.39)
0="d j;) |

In the evaluation of the performance of FSR UWB systems, tAe¢ férm y ;r(j) can
be modeled as Gaussian when the number of interfering us&g)e, evoking the central
limit theorem. We investigate FSR UWB system performansaigsng that the energy

allocation are the same for all uség” = E\" = E/2.

422 MAI in an AWGN channel

In an AWGN channel with synchronization of the desired ustalgished, and setting
the integration timd; = Ty, the receiver collects all of the energy of the desired LiBee

received waveform (without thermal noise) for usas
rW a0 =xY (it — 1) (4.40)
The useful signal componeny in (4.39) is easily calculated as
rg = dSVEs (4.41)

The MAI termr,(j) has two parts given by (4.36) and (4.37). The first part (46) an
equivalentin TR UWB systems except for the low-frequencsime term. The second part
in (4.37) has no corresponding term in TR UWB systems. Nod¢ tile MAI power is

larger in FSR than that in TR UWB systems because of the sduaterference signal in
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(4.37). We first calculate the interference power in (4.37gan be shown that the mean of

ri(j,2) is 0. Let the bolck denote the vector consisting of the variabjes), x®, ...}, The

variance ofr|(j,2) is given by

ot (},2) = E{rf(j,2/do,T;} (4.42)

where

rf(j,2do,Tj)
Esz Nu Nu Nu Nu

PIPIPEP)

S U1=2up=2U3=2Ug=2

Rp(TEu;L) , TEUZ))Rp(TgU3) 7 T§U4))

Q

xA(], U1, U)A(j, Us, Ug) oS’ (2rtfo Ty ) (4.43)
The definitions for terms in (4.43) are

.
Rp(vi,v2) = Ns Opp(t—vl)p(t—vz)dt (4.44)

) 1 )
A(j,u,up) = <\/;+ bg)ul) cog 2rtfoj Ty ))
1w -
X > + by * cog2mtfpjTy) (4.45)

The new random variablr:‘(”) =14 (cgu) — cgl))TC in (4.43) is independent in each frame.

In approximating the variance of( j,2), we use the fact thats is large which makes the

cosine function almost constant during each frame. Toifatal further calculation, we
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make the following denotations

Ep(T) = Rp(T,T) (4.46)

Rp(T) = Rp(0,T) (4.47)

Note thatR,(1) is the normalized autocorrelation function of the puge). We first take
the expectation of?(j,2|do,Tj) with respect taj, then with respect tdo, and then sum

the results to obtain

(4.48)

wherep; = 2T—Tfp Ne = Ny — 1, andx is the expectation of, X = E{x}. The last term in
0?(2) is much smaller than the second term due to the nature ofiturscin the expectation
operations. Similarly, we obtain the variancergfj,1) in (4.36) and sum oveXs frames

yielding

13E2 -
of(1) = 5 g (NePRR(T) (4.49)

The variance of the MAI (the interference power) is given by

02 = 02(1) 4+ 02(2) (4.50)



105

The variance of the thermal noise component is calculatbe to

, Ns—1
oy = Var{ ) n(j)}
2

5
= 5EsNo[1+ (Nep1)an]

2
+WNToNE (4.51)
and

The BEP for FSR systems witle = N, — 1 interfering users can be written as

Es
\/ 0%+ 02

To compare the BEP performance to TR systems with the saragraat and symbol

Po.rsr=Q (4.53)

energy, we use superscript ‘t’ to denote the repetitiondiaand the frame length for TR
systems:N. and Tft. To keep the same data rate between these two systems, we have
N{ = Ns/2 andT} = 2T¢. The BEP for TR systems can be obtained by substititinand

Tl into (4.22).

A parameter which is of interest in evaluating BEP is the pealse-energy-to-noise
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ratio €/Np. For FSR and TR UWB, the relationship betwdgyiNg ande/No is

Es fsr Nt €
' = — 4.54
No 3/2++2No #:59)
Estr €
—— = 2Nf{— 4.
NO ftr NO ( 55)

Whene /Ny is the same for both systems, we see that FSR systems Hay®&a4.65dB
smaller than TR UWB systems, which translates into a BEPatkgion of FSR systems
compared with TR systems.

In (4.53), when the MAI dominates, the number of interferuggrs that can be sup-

ported is obtained for a given BEP lev) and is given by

e L 25056+ 52017 2+ 8N
et P1 2601 es 1392aes
25Gse+52(1r
_oemser verr 4.56
260¢s ) ( )

(4.57)

whered = Q1(R,) (the inverse Q functionljse= %, Oes= (Ep(t))z, anda;, = %.

The last term in (4.48) is dropped in the above calculatiosupiported users because it is
very small compared with the second term in (4.48) for narpages such as the second
derivative of the Gaussian pulse. The corresponding nurabsupported users can be

found by analyzing the union bound (4.23)

1 / N¢
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The relative multiple-access performance of these tweesystcan be evaluated by taking

the ratio ofNetr andNe tsr at the same data rate akgl/No, obtaining

~ Netr

K=
Ne,fsr

(4.59)

4.2.3 MAI in Multipath Channels

Using the PDP of the channel and assuming #t) is constant within the short
duration of the pulsg(t), the desired signal part and the variances of the interéeraemd

noise components in (4.39) are calculated below. Firstdésired signal component is
— adVE 4.60
Fdmp OsOy “"Es (4.60)
where
Ti
s = Ph(t) coq 2mtfot )dt (4.61)
0

We see that the energy collection is determined by the iategrtimeT, and the frequency
offset fo. The variance of the thermal noise related random varialea sum of variance

of n(j) in (4.38). We give this result as

oﬁ’mp = 07,4 0%, (4.62)
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where

02, = 0%,+0% (4.63)

02, = WNTNS (4.64)

i 2 2
The expressions fary; andog, are

1
051 = 2ENo-+ 01 > EsNo (4.65)
0%2 = Nep
1
X [0n12- 2EsNo + 013z 5 EsNo] (4.66)

where the probability is defined before ag = ZT—Tf' and

Ti
Oniy = /0 Ph(t) cog4Ttfot dt (4.67)
1 T/
Gniz — f/o /O Ph(t — T)dtdt (4.68)
Opiz = TE/OTI /OTI Ph(t — 1) coq4mfot)dtdt (4.69)
|

Here we also assume thhtis chosen so thajt)T' Ph(t)dt=1 as in the TR case.
The first MAI termr, (j, 1) in (4.36) results from the interfering signal correlatedtwi

the signal of the desired user. The variance, 0f, 1) summed oveNs frames is given by

0-Iz,mp(]-) = (Nep)—sdp

9
X (éamll‘F 20m12) (4.70)
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wherea, is defined in deriving MAI variance for TR systems@s= fjf’rp R%(t)dt and

1 /T /T
am1 = /0 ALTGLYEET (4.71)
1 /T
Omi2z = f/o /o Ph(t)Ph(t—1)
x cog4rtfot)dtdt (4.72)

The other MAI termr (j,2) in (4.37) results from squaring of the MA interfering signal
which does not appear in TR UWB systems. The variance of J413Mmed ovelNs frames

is approximated as

E2 17
0-I2,mp(2> ~ (Nep)—sap (—szl—l—zamzz)

Ns 4
E2 /25 9
+(Nep)WSS <§sz3+ éGmZ4)

E2 /13 5
+(Nep)2 =2 (—a +=a ) 4.73
(Nep) N, | g 0mes+ glimes (4.73)
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where

1 /T
Omp1 = —/ Ph(t—t)dtdr
0

T T
Omp2 = T|/I l t—r ) coq 4rtfot)dtdt

1

Omp3 = f/ol {/OTI Ph(t—t)cos(ZHfot)dtrdt

T[T 2
Ompq = T%/o {/o H,(t—t)sin(anot)dt} dt

1 /T /T 2
o {?. /0 /0 pn(t—r)cos(znfot)dtdr]

1 /T[T . 2
Ompe = [f/o /o I%(t—r)sm(anot)dth}

The MAI variance of FSR systems in multipath environmentgven by
0-Iz,mp = 0-I2,m p(l) + o-I2,m p(z) (4.74)

The BEP for FSR UWB systems in a multipath channel is thenrgioye

I:)fsr,mp: Q ( asEs ) (4-75)

\/ I mp"’on mp

4.2.4 Numerical Results

In this section, we evaluate the MA performance of FSR UWRBesys relative to TR
UWB systems. The second derivative of the Gaussian pulsgeid with the pulse width

Tp = 0.7 and the pulse parametey = 0.2877 [54]. In an AWGN channel, the optimal
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integration time isT) = Tp,.

Fig. 4.10 shows the ratiwbetween the number of supported users of TR and FSR UWB
systems at a data raRy = 50 Kbps. We see that at the desired BEP levahpf 1074,
the ratiok decreases with increasing repetition fadtgr Within the interested range 0k,

TR UWB systems can support more users than FSR UWB systemdreee Fig. 4.10.
For example, witiNs = 20, a TR UWB system with the parameter setting as in Fig. 4.10
supports five times as many users as a FSR UWB system.

In Fig. 4.11, the MA performance is plotted verdts/Ng given different numbers of
supported users. The solid line and the dashed line arenipkedink BEP for FSR and TR
UWB systems. Here we sbk = 5.5N¢¢ to investigate the MA performance. These two
systems perform almost the samePgt= 10~% with TR UWB supporting a factor of .5
more users than FSR UWB systems, which is expected from Fi§.atNs = 20.

To illustrate the performance of the FSR UWB system in a rpatti channel, we use
the CM1 channel [56] and the office NLOS channel (CM4) [57]eThannel models are
used to generate corresponding PDPs, which are employadtlayalytical technique. The
MA performance is shown in Fig. 4.12 and Fig. 4.13. Also shawig. 4.12 and Fig. 4.13
is the performance of TR UWB systems in the same environméhe integration time
for the CM1 channel i9) = 25 ns while the integration time for the CM4 channel [57]
is T} = 75 ns. These integration intervals are chosen such thalynsaof the desired
signal energy is collected (up to 99%). The larger delayagia the CM4 channel and
corresponding increased integration time interval resualta reduced data rate to maintain
the same performance.

We see that TR UWB systems support more users than FSR UWR: aathe data
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rate andE,/Ng. The disadvantage of FSR UWB systems comes directly fronsdoare

operation in the receiver.

425 Conclusion: FSR Systems

Multiple-access performance of FSR UWB communicationgesys is presented in
this section. Expressions are derived giving the perfoceanf FSR UWB systems in
AWGN and multipath channels and numerical results are ptege One result is that the
simplicity of FSR UWB systems comes with a considerable ¢&dn in the number of

supported users when compared with TR UWB systems.
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Figure 4.10: The rati@ between the supported users for FSR and TR UWB in an AWGN
channelN{ = Ns/2, Ty = T, = 0.7 ns,R, = 50 Kbps,p, = 10~%.
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Figure 4.11: BEP for FSR and TR UWB witKe tsr = 0,169,339 (solid line, circled
line, and stared line respectively) and the correspondligg = 5.5Ne tsr. N = Ns/2,
Ty = 0.7 ns,Ns = 20, R, = 50 KbpsW = 4 GHz.
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Figure 4.12: BEP for FSR and TR UWB wille rsr = 0,40 (solid line, circled line)
and the correspondinietr = 30Ne fsr. The multipath channel is CM1 from 802.15.3a.
N. = Ns/2, Ti = 25 ns,Ns = 20, R, = 20 Kbps W = 4 GHz.
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Figure 4.13: BEP for FSR and TR UWB wille rsr = 0,40 (solid line, circled line)
and the correspondinietr = 30Ne fsr. The multipath channel is CM4 from 802.15.4a.
N. = Ns/2,Tj = 70 ns,Ns = 20, R, = 10 Kbps W = 4 GHz.
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Chapter 5

Near-Far Resistant Synchronization

In this chapter, symbol-level synchronization is studiedd@WB systems in the pres-
ence of the near-far problem. Power control is not assuméaeimetwork contrast to the
current literature. The near-far problem dramatically rdelgs the performance of syn-
chronization for UWB communications. We propose an easyAjgdement procedure to
suppress the interfering waveforms from high-power usetisaut requiring their spread-
ing codes. Following the suppression process, we proposealimension-based method
to determine the code phase (acquisition) for the desired Detailed issues related to the
suppression and dimension detection technique are pesseStmulation results are pro-
vided to show the superior performance of the near-far tasisynchronization procedure

proposed in this chapter when compared to the best alteenfatim the literature.
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5.1 ML Synchronization

Direct Sequence (DS) UWB systems are considered in thistehafBy assuming
low cross-correlation levels among all spreading codes,s§nchronization problem of
DS-UWB systems is decomposed into parallel estimationlprob for each user by ap-
plying the ML criterion [49]. The received signal for UWB dgss with N, users is
given by (2.3). The objective of the synchronization fuantat the receiver is to estimate
1= [t 1@ .. 1] at the symbol level (coarse acquisition).

As shown in [49], if all the spreading coddsl")}*, have sufficiently low cross-
correlation levels, the ML estimate of the delaycan be decomposed to a single-user
estimator as if users were not interfering with each oth&er&fore the spreading code of
user 1 is applied to the received signal to extract the tinmifigrmation for user 1. For
ease of illustration, we drop the superscript for user 1 fone parameters in the following
analysis. Denote the block length of the code for all usetsethl. The optimal receive

symbol-waveform estimate for user 1 can be found to be [49]

,.. 1 M-1
t;1 =M Z)d (t+iTs+71) (5.1)

wheref is the trial value oftY. The optimal delay estimate is given by [49]

Ts
1= arg max/ [G(t; T)]2dt (5.2)
fel0, MTy /0

The form of the symbol-waveform estimate at trial position (5.1) is like the de-spreading

process in CDMA systems where chips are multiplied by theesponding codes. Here,
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starting from the trial positiof, the received symbol segments are multiplied by the corre-
sponding codes and folded back to form a symbol-waveforrmest. Fig. 5.1 and Fig. 5.2
show the difference between the modulation schemes of atioval CDMA systems and
the UWB systems considered in this chapter, which also tadifferent de-spreading pro-

cesses at the receiver.

Figure 5.1: The relationship between chips and symbols BRIVI8 systems: One symbol
is divided into multiple chips.

Figure 5.2: Each symbol in UWB systems has multiple pulseshiSymbol is multiplied
by the corresponding code value.
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In Fig. 5.1, one symbdd (i = 0,1 in this figure) is divided intdM = 10 chips. The
symbol is multiplied by the code waveforms (square wavetormthis example) at the
transmitter. At the receiver, the same code waveforms agd ts de-spread the received
signal for each symbol. The UWB signal shown in Fig. 5.2 Ngs= 3 pulses for each
symbol. The pulses of each symbol are multiplied (or mo@ualpby the corresponding
code. At the receiver, the entire symbol waveform is mukighby the corresponding code
value as indicated by (5.1).

The detection process shown by (5.2) is an energy detediinargies of the symbol-
waveform estimates from different trial positions are camgal and the delay corresponding
to the largest energy is selected as the estimate of the délayn this chapter, we focus on
the coarse acquisition stage where the symbol-level timanthe code phase information,
is targeted. For notational convenience, we call the proeediven by (5.1) and (5.2) the
ML energy detection (ML-ED) since the values of energy fraiffedent trial positions are
compared.

Fig. 5.3 shows the symbol-waveform estimate with the ML pssing without sup-
pression when there is one equal-power interfering use. 3B (a) is the symbol wave-
form estimate at the correct code phase. We see the signaddl filames in a symbol
are restored and appear in the correct positions correspgmal the time-hopping codes.
Fig. 5.3 (b) shows the symbol waveform estimate at an incbiwede phase. The esti-
mate is basically noise, which is expected. Viewed from tgea space perspective, the
maximal-likelihood energy-detection method (expressgd®l) and (5.2)) projects the
received signal into the signal space of the desired useceShe codes have low cross-

correlation values, the leakage of the interfering sigmatis the desired signal space is
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Figure 5.3: Symbol-waveform estimate using the ML proaggsvithout suppression for
for user 1 in the presence of one equal-power interfering, dge= 1, N, = 0. Parameters:

Ns = 5, Et()l)/No =5 dB, Ty =40 ns. The interfering user has a delay of 20 ns relative
to the desired user. Time hopping codes for the desired uskthee interfering user are
uniformly distributed within[0, 38| (T = 1 ns), and are recorded &0, 37,15,35,32]
and[30,9, 22,13, 35 respectively in generating the waveforms in this figure. Thannel
model is taken from the CM1 realizations in [56].

negligible. The decision process (given in (5.2)) basedhenenergy of the symbol esti-
mates at different trial positions (different code phasgsjot affected by the interfering
users. This is seen from Fig. 5.3 where the energy of the syeshionate in (b) is less than
that of (a). This ML-ED procedure (given in (5.1) and (5.20Qrks for a multiple-access
environment where interfering users have power levelslaimo or lower than the desired

user. ldeally, if the cross correlation of cod%;ﬁ”)} is zero (orthogonal), the ML criterion
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always yields a high probability of acquisition.

Note, however, that there are practical situations thatdestroy the low leakage level
from interfering signals. One important example is when eolevels are not regulated. In
this case, we find that the synchronization function failse tb the relatively large leakage

of high-power interfering signals into the desired signah&e. The symbol-waveform
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Figure 5.4: Symbol-waveform estimate using the ML proagsgsvithout suppression for
user 1 in the presence of one high-power interfering bget 1, Ne = 0. Parameterdys =

5, Ek()l)/No =5 dB, Tt =40 ns. The high-power user has a power level 20 dB larger than
the desired user and has a delay of 20 ns relative to the dasser. Time hopping codes
for the desired user and the interfering user are uniforrmgyriuted within[0, 38| (T =1

ns), and are recorded &R0, 37,15,35,32] and[30,9, 22,13, 35| respectively in generating
the waveforms in this figure. The channel model is taken fromm@M1 realizations in
[56].
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estimate at an incorrect code phase is not pure noise in Hg(d) as it is in Fig. 5.3

(b). The signals from the high-power interfering user aresufficiently suppressed in the
de-spreading process and the leakage is clearly shown irbEigb). The energy of the
symbol-waveform estimate at the incorrect code phase i Higb) is larger than that from

the correct code phase in Fig. 5.4 (a). Therefore, the detmiocess based on (5.2) fails.

5.2 Suppressing High-Power Users

In the previous section, we have shown that in networks wheveer levels can vary
widely, additional effort is needed in order to establishdyonization. In the context of
multiuser detection (MUD), global optimization can be &s@d by jointly estimating the
parameters for all users given that the timing informatiod ¢he code waveforms for all
users are known at the receiver [60]. To retrieve the timirigrmation for CDMA systems
in the presence of the MAI, the authors in [50, 51, 52, 53] @ered either equal-power
environments or employed procedures which involved matperations.

In contrast, we propose in this section a much simpler proeethat allows synchro-
nization in the presence of high-power interfering usegguiring only knowledge of the
desired user’s code. The technique exploits the dispamtepevels between high-power
interfering users and the desired user.

Using the decomposition of the uséds = Ne + N, + 1 (explained in Section 2.1), the
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received signal can be rewritten for analysis purposes as:

rit) = Mil{di(l)@g(l) <t—iTs—‘[(1))

i=
Ne+1

4S5 g Ve (i)
up=2
Ne+Np+1

+ ! dUZ V E(U)gt2) < —iTS—T(u2)>}
Up=Ne+2

+n(t) (5.3)

Note that in (5.3) only the coarse symbol-level signal isvamo The frame-level signal
structure is included within the symbol waveform since we facusing on symbol-level
signal processing at this point.

Suppose the high-power interfering signals are preseheinbserved waveform. Since
the energy level$E (2) l’]‘;i,\ngjzl (from high-power interfering users) are much higher than
the other users, it is easy to verify that the cross cor@tebetween theh symbol and the

i’th symbol { < i’ < M) is determined by

Ne+Np+1 Ne+Np+1 () )
rn(T;i,i") % % d 2) E(u2) E(u3)
Upy=Ne+2 U3 +2

x g2 (t +iTs+ T)g(”3) (t+i'Ts+T)dt

(5.4)

Assume once the interfering user is active, its signal trassion lasts for at leastl sym-
bols. This is a practical assumption since the synchroioizatself requires at least one

block of M symbols. The channels for different users are assumed ttabstisally inde-
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pendent from each other. The channel for each user is alsmaskindependent from burst
to burst but remains constant within the observation irgteof theM symbols. Thus, the

symbol waveforms for one user in different symbol internale approximately the same
except for the possible sign difference as seen in Fig. Shgrevthe first symbol waveform
of the high-power interfering user bears the same form asebend symbol waveform and
has the same sign. Also note that in Fig. 5.5 the desired Isi¢the signals within the two

dashed lines) are buried under the interfering signalsd¢atdd by the dash dotted lines).
Noise is not shown for clearer illustration.

Using this fact that in the presence of high-power usersitire the cross correlation
between different symbols is determined by the waveformghefdominant high-power
users, the signal waveforms from high-power users can beeteah by the following pro-
cedure.

Suppose the sign afy(T;i,i’) is positive as shown in Fig. 5.5. In the despreading
process (5.1), each symbol waveform is multiplied by theesponding spreading code
of the desired user and is folded back into the first symbarual to form the symbol-
waveform estimatg(t; T). Since the desired user’s spreading code is known by the/ezce
the codedi(,l) (i <i’ < M) can be tested to determine if the condittd;(r]i)di(,l) = —1 holds.

This is to test to see if the subsequent symbol has a diffesigntasdi(l)

. If yes, these
two symbols are marked as a pair. When these two symbol wawasfare added after
the corresponding spreading codes are multiplied, theferteg signals are canceled out
and the desired symbol waveforms are coherently combin#teitode phase is correct.
In the same manner, if,(T;i,i’) < 0 and the symbodii(,l) has the same sign aiél), then

the two corresponding received waveforms are also retawtegeh forming the symbol-
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Figure 5.5: Waveforms of duration two symbols at the reaem®en one high-power user

is preseniN, = 1. Parameterd\s =5, Eél)/No =5 dB. The high-power user (large bursts)
has a power level 20 dB larger than the desired user (smadt$urTime hopping codes
for the desired user is set to be all zero and is uniformly ¢egtied for the high-power user
from integerg0, 38 with Tc = 1 ns. Channel model is taken from the CM1 realizations in

[56].

waveform estimate. Note that once a symbol is marked as a ereofla pair, it can not
be used again in another pair. Fig. 5.6 illustrates this ggsdy showing five successive
symbols. The first two symbol waveforms are retained in theifg process to form the
symbol-waveform estimate. The third symbol waveform tbgetwith the fifth symbol-
waveform are also retained because the desired user’s $yméee the same signs and
the interfering symbols have different signs. Dependingvbether the fourth symbol can

form a pair according to the rules defined above, determimesitceptance of the fourth
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Figure 5.6: The suppression process showing bursts fromebieed user (solid) and high-
power users (dashed). Dashed arrow lines indicate pakestsel to result in cancellation
of the high-power interfering waveforms when combined.

symbol waveform.
Mathematically, we can describe the above process as fellolie condition upon

which theith and the 'th symbol form a pair is

C(Ti) = CEi')
1, r(%i,i’)>0 andd®dP = -1

1, m(Eii’)<0 anddPdM =1
C(tf;i) = 0, otherwise (5.5)

where 0<i < M andi < i’ < M. Denote the symbol-waveform estimate using the sup-
pression process ag(f; T) to differentiate it from (5.1) which gives the symbol-wapeh
estimate without the suppression process. The suppregsgmbbwaveform can be written

as

Gs(t;T) = M.Z) CE ) dr (t +iTs+7) (5.6)
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Note in (5.6), for each symba|if a subsequent symbol can be found to satisfig(%;i) =

1, the two symbols are included in the summation and the symlimmarked as used by
settingC(T;i’) = 1, indicating that it is no longer available for inclusionarsubsequent
pair, thus ensuring that each symbol is either used oncescadied. One consequence
of this process is that symbols received earlier are moedylito be paired than symbols
received later. This is a result of a reduced pool of symbuwislable for pairing as the
process evolves.

The selection process described above effectively camceler suppresses the signal
waveforms of the high-power users. Fig. 5.7 shows examgdleyrmabol-waveform esti-
mates using two schemes: Figures (a) and (b) are the maxikei#hbod symbol-waveform
estimates which do not include our suppression procedsrm ([@9]), and Figures (c) and
(d) include our suppression procedure. In both schemesytnéol-waveform estimates at
two code phases are shown, one being the estimate at thetoowtee phase and the other
being an estimate at an incorrect code phase. Ideally, theéalywaveform estimate at the
incorrect code phase should only include noise and no skgmats.

We see from Fig. 5.7 (b) that without our suppression prosgdhe symbol-waveform
estimate from the incorrect code phase has signals prasevery dimension. This is
because the signals from high-power users can not be sofficisuppressed by the de-
spreading processing shown by (5.1). Since no measureska®e to suppress the high-
power interfering waveforms, the ML-ED acquisition based5.2) fails since the energy
of the symbol-waveform estimate from the incorrect codesph{&ig. 5.7 (b) ) is very likely
to be larger than that from the correct code phase (Fig. .Y (a

The symbol-waveform estimates in Fig. 5.7 (c) and (d) sherwo symbol-waveform
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Figure 5.7: The symbol-waveform estimates for user 1 at tadecphases. For (a), (b)
Symbol-waveform estimate based on (5.1). For (c), (d) Symlaveform estimate based
on (5.6). The code used is tid = 31 Gold code. There is one high-power interfering
user signal present. Parametel =5, Et()l)/No =5 dB, Ty = 40 ns. The high-power
user has a power level 20 dB larger than the desired user and telay of 20 ns relative
to the desired user. Time hopping codes for the desired umkthee interfering user are
uniformly distributed betweerfD, 38 (T = 1 ns), and are recorded R0, 37,15, 35, 32]
and[30,9, 22,13, 35 respectively in generating the waveforms in this figure. Thannel
model is taken from the CM1 realizations in [56].

estimates after applying our suppression procedure. Wehsesymbol-waveform estimate
(d) from the undesired code phase is much cleaner (in thedbasless signal components
are present) than the corresponding waveform shown in (bg cbde phase offset of (a)

and (b) is the same as that of (c) and (d) in Fig. 5.7. But duelatwe call the edge
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effect, which is unavoidable, the interfering signals cahlve fully canceled as shown in
Fig. 5.7 (d). This is expected because only when the triatipost lines up perfectly with
the dominant signal from the high-power user can the signais the high-power user be
fully canceled.

Fig. 5.8 shows the edge effect where the symbol segmentstHigimpower interfering
users are represented by square waves for easy illustrafiba starting search position
of the algorithm happens to be at the edge of the high-powerfering waveform. The
symbols (a) and (b) in Fig. 5.8 are included if the desired tes corresponding succes-
sive codes of the same sign. But as shown in Fig. 5.8, the sinatled areas in symbols

(a) and (b) are combined instead of canceled. The existenitee@dge effect suggests

@  ® i (©

@ @ 0
Figure 5.8: The edge effect in suppressing the wavefornm fhe high-power users.
that the ML-ED acquisition procedure based on (5.2) from j4%ot reliable since it is

mainly comparing the energy of symbol-waveform estimatemfdifferent code phases.

The symbol energy from the incorrect code phase can exceeslythbol energy from the
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correct code phase as seen in Fig. 5.7 (c) and (d). But as veewaas the signal dimension
from the incorrect code phase is smaller than that from tineecbcode phase. This obser-
vation motivates the search for the correct code phase sttt signal dimension of the

suppressed symbol-waveform estimate.

5.3 Dimension-Based Code Phase Detection

To determine the signal dimension gf(t;T) in the absence of the channel estimate,
subspace-based theory such as given in [61] can be appliesl. However, requires com-
putationally intensive singular value decomposition (§VIb avoid this, our technique is
based on a simpler energy-based dimension detection. Ifolloeving, we first analyze
the components of the frame energy and then propose twoehtfenethods to set up the
threshold for the dimension detection.

The system parametBk is assumed to be known by the receiver. The maximum signal
dimension ofgs(t; T) is thusNs, which ideally should be reached only when the signal is

aligned at the correct code phase. The energy ofttnérame ofgs(t,; T) is

(J+1)Ts
SR MR 7

To obtain the frame energg; (1), we first substitute (5.3) into (5.6) to obtain the frame-

waveform estimate as

Os(t; T, J) = Yo(t;T) +Ye(t; T) +yn(t; T) 4+ ns(t) (5.8)
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where the desired-user waveform, the interfering wavetoohusers with power levels
similar to or lower than the desired user, the high-poweeriiering waveforms, and the

thermal noise are obtained respectively as

yot:¥) = y(®)Ru(i1) VEDg(t+T 1Y) (5.9)
Ne+1
Ye(t;T) = (1) 5 Ryfiy) VE®W
up=2
x gt (t 4+ T — (W) (5.10)
Ne+Nh+1

Ya(t;T) = % Ry, (iv,) VE(2)
Up=Ne+2

X gDt +7—1: () (5.11)
1M1 N
nj(t) = ] Z) n(t+iTs+ jTr) (5.12)
i=

andy(?) = ﬁ M, C(%;i) is the fraction of symbols that remain after applying our-sup
pression technique. The functi®i(i1) is the normalized, cyclic auto-correlation function
of the spreading code for user 1 with offset The functionR, (iy,) is the normalized,
cyclic cross-correlation function of the spreading codasuser 1 and usau; with off-
setiy,. The offset is obtained from, = [(f — t)/Tg], u=1,2,...Ny. The waveform

(up)

o (47T —1(®): ) in (5.11) is the random residual signal after the suppresgiocess

which has fewer signal components [\s) as seen in Fig. 5.7 (d). The residual waveform

(u2)

or -’ (-) depends on the spreading codes, the suppression procésseéddoyC, and the

relative offset betweefi andt('2). Note that when the functio@(%;i) is used in other
signals, we omit the function’s arguments to simplify nimas, as seen in the residual

waveformg"?) (t + T — 1(%2); C). We can then substitute (5.8) into (5.7) to obtain the frame
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energy
Ne-+1
gj(t) = V() <R%(i1)51+ ZZRﬁl(iul)’Em)
Ne+Nh+1 '
+ Rgz(iuz)suz(c)
Up=Ne+2
+2R:(T; C) +n; (5.13)
where
&, — /OTf [g(“)(t)rdt, U=1,2.. N (5.14)
and
~ Tf ~ ~
R(T,C) = /O [Yo(t; T)Ye(t; T) (5.15)
+Yo(t; D)yn(t; T) (5.16)
+ Ye(t; Dyn(t; T)] dt (5.17)

is the cross correlation between signals of all users. Tiwedaimension of the residual
waveform due to the edge effect results in residual engrgy") zero in most frames of the
symbol-waveform estimate. The cross-correlation t&tT; C) is random and depends on

the spreading codes and the delayShe thermal noise related temj has mean equal to
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ﬁTf Np and its variance is easily calculated to be

031 = JPRV (e
Ne+1

P 2020 S R, G

up=2
2Ng Ne-+Np+1 _
+ RS, (iu,)€u, (C) (5.18)
M Uz—% +2 S

To determine whether a signal is present in jkie frame based on the frame energy
g;(T) requires a threshold. The terms related to the residual feavein (5.13) can be
ignored in the threshold setting since the goal is to idgrgifjnals from the desired user.
The random variabl®:(T; C) has zero mean because the meaRidf1)Ry, (iy, ) is zero for
most codes with unrelated random offsgtaindiy,. Disregarding the residual waveform,

the mean of the frame energy is therefore

~

mT) = E{e )}

Ne+1
= (R% i1)€1+ Z (i 8u1>
up=2
1 No
5.19

whereEq{-} represents the expectation operation with respect to tentdd noise. The
corresponding variance is the variancenpfn (5.18) without the residual term. We do not
consider the variance & (T; C) in setting the threshold since the cross correlation batwee
users is small compared to the square of the signals in (5.18)

Given the mean and varianceg{T), we can adopt the Neyman-Pearson test to set the



135

threshold [62]. Let the probability of false alarm be coasted by

Pr{ej(T) >nt, for T¢ (r(l) —Ts, @ +Ts)} < fa (5.20)

where P{-} represents the probability of an eveng,is the threshold, and, is the max-
imum false alarm rate. Substituting (5.18) and (5.19) ifi®@), we can solve for the

thresholdn; as

e > V(HORE(i1)e1+me+c

+Q H(fa)V(E)/ (2NoRE 1)1+ 2Nome) /M
for i1#0 (5.21)

Ne+1

where we denote = 57 TtNo, Me = 3,575

L (lug)€uy andQ—1(~) as the inverse function
of the Q function.

The Neyman-Pearson test maximizes the detection protyahiile ensuring the false
alarm rate is within a given range. We see from (5.21) thattist requires the knowledge
of every parameter of the system. In the absence of knowlefigystem parameters (such
as the number of interfering usexg), we can set the threshold based on the only known
termin (5.21), namelg = ﬁTf No. Usingc, the threshold can be setias= ac, wherea
can be chosen by the algorithm.

Once the threshold is set, the frame enegg() is then compared to the threshold to

determine whether or not a signal is present in the frame. syh@ol waveform with the

highest dimension is determined as the symbol-waveforimagt and the corresponding
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f is taken as the estimate of)

Ns—1
1= argmax% 1 (g;(T) > nt) (5.22)

T =

wherel (-) is the identity function which takes the value one when tlséd@ argument is

true and zero otherwise. The threshglds chosen as an example in (5.22).

5.3.1 Threshold Setting

The setting of the thresholg; in (5.21) depends on three main factors: the value of
y(T), Ri(i1), and the instantaneous valuegyf(u = 1,2,...N.+ 1). To guarantee the false
alarm ratef,, the values of/(T) andRy(i1) can be set to their largest possible values. For
y(T), the largest value is one. The largest valueRg(i1) (i1 # 0) depends on the spreading
codes. For exampld;(i1) = 9/31 (i1 # 0) for the Gold code with a lengthl = 31 [63],
which is the code used in the simulations in this paper. Tdlseeffect of the channel, we

use the channel model from [56]. The eneggycan be calculated as

gy = %j (5.23)
whereX, is the log-normal shadowing experienced by usedote that the multipath chan-
nel model from [56] has the total energy contained in the ipalth components normalized
to be one and the log-normal teidy captures the total multipath energy. From (5.23), we
see the instantaneous valuesgfdepends on the channel and can be very small when the
channel is in a deep fade. We show the effeqb ef X12 in the simulations by varying the

value ofp.
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5.3.2 TheMiddle Effect

One key element in suppressing the waveforms from high-pawerfering users is to
determine the sign in (5.4) of the cross correlation betw®ensymbol segments of the
received signal. The random trial valtienay result in a less favorable statistic upon which
the sign of the cross correlation is determined. This phezrmn is shown in Fig. 5.8
where the edge effect is also shown. The symbol segmentgyirbl8 (d) and (e) have
cross correlation nearly zero because the trial positi@pgoximately at the center of the
waveform from high-power interfering users. We call thig timiddle effect, as opposed
to the edge effect discussed before. The middle effect isachexized by signs of cross
correlations being mainly determined by noise. In this cassymbol waveform with
a dominant dimension is unlikely to be detected. For coaose phase estimation, the
uncertainty due to the middle effect can be easily resolwyedding a new starting search
position with an offset value equal to a fraction of one syhnfte@rval. Several steps suffice

to guarantee a symbol-waveform estimate with a dominanédsion.

5.3.3 Algorithm Description

All delays are referenced to the desired user, resultingih= 0 andt“) uniformly
distributed on the intervdD, MTs| for u # 1. Like the ML-ED algorithm from [49], our
algorithm usedN successive blocks of the lenghh-codes for each user. Suppose the
receiver starts searching at the time instéhivhich is set to be a random number between
0 andMTs. The trial positiort is then stepped through®, 1° +MT;) with a step sizds.
Ideally the symbol with the highest dimension should be dettwhenT— mMTg| < Tg

with m= {0,1,2}. There are three possible correct code phases becauseuwfitbamly
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distributed starting point® € [0, MT4]. If no symbol waveform with a dominant dimension
is detected after searching through, 1°+MT;), then an offset starting position discussed
in Section 5.3.2 are employed. Suppose the number of offs¥ts At the vth offset, the
search range igTg/V + [19,1°+ MTs), v=1,...,V. If a decision is made at theh offset,
the searching terminates. If no decision is made &fteffsets, then an error occurs. In our
simulations, we set a large numidee 2.5MTs to indicate an error. This yields the largest
possible error of ®MTs. When errors occur, the receiver can either vary the valubef
threshold or request a retransmission.

A summary of the algorithm is given as follows.

1. Set up athreshold &g = ac or n¢ from (5.21).

2. Start searching at a random instaht

3. Clear the values af (1% i) = 0 for all symbols 0<i < MN — 1.

4. For theith symbol (0< i < MN — 1), search a subsequent symbaccording to the

rule givenin (5.5).

5. If a subsequent symbal is paired with theith symbol, markC(t%i) = 1 and

Cc(t%i’) =1.
6. Form the symbol waveform estimajg(t31°) according to (5.6).

7. Detect the dimension afs(t; %) and store the value of the dimension for the trial

positiontP.

8. Return to step 2 with a trial positiaf + mTs where 1< m< M — 1.
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9. Compare the values of the dimension fomMlirial positions within the rang@o, 4+ MTs).

10. If a maximum dimension is found, terminate the searcltgss. If no dominant
dimension exists, the algorithm selects an offset staitiagant. The offset iJs/V.
The new start instant is given iy + (v/V)Ts in thevth offset, 1< v < V. Return to

step 2 with the new start instant unti= V.

11. If a decision is made, the search process is terminateuh decision is made after
v =V, the receiver can either vary the value of the threshold quest a retransmis-
sion. In the case of varying the threshold (either vamgyf n¢ or varyp of n), return
to step 1 with the new threshold value. In the case of retréssan, return to step 2

with a new random start instant.

54 Simulations

In this section we demonstrate the performance of our sggme and dimension-
detection synchronization technique in the presence df-pmver interference. We com-
pare the performance of our suppression and dimensiontaetéechnique to the maximal-
likelihood energy detection algorithm from [49].

The transmitted pulse shape is the second derivative of thes€dan monocycle with
pulse width 10 ns. The channel model is CM1 taken from [56]. One hundrecdhobla
realizations are generated. The entire set of one hundaéidagons is used for the desired
user’s signal while interfering users’ signals use chamealizations independently from
the desired user and from all other interfering users. Naae$hadowing is included in the

channel model. All users hai = 5 andT; = 40 ns. Balanced Gold codes with a length of
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M = 31 are used. As in [49N = 10 successive blocks of ti\ = 31 balanced Gold codes
are transmitted for each user. In all the simulations, a marm of eight starting offset
values are allowedy = 8. If the synchronization algorithm can not reach an esionat
for the delay using the first set of pilot symbols, one retraission can be attempted. The
second failure results in an unsuccessful acquisition.

Shown in Fig. 5.9 are plots of average acquisition probighirsusE, /Ng using our al-
gorithm as well as the maximal-likelihood energy detecfrom the current literature.The
thresholdn. = acis used in Fig. 5.9. The acquisition probability in a singker environ-
ment is plotted as a benchmark. There are several issuearthdlustrated in this figure.
First, in the presence of a high-power interfering useigal, synchronization using our
suppression and dimension detection technique, shownebgtéred, crossed, triangular,
and squared lines respectively, performs significantlydoghan the maximal-likelihood
energy detection technique from [49] shown by the circlee.li Note that without our
suppression technique, the maximal-likelihood energede&in completely breaks down
in this case. Successful acquisition is only possible wihenhigh-power interfering sig-
nal experiences a deep fading channel while the desiretssgnal has a relatively good
channel, which is approximately.Ib for the CM1 channel model since the deep fading
probability is approximately @.

Second, the effects of the parameter settings for our sepjareand dimension-detection
technique are shown in Fig. 5.9. The stared line shows thegeecquisition probability
of usingn¢ with a fixeda = 2.0. The effect of decreasing the threshold by using a smaller
value ofa = 1.5 when decisions can not be made using: 2.0 is shown by the crossed

line. At low to moderateE,/Np, varying the threshold betweeny = 2.0c andn; = 1.5¢c
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significantly increases the acquisition probability by apqmately 25 percent comparing
to a fixedn¢ = 2.0c case.

Retransmission (the top triangular line) also improvesdbaquisition probability al-
though the improvement is not as significant as varying tiheevaf a at low E,/Np. This
is because the relatively high level of the threshold prewenme signals from being de-
tected even when the channel is not in a deep fade. In this agering the threshold
is more effective. The combination of varying the threshwith retransmission further
increases the acquisition probability at I&4y/No.

Third, an acquisition strategy can be obtained from the esiim Fig. 5.9. At high
Ep/No, varying the threshold and retransmission separatelglyigle same performance as
the combination of the two techniques. This observationvatgs the following acquisi-
tion procedure: In cases when the receiver has relativelyy kaowledge of the interfering
environment (e.g. the value dk is unknown), the threshold is set to he= ac. Also in
this situation, without loss of acquisition performande teceiver can vary the value of
when errors occur to save the power and delay incurred bgetnission.

The performance of the Neyman-Pearson threshold seiti(tg21) is shown in Fig. 5.10.
The overall acquisition probability using is better than both the ML-ED technique with-
out suppression [49] (given by (5.1) and (5.2)) and the cdsenvusing)c. The effects of
parameter settings when usingare different from the situations wherg is used. When
the fading coefficienp = Xf varies, it is chosen from1.0, 0.5}. Varying the threshold
(crossed line) is not as efficient as retransmission (tegmgular line) seen from Fig. 5.10,
which is opposite to the observations in Fig. 5.9. This careXxgained by the optimal

threshold setting of the Neyman-Pearson test which imghigsuncertainties occur mainly
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due to the deep fading of the channel, instead of the settihtye threshold. Varying the
threshold can not combat the deep fading of the channel whiphies that in this case,
retransmission is the only viable option.

The effects of varying the threshold and retransmissiomffag. 5.10 are also observed
in Fig. 5.11. The line marked by five stars in Fig. 5.11 is theuasition probability with
the knowledge of the instantaneous channel gain X12. From this figure we see that
retransmission witlp = 1.0 outperforms the scheme with knowledge of the instantasieou
channel gaip = X2, indicating that retransmission is the way to combat dedmépof the
channel. The knowledge of channel gain together with retrassion (squared line) yields

better performance thgm= 1.0 with retransmission at high,/No.

5.5 Conclusions

In this chapter, we investigate the near-far resistant iagopn issue of DS-UWB sys-
tems. Using our simpler suppression technique we reducagittension of the high-power
interfering waveforms without complex matrix operation®nly the spreading code of
the desired user is required. A new dimension-based deteidiproposed to detect the
dimension of the suppressed received signal. Simulatisultsevalidate the techniques
proposed in this chapter and show significant performangeawement in the presence of

high-power interfering users when compared with ML-ED m@aares.
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Chapter 6

Conclusion

This chapter presents a summary of the investigations sndissertation, followed by

some ideas for future work.

6.1 Summary of Dissertation

The investigations of this dissertation can be categorinémltwo groups: detection
performance of TR UWB systems (Chapter 3 - Chapter 4) andsgnization of conven-
tional UWB systems (Chapter 5).

In contrast to the current literatue on UWB systems, surgageChapter 1, this dis-
sertation focuses on UWB networks that do not have cené@dlzower control. More
specifically, we assume the network includes interferingrsifrom two sets: equal-power
and high-power, as introduced in Chapter 2.

By including a small number of high-power users in the nekytine multiple access

analysis for TR UWB systems in this dissertation has a difiefocus from the literature
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[13, 14, 15]. Even a small number of high-power users degr#ue system performance
dramatically as analyzed in Chapter 3. No increase in SNRirognove the system per-
formance, indicating the system completely in the intemee-limited region. Chip dis-
crimination which is proposed in [23, 24] is applied to sugg® the effects of high-power
interfering users. Note that we assume synchronizatiostabéished in this part of analy-
Sis.

TR UWB systems using binary PAM modulation is investigatedhe first part of
Chapter 3. Collision probabilities are discussed and prteskin a closed form for standard
TR (STR) systems. Such closed form expressions do not exislifferential TR (DTR)
systems. However, an example of enumeration of collisiababilities is presented for
DTR systems. Chip discrimination is shown in Chapter 3 teaitely restore the perfor-
mance of binary-PAM TR systems. An important observatiamfithis study is that the
optimal transmission strategy depends on the system pseesiseich ak&p /Np and the data
rate, which is different from the case with only equal-poweerfering users [14] where
concentrating all energy in one frame is found optimal.

In the second part of Chapter 3 TR systems using M-ary PPMhaestiigated. Higher
order modulation is motivated by the need to improve datesrédr TR systems which
typically have a large spacing between pulses in a framedaamterframe interference.
Another reason to investigate higher order modulation & thip discrimination works
with satisfactory performance when the data rate is lowsTéguirement comes from the
low-duty cycle condition required not only by the transmittout also by the receiver which
collects signals with a time duration determined by theylsfaread of the channel. There-

fore, the use of chip discrimination requires low data ratesl higher order modulation,



148

such as M-ary PPM, is used to increase the data rate.

As in the binary case, chip discrimination improves perfante of TR UWB systems
with M-ary PPM as shown in the second part of Chapter 3. Indhapter, a union bound
for the error probability is derived and shown to be tight.eTdptimal system operation
parameters, such as the repetition factor, depend on the wdlM and an example is
presented for the cagd = 8. Chip discrimination is shown to result in noise-limited
system performance.

While multiple-access interference (MAI) caused by equ@ier interfering users for
UWB systems is investigated in [33, 27, 13, 14, 15], no expdicd theoretically tractable
expressions for the variance of the MAI exist until our work[b5]. In Chapter 4 of
this dissertation, the use of the power delay profile (PDPthefchannel simplifies the
expression of the variance of the MAI and establishes a &tieal relationship between
system parameters. Our analytical results from Chaptevetge MA performance of TR
UWB systems with M-ary PPM without requiring simulationsiea techniques.

Two fundamental issues in communications are addressetiapt€r 4 and the com-
bined effect from both equal-power and high-power usersi@jfied. System-level trade-
offs are carried out for TR systems using the results fromp@#rad, includingE,/No,
the number of equal-power users, the BEP level, and contpgleXihe theoretical tech-
nique used in deriving the variance of the MAI for TR systesialso applied to slightly
frequency-shifted reference (FSR) systems. Multiple seperformance between TR and
FSR systems is compared.

In Chapter 3 and Chapter 4, synchronization for the desiset is assumed to be

established. In Chapter 5, synchronization for convemti@AVB systems is investigated
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when high-power interfering users are present. The regukb-called near-far problem
causes a very low probability of successful acquisitiooygtin our simulations in Chapter
5. The current literature in synchronization for UWB sysgeassumes power control in
the network [44, 45, 46, 47, 48, 49]. In avoiding complex mxatperations such as found
in [52] and [53], we proposed an easy-to-implement proocedarsuppress the signals
from high-power users without requiring their code wavefsr The proposed suppression
process effectively reduces the dimension of high-poweriaring signals. A subsequent
dimension-based detection is proposed to detect the caakepif the desired user as the
current energy-based detection fails. Two different mdthare proposed in Chapter 5 for
setting the threshold required by the dimension detect@ohrtique. The methods differ in
the amount of prior knowledge of the environment as avaglablthe receiver. Simulation
results presented in Chapter 5 verify the proposed suppressid dimension detection
procedure and superior performance is observed when cauarthe latest technique

from the literature.

6.2 FutureWork

6.2.1 TR and FSR Synchronization

One natural research direction is to apply the synchromzaaéchnique in Chapter 5 to
TR UWB systems. The main difficulty encountered in implenrenany synchronization
technique for TR systems is in the storing of symbols in agpdbym, especially when
multiple symbols are required, which is the case for mostesys. To obtain the cross-

correlation values between symbols, an analog delay coerganith a delay time as long
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as a symbol interval is required, which isl2times the original delay with duratiofy (in
the case wher& = 2Ty). Additional effort is required to devise synchronizatieshniques
for TR systems in the presence of high-power users. In thigesd, synchronization for
FSR systems would be easier since no analog delay elemesgdsat the receiver. This
leads to another direction of future work — applying the Aaaresistant synchronization

to FSR UWB systems.

6.2.2 Demodulation Performance

The suppression procedure proposed in Chapter 5 of thierth$®n can be used to sup-
press waveforms from high-power users in the demodulatexges As suggested by the au-
thors in [49], the by-product in the synchronization stage, symbol-waveform estimate,
can be used as a symbol template in demodulating the inf@msymbols. However, as
shown in Chapter 5, the residual waveform that is due to Ipigiver interfering users after
the suppression procedure has considerable energy. dherédiis residual waveform can
potentially disturb the demodulation process. While tesdual waveform does not cause
degradation to the synchronization process, a detailegktigation is needed to quantify

its impact on demodulation and detection.

6.2.3 Theoretical Characterization

Another direction of the future work is the full theoretiadlaracterization of the sup-
pression and dimension detection technique. To theofgticalculate the fraction of
retaining symbols, the auto-correlation and cross-cati@h properties of the spreading

codes are required. The difficulty is that the analysis ddpem the type of codes used.
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A general cross-correlation (or auto-correlation) fuantfor all codes is not likely obtain-
able. However, for the codes typically used in communicetjsuch as the Gold codes,
theoretical expressions can be used to predict the fractiymbols discarded (or re-
tained). The auto-correlation and cross-correlation fians, together with the thresholds
derived in Chapter 5, can then be used to obtain a theoretipaéssion for the probability

of successful acquisition.
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APPENDIX A

Suppose the receiver front-end filter does not distort thealig? (t) = p(t) * h(1) (t),

which can be written as

gP®) = p(t)xhP(t) (-1)
L-1

— x@ Wt —1 2

l;(} ptt—17) (-2)

The expected energy ofV (t) can be calculated as

h

T LAt " "
E{ei} = E / (X(l))2§ Za( Ja! pit—1,7)p(t—1.7)dt
h {0 =n I 7h ! 1

Q

/ ' E{<x<1>>2}|§1@{(af”)2} pP(t -7t (:3)

Theh under the expectation operaf@means the expectation is with respect to the chan-
nel h. The approximation in (.3) is made by assuming an indepensieattering pat-
tern of the channel, resulting i]E{al(l)al(ll)} =0 for | #£ 1. Suppose€l; is chosen such
that almost all energy from the multipath components iseaddd. With the normal-
ized channel energyst—2(a'”)2 = 1) and the assumption of{ (X1))2} = 1, we obtain

En{€1} =¢€p= OTP p?(t)dt = 1/N.
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APPENDIX B

In one symbol (except symbipi= 0), Ns correlations are computed and summed to form
the decision statistiDy for DTR receivers. Consider symbot 1. For easy illustration,
denote the signal and noise in tjtb frame agyj andn; respectively. Herg; is the channel
response of the pulsp(t) andn; is the jth section of the noise processt) defined in
Section 2.2.2. The signal and noise terms are shown in Figthdreg_; +n_1 from

previous symbol is the template fgg -+ no.

91t GotNo | Gt | .- igNS—l‘FnNs—li

[ e il o'

Figure .1: Noise in DTR receivers

Adding the signalx noise terms from the first two correlations, we have

Na(0) +ng(1) = gon—1+g-—1No+ g1No + JoNy (.4)

We already see from (.4) thap is used twice. Invoking the assumption that the channel

is approximately constant during consecutive symbols, s _1 = g1. Therefore, the
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noise terms are coherently combined, yielding
ng(0) +ng(1) = gon—1-+ 2910 + oM (.:5)

Among theNs correlations, there areNg signal x noise terms andNs — 2 of such terms
are coherently combined, produciihg — 1 noise signals like the terngzng in (.5). The
exceptions are the edge noise termg andnn,_1 which only contribute once in forming

the decision statistic. The variance of the sigraloise terrmg is thus given by

) N E1) N
0% = (Ns—1)< N >4<7°)+2< Ng) <7°)
2Ns—1

— 25 "
NS E'"No (.6)

Note that the symbol energgV) is not shown in the derivations until (.6) for easy of

illustration.



