
ABSTRACT

LI, LIPING. Near-Far Resistant Ultra-Wideband Communications in Multiple-Access
Environments. (Under the direction of Dr. J. Keith Townsend).

Ultra-Wideband (UWB) systems promise high data rate and accurate localization capa-

bilities for communications, imaging, sensor networks, and vehicular systems. The simple

UWB receiver structure is especially attractive to applications which require low cost and

low power consumption. However, the envisioned simple receiver designs are also fraught

with challenges ranging from estimation of highly frequency-selective multipath channels

to synchronization of received signals consisting of very narrow pulses. In this context,

transmitted reference (TR) UWB systems have been proposed in the literature as one way

to avoid computationally intensive channel estimation while still maintaining a relatively

simple receiver structure.

In this dissertation, we investigate the performance of TR UWB communication sys-

tems in multiple-access environments. We remove the commonly invoked assumption of

perfect power control and include in our analysis an additional group of users which have

power levels much higher than the desired user. The detrimental effects of high-power

users are suppressed by chip discrimination in this dissertation. To yield a straightforward

mapping between the number of equal-power users and the variance of the resulting MAI,

we incorporate the power delay profile (PDP) of the channel inthe analysis, which makes

the theoretical analysis tractable. This analytical technique of using PDP is also applied to

analyze the MAI in frequency-shifted reference (FSR) UWB systems.



The near-far problem also arises for synchronization when high-power users are in-

cluded in the network. In this dissertation, we propose and investigate a synchronization

procedure which is near-far resistant. By exploiting the structure of interfering power lev-

els, we devise an efficient suppression technique which onlyrequires the knowledge of the

spreading code of the desired user. Complex matrix operations required by other techniques

found in the CDMA literature are not required in our suppression process. We also propose

a new dimension-based technique for the detection of the code phase based on the sup-

pressed signal. Simulation results validate our proposed near-far resistant synchronization

technique and the superior performance is shown when compared to the current literature.
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Chapter 1

Introduction

Ultra Wideband (UWB) communications systems received a renewed attention in 2002

when Federal Communications Commission (FCC) allocated the 3.1 − 10.6 GHz band

for its usage [1]. The allowed power emission level for UWB wireless communications in

[1] is extremely low (at the thermal noise level), which enables the coexistence of UWB

systems with the legacy systems such as the Global Positioning System (GPS) and IEEE

802.11 wireless local area networks (WLANs). One type of UWBsystems, known as im-

pulse radio (IR), results in a very simple receiver structure where intermediate frequency

(IF) processing is not required. This feature gives UWB systems an advantage in low-cost

receiver designs. The low-power spectral density, low-cost features make UWB systems

suitable in applications such as real-time, high-data-rate home entertainment systems, sen-

sor networks, and systems that can exploit the geolocation capability of UWB.

Despite the envisioned advantages, UWB systems are also fraught with implementa-

tion challenges. Impulse radio UWB uses narrow pulses on theorder of sub-nanoseconds

duration, modulated either in time or in amplitude. In a multipath environment, hundreds
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or thousands of echos of the narrow pulses can be resolved by the receiver. This results in

a large diversity gain which can be exploited to improve the performance. It is shown that

over fifty fingers in a Rake receiver are required to achieve a satisfactory performance [2].

The complexity in implementing a large number of Rake fingersand the computationally

intensive estimation of the channel (required by a Rake receiver) have inspired alternative

approaches such as transmitted reference (TR) signaling [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,

14, 15], a scheme which dates back to the 60s [16].

In this dissertation, we investigate the multiple access issues for TR UWB systems

in multipath environments. Networks under consideration include both a large number of

active interfering users that have power levels similar to or lower than the desired user, and a

small number of users with much higher power levels than the desired user. We differentiate

these two types of interference as: interference from equal-power users (the conventional

multiple-access interference, MAI) and interference fromhigh-power users. Therefore, the

near-far effects are included in the analysis. With the existence of the near-far problem, we

also investigate the synchronization issue for UWB systems. In the following sections, we

provide essential background investigations of the subjects in this dissertation as well as

our contributions to the investigated subjects.

1.1 Transmitted Reference UWB Systems

In TR UWB systems, signaling is carried out by transmitting areference pulse before

each data-bearing pulse separated by a time interval less than the coherence time of the

channel. Therefore a pulse pair is transmitted in each frameas seen in Fig. 1.2 (a frame is

the time period a pulse or a pulse pair is transmitted, which is different from the ‘frame’
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in computer networks). In contrast, conventional UWB systems transmit one pulse in each

frame (Fig. 1.1). Typically multiple pulse/pulse pairs aretransmitted per symbol. The

number of times a pulse (or pulse pair) is transmitted per symbol is called the repetition

factor, denoted byNs in this dissertation. In Fig. 1.1 and Fig. 1.2,Ns = 3.

Tf

T
d

T
d

fT

T
d

Tf

b0 b0
b0

t

Figure 1.1: Conventional UWB systems transmit one pulse in each frame.

Tf

T
d

T
d

fT

T
d

Tf

b0 b0 b0

t

Figure 1.2: TR UWB systems transmit a pulse pair in each frame.

The separation of the two pulses,Td, is set to be less than the coherence time of the

channel so that the reference pulse and the data-bearing pulse are affected by approxi-

mately the same channel conditions. In the signaling example in Fig. 1.2, pulse amplitude

modulation is used. The main advantage of TR systems over UWBsystems with Rake

receivers is that TR systems do no require channel estimation, while Rake receivers require

channel estimation for each finger. The structure of a TR receiver is shown in Fig. 1.3. By
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Td

r(t) R

(·)dt

Figure 1.3: A standard TR UWB receiver has a delay element which aligns the reference
signal with the data-bearing signal.

using a delay line, the reference signal is aligned with the data-bearing signal and the corre-

lation is computed between these two signals. The referencesignal serves as a template to

demodulate the data-bearing signal and a large diversity gain is achieved in this way. The

advantage of TR systems also comes from the more relaxed synchronization requirements

[17, 18, 19] compared to UWB systems with Rake receivers [20,21, 22].

TR systems, as any other systems, have disadvantages. One disadvantage is that the

reference pulses do not convey information, thus resultingin a 3 dB energy penalty when

compared to conventional UWB systems. The reference signalof TR systems is noisy

since it is corrupted by at least the additive white Gaussiannoise (AWGN). Just as differ-

entially modulated systems, the noise power doubles for TR systems at high SNR. Another

disadvantage of TR systems is the difficulty in implementingthe analog delay line used to

align the reference signal and the data-bearing signal. This difficulty is somewhat resolved

by another signaling scheme, frequency-shifted reference(FSR) UWB systems which do

not require analog delay lines at the receiver. Performanceof FSR systems relative to TR

UWB systems is studied in Chapter 3.
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1.2 Multiple Access Interference in TR UWB Systems

Performance of single-link TR UWB systems is studied in [4, 5, 6, 7, 8, 9, 10, 11, 12].

Multiple-access (MA) performance of TR UWB systems is investigated in [13], [14], and

[15]. In these papers, all active users in the network are assumed to have power levels equal

to the desired user at the receiver side and their interference is assumed to be Gaussian dis-

tributed. The assumption that all users have the same power levels as the desired user fre-

quently does not hold in ad-hoc wireless communications where centralized power control

is not employed due to survivability and complexity constraints. Therefore in this disser-

tation, we consider UWB networks where transmitters in close proximity (“high-power”)

to a receiver cause significant interference with the desired signal due to the much larger

power levels of these signals. We also include a large numberof active interfering users

that have power levels similar to or lower than the desired user. Performance is quantified

under the combined effect of equal-power and high-power users.

1.2.1 High-power Users

In networks without power control, the received power levels from interfering users can

vary over many 10’s of dB. But this group of high-power users is not included in the MA

analysis in the current literature [13, 14, 15]. By including the users with much higher

power levels than the desired user in this dissertation, we make the MA analysis more gen-

eral. The authors of [14] concluded that the optimal transmission strategy is to concentrate

the transmission power in one frame for TR UWB systems. In thepresence of high-power

users, traditional MA suppression techniques such as in [15] do not guarantee satisfactory

performance. Chip discrimination, proposed in [23, 24] forAWGN channels and studied in
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[25] with multipath channels, is applied in this dissertation to achieve satisfactory perfor-

mance even in environments exhibiting the so called near-far problem. Our investigation

in [26] suggests that for TR UWB systems using binary PAM, theoptimal transmission

strategy differs from that in [14] which only included equal-power users, and we show how

the optimal transmission strategy depending on the system parameters.

The constraint on TR UWB systems to have a large spacing between pulses plus the

requirement of chip discrimination to have a low duty cycle results in a low data rate for

TR systems. Although the data rate can be increased for TR systems by decreasing the

separation time between pulses [15], the data rate is at least somewhat dependent on the

delay spread of the channel. In this dissertation, we also investigate one technique, M-ary

PPM, to improve the data rate for TR UWB systems in the presence of high-power users.

Impulse radio using M-ary PPM has been investigated in a number of settings for UWB

systems with Rake receivers [27, 28, 29, 30]. The current literature for TR UWB systems

focuses on binary modulation schemes [14, 15]. Performanceof the synchronization func-

tion of the receiver is investigated for M-ary TR systems in [31]. Our results in the study

of high-power interference are published in [32].

1.2.2 Equal-power Users

TR UWB Systems

The work on multiple-access performance of binary TR UWB systems can be found in

[13, 14, 15]. In these papers, all active users in the networkare assumed to have equal power

at the receiver and their interference is assumed to be Gaussian distributed. The Gaussian

assumption for interference from equal-power users for UWBsystems with a Rake receiver
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is used in the literature, for example, [33], [27], and is evaluated in [34, 28, 35, 36, 37, 38].

For a binary TR UWB system, simulation is used to validate this Gaussian assumption

of the interference from equal-power users in [14]. The noisy template and the typically

longer integration time of the receiver in TR UWB systems makes the Gaussian assumption

for MAI more accurate when compared to UWB systems with Rake receivers.

In this dissertation, we use the Gaussian assumption to model the effect of equal-power

users and focus on providing a theoretically tractable performance evaluation for TR UWB

systems with M-ary PPM. Rather than using simulations to show the bit-error-probability

(BEP) performance with MAI as found in [14] and [15], we incorporate the power delay

profile (PDP) of the channel, inspired by the work in [13], to derive the variance of the

MAI, enabling theoretical BEP analysis. The analysis we present in this dissertation re-

veals a general relationship between the variance of the MAI, the shape of the transmitted

pulse, and the PDP of the channel. By applying an upper bound on the BEP, the number of

equal-power users that the system can support is evaluated for different modulation order

M. The network throughput in terms of the total bit rate is obtained based on the number of

supported equal-power users. Tradeoffs between the systemperformance and complexity

in implementing high-order modulation schemes are discussed. This theoretical contribu-

tion can also be used to address two fundamental issues of communications for TR UWB

systems using M-ary PPM: 1) To determine the achievable datarate as a function of system

resources. 2) To determine the requiredEb/N0 for the system to achieve a given BEP.

Note also that in this dissertation, the combined effects ofboth equal-power and high-

power users are quantified, including the limit in the data rate in the presence of high-power

users, and the optimization of the system performance by finding the optimal operational
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parameters.

FSR UWB Systems

As discussed at the beginning of this chapter, TR UWB systemshave been proposed to

alleviate the implementation issues of UWB Rake receivers due to channel estimation and

the need for a large number of Rake fingers. However, the wideband analog delay line used

in TR receivers is difficult to implement in practice as well.A slightly frequency-shifted

reference (FSR) UWB system has been introduced in [39] to retain the benefits of TR UWB

systems while avoiding the analog delay line of TR systems. The single-link performance

of FSR systems has been investigated in [39]. A lightly loaded system with a few users is

considered in [40] where the number of users is constrained by the coherence bandwidth

of the channel. In this dissertation, we consider general networks with no constraints on

the number of users and the MA performance of FSR UWB systems is derived under both

AWGN and multipath channel conditions.

The theoretical tool developed for obtaining the MA performance of TR systems is used

for FSR systems: the power delay profile (PDP) of the multipath channel is incorporated in

the analysis of the MA interference power. A theoretical comparison between FSR and TR

UWB systems in a multiuser environment is presented in this dissertation which contributes

to the current literature.

1.3 Near-Far Resistant Synchronization

The analysis in Section 1.2 is on the detection performance where synchronization has

been established. Synchronization is also impacted in environments characterized by the
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near-far problem.

In the UWB literature, narrow-band, single-tone interference is considered in [41, 42,

43] and reference therein, where techniques are investigated to suppress the narrow-band

interference. Synchronization for UWB systems in the presence of wide-band multiple

access interference (MAI) is studied in [44, 45, 46, 47, 48, 49]. All interfering users in

these works are assumed to have power levels lower than or similar to the desired user.

The works in [44, 48, 49] are based on the maximal likelihood (ML) criterion for achieving

acquisition in multiple-access (MA) environments. The authors in [45, 46] investigate the

search orders of the divided bins in the time domain while a frequency-domain procedure

for synchronization is studied in [47].

In the CDMA literature, near-far resistant synchronization is studied in [50] where the

code waveforms of all users are assumed to be known by the receiver and the complex-

ity is generally high since a global maximization is performed upon all users. In [51],

blind synchronization is carried out for users with equal power levels without the knowl-

edge of the codes from all users. Synchronization in a near-far environment which only

requires knowledge of the desired user’s code is investigated in [52] and [53]. However

either the subspace method in [52] or the ML procedure in [53]involves matrix operations

(inversions, for example) which makes the methodologies too computationally intensive

for UWB communications.

In this dissertation, we investigate the coarse (symbol level) synchronization in envi-

ronments where there is no power control for UWB communication networks. The power

levels from interfering users at the desired receiver can vary over many tens of dB. Assum-

ing no knowledge of interfering users’ codes, we propose an easy-to-implement procedure
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in this dissertation to suppress the high-power interfering signals, which uses the fact that

the signs of cross correlations between received symbols are determined by dominant sig-

nal waveforms from high-power interfering users. Using theknowledge of signs of cross

correlations plus the knowledge of the desired user’s spreading code, the procedure re-

tains symbols for subsequent processing only when high-power interfering waveforms are

combined destructively. Due to the so-called edge effect, we find that the signals from

high-power interfering users can not be completely canceled. However the dimension of

interfering signals after the suppression procedure is considerably reduced.

We also propose a new dimension-based estimation techniqueto estimate the code

phase from the suppressed signal. The issue of threshold setting is discussed for imple-

menting the dimension detection technique. The suppression procedure and the subsequent

dimension detection has low complexity compared with methods in [52] and [53] and re-

quires no additional resources for synchronization than traditional UWB receivers.

1.4 Organization of the Dissertation

In this chapter we have given a literature review of the MAI analysis for TR UWB and

FSR UWB systems and the synchronization issues faced by UWB systems. Our contri-

butions are interleaved in the discussions of the current literature. We present the system

structures and the receiver signal processing in Chapter 2,laying out the parameters and

statistics which are used throughout this dissertation. Chapter 3 is the analysis of the perfor-

mance in the presence of high-power users. Chip discrimination is applied in this analysis.

The interfering power caused by equal-power users is analyzed in Chapter 4, where the

PDP of the channel is incorporated in the analysis to yield a tractable expression of the
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variance of the MAI. In Chapter 5, a near-far resistant synchronization technique is pro-

posed which is shown to have superior performance when compared to techniques found in

the current literature. Concluding remarks are given in Chapter 6 where some future work

is also discussed.
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Chapter 2

System Model

In this chapter, the communication environments, including the channel model and the

network structure, are presented first. A key assumption used throughout this dissertation

is that the network is decentralized, resulting in no power control among users. The tradi-

tional UWB signaling and the received signals are then discussed, followed by the signaling

and the receiver structures of transmitted reference (TR) and slightly frequency-shifted ref-

erence (FSR) UWB systems.

The parameters and notations defined in this chapter are usedthroughout this disser-

tation. To differentiate the signals associated with different systems, we use subscript ‘c’

to represent signals for conventional UWB systems, subscript ‘s’ the signals for standard

TR systems (binary), and subscript ‘d’ the signals for differential TR systems (binary). For

signals from TR systems with M-ary PPM, no subscripts are used. Unless stated otherwise,

the superscript ‘u’ in this dissertation represents terms from useru. Among all users, user

1 is always the user of interest, or the desired user.
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2.1 Communication Environments

2.1.1 Network Structure

Perfect power control is commonly assumed in UWB networks inthe literature, for

example by a central node, as found in [33, 54, 27, 34, 28, 35, 36, 37]. Synchronization

is assumed established in these works. Although some of the papers, such as [33] and

[54], have analysis with general power levels, the final results are shown assuming perfect

power control and no measures are taken to suppress the effects from high-power interfer-

ing users. The near-far problem is not considered in the aforementioned works. The au-

thors in [23, 24] assumed no power control in the network and proposed a technique, chip

discrimination, to protect the desired user from the detrimental effects caused by high-

power interfering users. For transmitted reference (TR) UWB systems, multiple-access

analysis is found in [13, 14, 15] where users are assumed to have equal power levels. For

works related to the synchronization issue in UWB systems, power control is also assumed

[44, 45, 46, 47, 48, 49].

In this dissertation, we consider UWB and TR UWB networks without perfect power

control. The received signals from different users can havepower levels varying over many

10’s of dB. We group the users as: the desired user, users withpower levels similar to or

lower than the desired user (group 1), and users with power levels much higher than the

desired user (group 2). As pointed out in Section 1.2, the users in group 1 are called the

equal-power interfering users and users in group 2 the high-power interfering users. Denote

Nu as the number of users in the network, which is split asNu = Ne+Nh +1, with Ne and

Nh the number of equal-power and high-power interfering users, respectively. Our inves-
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tigations in TR UWB systems consider networks with both equal-power and high-power

users [26, 55, 32]. Interference caused by equal-power users is called by the conventional

name – multiple access interference or MAI – in this dissertation to differentiate from in-

terference caused by high-power users. By including high-power users for both detection

and synchronization, the results in this dissertation are more general.

2.1.2 Channel Model

Let h(u)(t) be the impulse response of the channel experienced by useru. The multipath

channel used in this dissertation is based on the channel models from [56] and [57], which

is written as

h(u)(t) = X(u)
L−1

∑
l=0

α(u)
l δ(t − τ(u)

l ) (2.1)

whereX(u) is the log-normal shadowing factor experienced by useru. Note that the multi-

path channel model from [56] has the total energy contained in the multipath components

normalized to be one (∑L−1
l=0

[

α(u)
l

]2
= 1) and the log-normal termX(u) captures the total

multipath energy. The channel models presented in [56, 57] show cluster and ray arrivals.

In this dissertation, we do not differentiate between clusters and rays and denote all arrivals

in a unified manner.
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2.2 Conventional UWB Systems

2.2.1 Signaling of UWB Systems

For impulse radio (IR) UWB systems, narrow pulses on the order of sub-nanosecond

duration are transmitted [33, 54]. Multiple pulses are transmitted per symbol. As defined

in Section 1.1, the number of times that a pulse is transmitted for each symbol is called the

repetition factor, denoted byNs in this dissertation unless stated otherwise. The transmitted

signal of useru in conventional UWB systems is written as

s(u)
c (t) =

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)d(u)
i p(t − iTs− jTf −c(u)

j Tc) (2.2)

where the superscript indicates useru, E(u) is the symbol energy of theuth user,p(t) is

the transmitted pulse with energy of 1/Ns and duration[0, Tp], Tf is the frame time, and

Ts = NsTf is the symbol interval. Users are separated by the time-hopping sequences{c(u)
j }.

In this dissertation, we assumec(u)
j is uniformly distributed on the interval[0, N(u)

h −1].

The termTc is the chip duration. EveryNs pulses convey one bit,d(u)
i ∈ {±1}, for user

u, where i corresponds to theith bit. Note that the data streams for different users are

statistically independent.

For synchronization purposes, spreading codes are used. For codes with a block length

of M, a total ofM symbols are transmitted for each block,{d(u)
i }M−1

i=0 . In this dissertation,

Gold codes withM = 31 are used.
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2.2.2 Received Signal

The transmitted signal in (2.2) goes through a multipath channel and is dispersed in

time. DenotehF(t) as the impulse response of the front-end bandpass filter of the receiver

with a bandwidthW. Let HF( f ) be the Fourier transform ofhF(t). Denoteg(u)(t) =

p(t)∗h(u)(t)∗hF(t), where∗ denotes convolution. The received signal is written as

rc(t) =
Nu

∑
u=1

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)d(u)
i g(u)(t− iTs− jTf − τ(u))+n(t) (2.3)

whereNu is the number of active users in the network,n(t) is the filtered bandpass white

Gaussian noise process with mean zero and power spectral density Sn( f ) = N0
2 |HF( f )|2,

andτ(u) is the time offset between useru and the desired user 1.

2.3 TR UWB Systems

2.3.1 Signaling of TR Systems

As briefly discussed in 1.1, a pulse pair is transmitted in each frame. This pulse pair

is repeated several times for each symbol. The transmitted signal for a standard TR UWB

(STR) system [6] using binary PAM modulation can be written as

s(u)
s (t) =

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)

2

[

p(t − iTs− jTf −c(u)
j Tc)

+d(u)
i p(t −T(u)

d − iTs− jTf −c(u)
j Tc)

]

(2.4)
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whereT(u)
d is the spacing between the reference and the data pulse. The other parameters

are defined in the same way as in (2.2). To prevent the reference pulse from interfering with

the data pulse,T(u)
d should be at least as large as the channel delay spreadTmds, thus making

Tf ≥ 2Tmds. Another binary modulation scheme studied in this chapter is differential TR

UWB, with the transmitted signal being

s(u)
d (t) =

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)a(u)
i, j p(t − iTs− jTf −c(u)

j Tc) (2.5)

wherea(u)
i, j = a(u)

i, j−1d(u)
i is the differentially encoded bit for theith bit d(u)

i . The initial state

is set to bea(u)
0,−1 = 1. The frame time is chosen such thatTf ≥ Tmdsto prevent intersymbol

interference (ISI).

The constraint of the spacing between pulses in TR systems (whether it is STR or DTR)

to be larger than the maximum delay spread of the channel limits the data rate for binary

TR systems, which can be seen from Fig. 2.1. A multipath channel with several taps is

plotted below the transmitted pulses in Fig. 2.1 to show the spacing constraint. In this

dissertation, we investigate one technique, M-ary PPM to improve the data rate. Impulse

radio using M-ary PPM has been investigated in a number of settings for UWB systems

with Rake receivers [27, 28, 29, 30]. The general transmitted signal for useru with M-ary

PPM is given by

s(u)(t) =
∞

∑
i=0

Ns−1

∑
j=0

√

E(u)

2

[

p(t − iTs− jTf −c(u)
j Tc)

+p(t −T(u)
d − iTs− jTf −c(u)

j Tc− I (u)
i δ)

]

(2.6)
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Figure 2.1: Diagram showing the relationship between the separation of data and reference
pulses and the channel delay spread.

As in the binary case, the time-hopping sequence{c(u)
j } is applied to each user to reduce

the probability of collision among users. Each symbolI (u)
j ∈ {0,1, ...,M−1} is transmitted

Ns times (the repetition factor). The separation between adjacent symbols (the slot length)

is δ, which is set to be at least as large asTmds. Thus, there is neither interframe interference

(IFI) nor intersymbol interference (ISI) for the M-ary scheme.

2.3.2 Signal Space View: TR

The signaling scheme for STR is shown in Fig. 1.2 and Fig. 2.1,where orthogonality

in the time domain is achieved by setting a large spacing between reference signals and

data-bearing signals. Consider a single-user environmentwithout time-hopping codes. Fix

the spacing to beT(1)
d = Td = Tf /2. The signal spaceSs is defined by the basis functions

{bk(t)} given by

bk(t) = p(t −kTd), k = 0,1, ...,2Ns−1 (2.7)
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Then the transmitted signal for user 1 in the form of (2.4) hasdimension 2Ns for symbol

i and is represented by the vector
√

E(1)/2
[

1,d(1)
i ,1,d(1)

i , ...,1,d(1)
i

]t
. This signal space

view for STR UWB systems is used for comparison with FSR systems.

2.3.3 Received Signal

For binary STR systems, the received signal is

rs(t) =
Nu

∑
u=1

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)

2

[

g(u)(t− iTs− jTf − τ(u))

+d(u)
i g(u)(t −T(u)

d − iTs− jTf − τ(u))
]

+n(t) (2.8)

The parameters and signals in (2.8) are defined in the same wayas the received signal for

UWB systems in (2.3). When synchronization is established between the desired transmit-

ter and receiver 1,τ(1) = 0 andτ(u) (u 6= 1) is a random variable uniformly distributed on

the interval[0, Tf ][14]. The received signal for binary DTR system is given by

rd(t) =
Nu

∑
u=1

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)a(u)
i, j g(u)(t − iTs− jTf − τ(u))+n(t) (2.9)

For M-ary PPM, the received signal can be written as

r(t) =
Nu

∑
u=1

∞

∑
i=0

Ns−1

∑
j=0

√

E(u)

2

[

g(u)(t − iTs− jTf −c(u)
j Tc− τ(u))

+g(u)(t −T(u)
d − iTs− jTf −c(u)

j Tc− I (u)
i δ− τ(u))

]

+n(t) (2.10)
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With M possible transmitted symbols, the frame timeTf must be large enough to accom-

modate these symbols. Let the time-hopping sequencec(u)
j range from 0 toN(u)

h . Then the

relationship betweenTf andM is

Tf ≥ max{N(u)
h Tc +T(u)

d +Mδ} (2.11)

SinceT(u)
d ≥ Tmdsandδ ≥ Tmds, we have

Tf ≥ max{N(u)
h Tc +(M +1)Tmds} (2.12)

The assumption that the frame timeTf is greater than twice the largest delay amongM

delays results in the following relationship [27]

Tf ≥ 2MTmds (2.13)

2.3.4 Receiver Structure: TR

The receiver structure for TR systems with M-ary PPM is shownin Fig. 2.2. We see

that the receiver in Fig. 1.3 for binary TR systems is a special case (withδ = 0) of the

general receiver in Fig. 2.2.

For modulation slotm (0≤ m≤ M−1), the reference signal is delayed byT(u)
d +mδ to

align with the signal in themth slot and correlation is carried out between these two signals.

The output of themth slot is denoted byDm and the collection of{Dm}M−1
m=0 is used by the

receiver to make a decision.
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Figure 2.2: The receiver structure of a TR system with M-ary PPM.
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2.4 FSR UWB Systems

2.4.1 Signaling of FSR Systems

Slightly frequency-shifted reference (FSR) UWB systems are introduced in [39] to

overcome the need for the wideband analog delay line required in TR UWB systems while

still maintaining the benefits of TR systems in avoiding channel estimation. Antipodal

modulation is used in [39] to carry information bits.

We adopt the notations from [39]. LetU (u)(t) be a pulse train of theuth user withNs

pulses:

U (u)(t) =
Ns−1

∑
j=0

p(t − jTf −c(u)
j Tc) (2.14)

wherep(t) is the basic transmitted pulse with pulse widthTp and energy 1/Ns, as in TR

systems. Within each frame of lengthTf , the pulses are dithered by a user-specific time-

hopping codec(u)
j . Theith transmitted signal for useru is given by

x(u)(i, t)

=

[√

E(u)
r +d(u)

i

√

2E(u)
d Rec(t− iTs)cos(2π f0t)

]

×U (u)(t− iTs) (2.15)

whereE(u)
r andE(u)

d are the energy assigned to the reference and data-bearing pulses re-

spectively, with the symbol energyEs = Eb = E(u)
r + E(u)

d . The ith bit d(u)
i takes values

independently from{±1} with equal probability. The information bit streams for differ-

ent users are also statistically independent. Each bit is transmitted usingNs pulses which

constitutes the pulse trainU (u)(t). The function Rec(t) in (2.15) is a rectangular pulse with
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durationTs = NsTf (the symbol time). The frequency offset between the reference pulses

and the data-bearing pulses isf0 = 1/Ts. This frequency offset is usually very small com-

pared to the signal bandwidth in UWB communications and has to be chosen to ensure that

the reference and the data-bearing pulses are affected by approximately the same channel

conditions.

2.4.2 Signal Space View: FSR

The signaling scheme is shown in Fig. 2.3. The top plot in Fig.2.3 is the transmitted

pulses for TR systems where dotted pulses carry information. In this example, six pulse

pairs comprise one symbol (bit). These pulses are orthogonal in the time domain as we

discussed in Section 2.3.2. The middle plot in Fig. 2.3 showsthe same repetition factor

Ns = 6 of FSR systems as the TR signaling in the top plot. Instead ofinserting data-bearing

pulses, the six pulses are multiplied by a cosine function with period equal to the symbol

interval Ts. The bottom plot is the the output of the multiplication of the two waveforms

shown in the middle plot.

As in TR systems, we consider a FSR system in a single-user environment without time-

hopping codes. The pulse train isU (1)(t) = U(t) = ∑Ns−1
j=0 p(t − jTf ). In [39], it is shown

that the original pulse trainU(t) (the middle plot without the cosine function) and the pulse

train multiplied by the cosine functionU(t)cos(2π f0t) (the bottom plot) are approximately

orthogonal given that the repetition factorNs is large. The orthogonality is achieved in the

frequency domain since the two pulse trains (U(t) andU(t)cos(2π f0t)) are only offset by

a cosine term. The information bits are modulated in the pulse train offset by the cosine

term: d(u)
i U(t)cos(2π f0t). The signal space of binary FSR systems,S f , thus has two basis
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Figure 2.3: Signaling waveforms for FSR systems. Top plot: Signaling of STR UWB
systems. Middle plot: The relationship between a pulse train and a cosine function with
period equal to the duration of the pulse train. Bottom plot:The production of the pulse
train and the cosine function from the middle plot.

functionsbf 1(t) andbf 2(t) given by

bf 1(t) = U(t) (2.16)

bf 2(t) = U(t)cos(2π f0t) (2.17)

The signal space viewS f of FSR systems is different fromSs of TR systems. The

original pulse trainU(t) is regarded as a vector (with dimension one) inS f while it has

dimensionNs in Ss. From the signal space perspective, the signal of one symbolin FSR
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signaling has a dimension of two and can be expressed by a vector

[√

E(1)
r , d(1)

i

√

E(1)
d

]t

.

2.4.3 Received Signal

The received signal at the desired receiver after the receiver front-end filter is

r f (t) =
Nu

∑
u=1

∞

∑
i=0

r(u)
x (i, t)+n(t) (2.18)

where the signalr(u)
x (i, t) = x(u)(i, t − τ(u)) ∗h(u)(t) ∗hF(t) is the convolution between the

ith transmitted signal, the channel impulse responseh(u)(t), and the front-end filterhF(t),

and n(t) is a zero-mean Gaussian random process with power spectral density Sn( f ) =

N0
2 |HF( f )|2. As in the TR systems,HF( f ) is the Fourier transform of the impulse response

of the front-end filter,hF(t). The signalr(u)
x (i, t) and the noisen(t) are independent. The

elementτ(u) in x(u)(i, t−τ(u)) is the time asynchronism between useru and the desired user

1. When synchronization is established for the desired user, τ(1) = 0 and{τ(u) 6= 0} (u 6= 1)

in general (except for a synchronous network). We also assume thatτ(u) is uniformly

distributed on the interval[0, Tf ] (u 6= 1).

2.4.4 Receiver Structure: FSR

Two equivalent FSR receiver structures are shown in Fig. 2.4, where no delay line is

deployed [39]. As discussed in Section 2.4.2, the referencesignal and the data-bearing

signal in FSR systems are orthogonal in the frequency domain. Therefore, analogous to

the time-domain alignment of TR systems, frequency-domainalignment of the two signals

is done in the top structure of Fig. 2.4 - the received signal is offset by a cosine function
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r(t)

r(t)

R

(·)dt d̂< 0, d̂ = 1
> 0, d̂ = 0

cos(2π f0t)

()2

cos(2π f0t)

R

(·)dt d̂< 0, d̂ = 1
> 0, d̂ = 0

Figure 2.4: A FSR receiver

which aims to ‘align’ the reference signal with the data-bearing signal. A correlation is

then computed between the offset received signal and the original signal. The top structure

can also be replaced by the bottom structure where the signalprocessing is the same but

requires one fewer mixer (multiplier).
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Chapter 3

Performance Analysis: High-Power

Users

In this chapter, we analyze the detection performance of TR UWB systems assuming

synchronization between the communication parties is established. The environment under

consideration is that from Section (2.1). Standard TR (STR)and differential TR (DTR)

systems using binary modulation schemes are investigated in the first part of this chapter.

Performance of TR UWB systems with M-ary PPM is then analyzed. Users with power lev-

els much higher than the desired user are shown to degrade theperformance dramatically.

Chip discrimination [23, 24] is applied to suppress the effects from high-power interfering

users and restore the system performance. Optimal transmission strategies are discussed

along with the numerical results.
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3.1 Binary TR Systems

In this section, we replace the spacing of the desired userT(1)
d with Td for convenience

of analysis. The notationE{·} represents the expectation operation and Pr{·} represents

the probability of an event.

3.1.1 Decision Statistic

Standard TR

A received signal of STR systems withd(1)
i = 1 (also the received signal of M-ary

PPM systems withI (1)
i = 0) is shown in Fig. 3.1 where the reference signal (dashed) is

aligned with the data-bearing signal (solid). Compared to the transmitted pulses shown

s (t)
1

+n(t)
1

Td

+n(t)
0

s (t)
0

+n(t)
0

s (t)
0

Figure 3.1: A received signal in TR systems

in Fig. 1.2, the signals shown in Fig. 3.1 are dispersed by thechannel and bear different

shapes. The noise is not shown for clearer illustration. To demodulate theith bit, the

receiver correlates the reference signal and the data-bearing signal within each frame. This
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correlation requires a delay line with delayTd (the receiver structure is shown in Fig. 1.3),

with the jth correlation of theith bit expressed as:

ds( j) =
Z

Ω j

rs(t)rs(t−Td)dt (3.1)

whereΩ j represents the integration range withΩ j = [iTs+ jTf +c(1)
j Tc +Td, iTs+ jTf +

c(1)
j Tc+Td +TI ]. This integration range has a durationTI . Note that the desired user is user

1 and synchronization is assumed established between user 1and the receiver. Without

loss of generality, we consider the first symboli = 0. The outputs of theNs correlations are

summed and a decision is made on the decision statistic givenby

Ds =
Ns−1

∑
j=0

ds( j)

= d(1)
0

E(1)

2
Nsε1+ns1 +ns2+n3 +ne+nh (3.2)

where

ε1 =
Z TI

0

[

g(1)(t)
]2

dt (3.3)

nsv :=

√

E(1)

2

Ns−1

∑
j=0

Z jTf +TI

jTf

g(1)(t)n(t)dt, v = 1,2 (3.4)

n3 :=
Ns

∑
j=0

Z jTf +TI

jTf

n(t− jTf )n(t− jTf −Td)dt (3.5)

The terms{nsv}2
v=1 defined in (3.4) are independent Gaussian random variables due to

reference signal× noise and data-bearing signal× noise. The notation := represents defi-

nition. It is easy to showns1 andns2 have mean zero and variance equal toE(1)Nsε1N0/4.
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The termn3 is a summation of noise× noise components which are assumed to be Gaus-

sian distributed by invoking the central limit theorem [4, 6, 14, 15] with mean zero and

varianceNsWTIN2
0/2 (W is the bandwidth of the receiver front-end bandpass filter).All

noise and interference terms inDs are independent. For convenience, we express a Gaus-

sian random variable in the way as:ns1 ∼ N(0, E(1)Nsε1N0/4). The last two terms in (3.2)

are related to multiuser interference, withne andnh capturing effects from equal-power and

high-power interfering users, respectively.

As defined in Section 2.1,Ne is the number of equal-power interfering users andNh

is the number of high-power interfering users withNe+ Nh + 1 = Nu. WhenNe is large

enough to validate the Gaussian assumption ofne [14], we havene∼ N(0, Nsσ2
e), with σ2

e

being the interfering power from equal-power interfering users within one frame. Detailed

analysis for obtaining the value ofσ2
e is presented in Chapter 4. In this chapter, we do not

delve into the calculation ofσ2
e. Instead, we use an arbitrary value ofσ2

e to show the effect

of equal-power interfering users.

Differential TR

When synchronization is established, a DTR receiver uses a previous frame as a tem-

plate for the current frame and correlates signals from these two frames. The process is

shown in Fig. 3.2 where the dashed signal serves as a templatefor the solid signal and the

solid signal does the same thing for the dash-dotted signal.By summing outputs fromNs

correlations, a decision statisticDd is obtained for DTR receivers as

Dd = d(1)
0 E(1)Nsε1+nd +n3 +ne+nh (3.6)
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Tf
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Figure 3.2: Signal processing for DTR

The first term in (3.6) is the useful signal component. The first bit d(1)
0 is shown in the

first term becausea(1)
0, j a

(1)
0, j+1 = d(1)

0 for 0 ≤ j ≤ Ns−1. The noise termn3, ne, andnh are

defined in the same way as the STR decision statisticDs. The signal× noise termnd

is different from the summation ofns1 andns2 for STR receivers because of the possible

correlation in DTR processing. The noise correlation can beseen from Fig. 3.2 where

the noise termn1(t) is correlated with the signals0(t) for the first correlation and with

s2(t) for the second correlation. When the channel keeps constantwithin two consecutive

symbols (which is true in most cases), the signalss0(t) ands2(t) can be considered as the

same. Therefore, the signal× noise terms in the two consecutive correlations are completed

correlated (with correlation coefficient one) except for outputs from the edge. When the

correlation outputs are added together to form the decisionstatisticDd, correlated noise

terms are added coherently in this case. This is reflected in calculating the variance ofnd

in Appendix B.
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3.1.2 Error Performance: Equal-Power Users

The receiver for a STR UWB system makes a decision based onDs in (3.2). For binary

PAM modulation, the decision rule is

Ds

d̂(1)
0 =1
≷

d̂(1)
0 =−1

0 (3.7)

where d̂(1)
0 is the detected value ford(1)

0 . Because of the symmetry we can assume the

transmitted bit isd(1)
0 = 1 to obtain the error performance. The random components inDs

are all Gaussian except the termnh which is caused by high-power interfering users. We

first analyze the error performance whenNh = 0, then we show the effect ofnh by setting

Nh 6= 0.

WhenNh = 0, the decision statisticDs for STR receivers is Gaussian with mean and

variance give by

µs = E{Ds} =
E(1)

2
NsE{ε1} (3.8)

σ2
s =

E(1)

2
NsE{ε1}N0 +

NsWTI N2
0

2
+Nsσ2

e (3.9)

The meanµs and varianceσ2
s both contain a termE{ε1} which is the average received

energy ofg(1)(t). The signalg(1)(t) is the response of the pulsep(t) going through the

channel. In Appendix A, we provide the derivation for the average received energyE{ε1},
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which is calculated to be 1/Ns. Therefore, we can rewrite the mean and variance ofDs as

µs = E{Ds} =
E(1)

2
(3.10)

σ2
s =

E(1)

2
N0+

NsWTI N2
0

2
+Nsσ2

e (3.11)

This result applies to an equal-power user environment withNsσ2
e being the variance of the

Gaussian interference caused by equal-power interfering users. The bit error probability

(BEP) of STR UWB systems in such an environment is thus

Ps0 = Q

(

E(1)/2
σs

)

= Q









2

(

E(1)

N0

)−1

+2NsWTI

(

E(1)

N0

)−2

+4Ns

(

E(1)

σe

)−2




− 1
2





(3.12)

We use the subscript ‘s0’ to indicate that the error probability shown in (3.12) is obtained

for STR receivers whenNh is set to be zero.

Following the same procedure as in STR receivers, we write down the mean and vari-

ance of the decision statistic for DTR receivers as

µd = E{Dd} = E(1) (3.13)

σ2
d =

2Ns−1
Ns

E(1)N0+
NsWTI N2

0

2
+Nsσ2

e (3.14)

The term2Ns−1
Ns

E(1)N0 is the variance ofnd. The derivation is given in Appendix B. In the

derivation of the varianceσ2
d, the correlation between signal× noise terms and the edge

effect are considered. The decision statistic for DTR receivers is also Gaussian. The BEP
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of DTR is then given by

Pd0 = Q

(

E(1)

σd

)

= Q











2Ns−1
Ns

(

E(1)

N0

)−1

+
1
2

NsWTI

(

E(1)

N0

)−2

+Ns

(

E(1)

σe

)−2




− 1
2






(3.15)

To make fair comparisons between STR and DTR UWB systems, we set the number of

pulses in one bit to beNp for both cases. For STR,Ns = Np/2, while for DTRNs = Np.

The bit energy is the same for both STR and DTR UWB, thusEb = E(1). ApplyingNp and

Eb to (3.12) and (3.15) yields

Ps0 = Q





[

2

(

Eb

N0

)−1

+NpWTI

(

Eb

N0

)−2

+2Np

(

Eb

σe

)−2
]− 1

2


 (3.16)

Pd0 = Q





[

2Np−1
Np

(

Eb

N0

)−1

+
1
2

NpWTI

(

Eb

N0

)−2

+Np

(

Eb

σe

)−2
]− 1

2


 (3.17)

which are expressions for BEP of STR and DTR UWB respectivelywhen we set the number

of high-power usersNh to be zero.

3.1.3 Collision Probabilities

To evaluate BEP when high-power users are present in the network, we first investigate

the probability of collision between the desired user and high-power interfering users. The

probability of collision is related to the integration timeof the receiver,TI , the frame length
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Tf , the number of frames (pulses) in one bit,Ns (Np), and the number of high-power users

Nh.

If designed properly,c(u)
j together with the asynchronizationτ(u) in (2.8), make the

positioning of pulses from interfering users uniformly distributed in one frameTf . Here a

uniform distribution within[0, Tf ] is assumed forτ(u). Let p = 2TI
Tf

. For STR UWB, within

one frame, the probability that either the desired reference signal, or the desired data signal,

or both signals, collides with one high-power user, is givenby

ps = 2p(1− p)+ p2 (3.18)

There areNh high-power users; pulses from each of them collide independently with user

1 with probability given byps in (3.18). The probability that at least one high-power user

pulse collides with the desired user 1 is

pcs =
Nh

∑
i=1







Nh

i






p

i
s(1−ps)

Nh−i (3.19)

AmongNs frames in one bit, the probability ofj frames suffering a collision with at least

one high-power user is

pns,str( j) =







Ns

j






p

j
cs(1−pcs)

Ns− j (3.20)

For DTR UWB, the collision probability has a different form and is discussed in the

next section.
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3.1.4 Error Performance: High-Power Users

In this section, we include the high-power users and show theperformance degradation

caused by interference from these high-power users even with a small number of them.

Note that in [14], the power ratio{E(u)/E(1)} between useru and the desired user 1 is

assumed to be unity. Equal-power interfering users are assumed to be Gaussian by the

central limit theorem when the channel delay spread is largeand the number of interfering

users is also large. However this assumption is only valid innetworks with perfect power

control, such as in cellular architectures. In wireless ad-hoc communications, where no

power control or very limited power control is available, the power ratios{E(u)/E(1)} are

no longer unity. In this case performance is overwhelminglydominated by interfering

users’ power. The system performance under such situationswith imperfect power control

thus is mainly determined by the collision probability between the desired user and those

high-power users.

The average BEP for STR UWB when high-power users are presentis

Psu= pns,str(0)×Ps0+
1
2
(1−pns,str(0)) (3.21)

The first term in (3.21) corresponds to the case when no collision occurs between the de-

sired user and high-power users pulses. The second term in (3.21) relates to the situation

when at least one such collision occurs. The factor 1/2 in the second term indicates that

a collision between the desired user and high-power users corrupts the decision statistic.

In a typical STR UWB system, for example, withTI = 25 ns,Tf = 2000 ns,Ns = 1, even

with only one high-power user, the BEP in (3.21) is no better than 2.5×10−3 regardless of
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SNR. This is true for DTR systems as well. An example for both STR and DTR systems is

shown in Fig. 3.3. Only one high-power user is included in Fig. 3.3. The repetition factor
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Figure 3.3: BEP of STR and DTR withNh = 1

for STR isNs = 3 and for DTR isNs = 6. It can be seen that BEP is dominated by the col-

lision probability with high-power users. As the number of high-power usersNh increases,

BEP is increasingly determined by the collision probability pns,str( j). This degradation

of performance motivates our study to improve system performance with imperfect power

control.
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3.1.5 Chip Discrimination: Binary TR

Chip discrimination has been shown effective in combating the detrimental effects of

high-power users in UWB communication networks with AWGN channels [23, 24]. It

works by obtaining an estimate of the average received powerfor the desired signal and

then setting a threshold below which correlator outputs areacceptable. If the absolute

value of a correlator output is larger than the threshold value, then that correlator output

is not added to the bit decision statistic. The final decisionstatistic is the sum of(Ns− j)

correlator outputs wherej is the number of correlations being ‘removed’ after applying

the threshold. The effectiveness of chip discrimination isa function of threshold setting.

Here we assume an ideal threshold to simplify analysis. The effect of threshold setting for

non-multipath channels and matched filter receivers has been investigated in [23].

We add a letterc to subscripts to indicate that chip discrimination is applied. For ex-

ample,Dsc is the decision statistic of STR receivers with chip discrimination, andDdc is

that for DTR receivers. If user 1 hasj frames suffering collisions with high-power user

pulses, the decision statistic of STR UWB,Dsc, has(Ns− j) non-zero correlator outputs

after applying chip discrimination, with mean and variance

µsc( j) =

(

Ns− j
Ns

)(

Eb

2

)

=

(

Np/2− j

Np/2

)(

Eb

2

)

(3.22)

σ2
sc( j) =

(

Np/2− j

Np/2

)(

Eb

2

)

N0 +(Np/2− j)

(

WTIN2
0

2

)

+(Np/2− j)σ2
e (3.23)

Here the Gaussian assumption holds since the effect of high-power users is removed after

applying chip discrimination. Thus the noise termnh approaches to zero in (3.2). The BEP



39

with j frames removed is given by

Psc( j) = Q

(

µsc( j)
σsc( j)

)

(3.24)

The overall BEP is obtained by averagingPsc( j) over the probability ofj frames being

removed and can be written as

Psc= E{Psc( j)} =
Np/2

∑
j=0

Psc( j)pns,str( j) (3.25)

For DTR UWB receivers, ifj correlator outputs are detected to be out of the limit set by

the threshold, the final decision statistic,Ddc, consists ofNp− j non-zero correlator outputs

with meanµdc( j) =
Np− j

Np
Eb. The variance ofDdc is more complicated than the variance of

Dsc and is related to the patterns of collisions. For a given number of correlations removed

by chip discrimination, the resulting variance is a function of the actual pattern of the

correlations removed. The following equation gives the worst case (largest) variance for a

given j.

σ2
dc( j) =

2(Np− j)−1
Np

EbN0+
(Np− j)WTI N2

0

2

+(Np− j)σ2
e (3.26)

The conditional BEP givenj frames being removed is

Pdc( j) = Q

(

µdc( j)
σdc( j)

)

(3.27)

However, the probability ofj correlations being removed after applying the threshold
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Table 3.1: Collision Patterns for DTR

0 1 2 3 4
↑

↑
↑
↑ ↑

↑ ↑
↑ ↑

for DTR UWB is not a binomial combination and doesn’t have a simple expression as

in (3.20). An example is given in Table. 3.1 to show differentpatterns of collision. The

arrows in Table 3.1 indicate the positions of collision and the numbers from 1 to 4 in the

first row are the frames for one symbol (Ns = 4). The number 0 indicates the frame from the

previous symbol. All of the collisions shown by the arrows inTable 3.1 result in two frames

being removed after applying chip discrimination. For different values of the repetition

factor Ns, collision patterns are different which lead to different expressions for collision

probabilities. The authors found it hard to come up with a universal expression for the

collision probabilities of DTR systems. Instead, by enumerating every possible collision

pattern, the probability ofj correlations being removed after chip discrimination,pns,dtr( j),

is obtained for the cases whenNp ∈ [1,6]. For Np = 6 andq = 1− p, the probability of j

correlations being removed from the final decision statistic is given by the following.
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pns,dtr( j) =












































































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




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







q7, j = 0

2pq6, j = 1

5pq6+3p2q5, j = 2

12p2q5+4p3q4, j = 3

6p2q5+18p3q4+5p4q3, j = 4

12p3q4+20p4q3 +6p5q2, j = 5

p3q4+10p4q3+15p5q2

+7p6q+ p7, j = 6

(3.28)

The overall BEP for DTR UWB with chip discrimination is

Pdc = E{Pdc( j)} =
Np

∑
j=0

Pdc( j)pns,dtr( j) (3.29)

The advantage of chip discrimination can be seen by comparing (3.25) (with chip dis-

crimination) and (3.21) (without chip discrimination). Note thatPsc( j) ≤ 1/2 in (3.25)

while in (3.21) it is always 1/2 when j 6= 0. Collision with high-power interfering user

pulses causes some correlations to be removed, thus resulting in a portion of the energy

being lost in this process. But this loss is less significant than the case of keeping those cor-

relations, which would result in a corrupted decision statistic. The consequence is the same

for DTR UWB using chip discrimination. The significance of applying chip discrimination

to both STR and DTR UWB is numerically demonstrated in Section 3.1.6.
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3.1.6 Numerical Results

The channel used in the numerical calculations has a delay spreadTmds= 50 ns (CM1

channel from [56]). The optimal integration timeTI for the correlator at the receiver is

chosen as 25 ns [14] [58]. The receiver has a one-sided bandwidthW = 4 GHz. By fixing

the number of pulses per bit and changing the frame timeTf , the data rateRb is changed ac-

cordingly. In this section, we first consider the effect of high-power users on performance.

Thus the effect of equal-power users is removed by settingσ2
e = 0. We include the effect

of equal-power users in the sequel.

To obtain expressions for BEPs in (3.25) and (3.29), the conditional BEPs in (3.24)

and (3.27) are needed. Fig. 3.4 shows the conditional BEP forSTR and DTR UWB. From

Fig. 3.4, we see that when only 1 or 2 pulses remain, the BEP is high for both STR and DTR

UWB. This illustrates how the average BEP is determined by the probability of j pulses

remaining, whenj = 1,2. The expressions for BEP for STR and DTR UWB are obtained

by averaging the conditional BEP overpns,str( j) andpns,dtr( j), which are shown in Fig. 3.5

with the number of high-power usersNh = 6. Notice that for STR UWB, discarding a

single correlation output results in both the reference anddata pulses being discarded.

Fig. 3.6 shows the average BEP of STR UWB with and without chipdiscrimination as

a function of the number of high-power users and the data rate. Dashed lines in Fig. 3.6 are

BEPs of STR UWB without chip discrimination while solid lines are corresponding BEPs

with chip discrimination. Each pair has the same data rateRb. Here the number of pulses

per bit isNp = 2Ns = 10 andEb/N0 = 22 dB. Note from Fig. 3.6 that without centralized

power control, BEPs of STR UWB (dashed lines) are mostly within the interval[10−3,0.5]

whenRb is from 1 Kbps to 100 Kbps. The decrease in data rateRb decreases the proba-
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bility of collision between the desired user and the high-power users, but this offers little

improvement in the BEP. With chip discrimination, corresponding BEPs (solid lines) show

significant improvement, especially when the data rateRb ≤ 20 Kbps. Further decreasing

Rb = 1 Kbps, we note that the BEP using chip discrimination approaches the performance

of single-user STR UWB withNs = 5, which is the best achievable performance in imper-

fect power control environments for these parameter values.

For fixed Rb and Eb/N0, the number of frames (pulses) per bitNs (Np) determines

how energy is distributed within a bit. Fig. 3.7 shows the BEPof STR UWB whenRb =

20 Kbps andEb/N0 = 22 dB. As in Fig. 3.6, solid lines are BEPs of STR UWB with chip

discrimination; dashed lines are corresponding BEPs without chip discrimination. Two

important results can be drawn from Fig. 3.7. The first resultis thatNs = 3 has the best

BEP performance. From this result we see that, with a fixed data rateRb = 20 Kbps and

Eb/N0 = 22 dB, STR UWB with chip discrimination works best when usingNs = 3 frames

per bit. As the number of frames per bitNs increases further, the BEP degrades.

Another important result about Fig. 3.7 is that withNs = 1, the BEP for STR UWB

without chip discrimination is the same as that of STR UWB with chip discrimination, but

worse than that of STR UWB whenNs > 1. To explain why, we note that withNs = 1, a

collision with a high-power pulse within one frame results in a BEP= 1/2 without chip dis-

crimination. With chip discrimination, the BEP= 1/2 when that frame is removed. These

results reveal a new aspect of transmission for STR UWB systems in ad-hoc networks with-

out perfect centralized power control. With perfect power control the most efficient strategy

for transmission is to concentrate all the bit energy in one frame,Ns = 1, and spread the

frame time as much as possible to avoid collisions [14]. Herewe see that with the presence
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of high-power users,Ns = 1 does not give the best performance for STR UWB systems.

Chip discrimination also improves the performance of DTR UWB. Fig. 3.8 shows BEPs

for DTR UWB with and without chip discrimination where the performance improvement

with chip discrimination is clearly evident. Shown in Fig. 3.9 are all BEPs for different

values ofNp for Rb = 20 Kbps andEb/N0 = 22 dB. As the number of pulses per bitNp

increases, the BEP performance improves up toNp = 4, beyond which the gain diminishes.

For a single user environment and a multiple access environment with equal-power

users, DTR UWB outperforms STR UWB as can be seen from (3.16) and (3.17). When

high-power users are present in an ad-hoc network, performance of both STR and DTR

UWB degrades. In this case, with chip discrimination, performance of both improves, but

not to the same degree. To make a meaningful comparison,Np = 6 is used since this gives

satisfactory performance given a fixed data rate. A comparison of STR and DTR UWB is

shown in Fig. 3.10. For the same number of pulses per bitNp = 6, whenRb ≤ 20 Kbps,

DTR UWB is better than STR UWB in BEP performance. Unlike the single user case and

the equal-power multiple access case, whenRb > 20 Kbps, DTR UWB performs slightly

worse than STR UWB.

We see from Fig. 3.11 thatNs = 1 is optimal for high data rates. However, for data rate

less than 167 Kbps in a high-power interfering environment,Ns > 1 provides better perfor-

mance. The effect of including equal-power interfering users with high-power interfering

users is shown in Fig. 3.12. Notice that the equal-power users increase the noise floor by

shifting the BEP curves upward whenEb/σe increases.
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3.1.7 Conclusion: Binary TR Systems

In this part of the dissertation we investigate the performance of STR and DTR UWB in

networks without perfect power control. The dominated factor in determining performance

is found to be the collision probability between the desireduser pulses and high-power

user pulses in the network. To improve the performance of STRand DTR UWB in such

networks, chip discrimination is applied. Analysis and numerical calculations both show

significant performance improvement when chip discrimination is employed for STR and

DTR UWB. One result is that using a single pair of pulses per bit is no longer an optimal

way for transmitting information in networks without centralized power control. Instead,

the optimal number of pulses per bitNs is 3 whenRb = 20 Kbps andEb/N0 = 22 dB for

STR UWB. For DTR UWB, when the number of pulses per bitNp increases beyond 4, the

performance gain diminishes. Unlike in single user and equal-power user environments,

DTR UWB only outperforms STR UWB when the data rateRb ≤ 20 Kbps.

3.2 M-ary TR Systems

Our work in the previous section has shown that binary TR UWB communication sys-

tems behave differently in ad-hoc networks when compared toan equal-power user envi-

ronment. To increase the transmission data rate, we proposeto use M-ary pulse position

modulation (PPM) for TR UWB systems. In this section, the performance of TR UWB

systems employing M-ary PPM is investigated in multipath, multiuser environments with-

out centralized power control. Equal-power users are not included in this section in order

to highlight the effects of high-power users. Including theinterference from equal-power
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users would only increase the noise floor since the effects due to equal-power users (MAI)

are approximated as Gaussian.

3.2.1 Decision Statistic

For M-ary PPM modulation, within each frame, the receiver correlates the received

reference signal with the signal in each of the possible modulation slots, producingM

correlation outputs{dm, j ,0≤m≤M−1} (0≤ j ≤Ns−1). The receiver structure is shown

in Fig. 2.2. The signal processing in the receiver is shown inFig. 3.13 where the dashed

signal is the reference signal and the desired modulation slot is slot 0. In thejth frame of

Slot 0 Slot 1 Slot 2 Slot M−1

d2, j
d1, j

d0, j

dM−1, j

Figure 3.13: Receiver processing of M-ary PPM systems

the ith symbol, the correlation output of themth slot at the desired receiver is

dm, j =
Z

Ωm j

r(t)r(t−Td)dt (3.30)
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where the integration range isΩm j = [iTs+ jTf +Td+c(1)
j Tc+mδ, iTs+ jTf +Td+c(1)

j Tc+

mδ+TI ], andTI is the integration length. The final output for themth slot is the sum ofNs

outputs

Dm =
Ns−1

∑
j=0

dm, j (3.31)

The forming of the decision statistic is shown in Fig. 3.14.

Frame 1

Frame

Frame 0

slot 1slot 0 slot 2 slot M−1

d1,0 dM−1,0d2,0

d0,1 d1,1 dM−1,1

d0,Ns−1 d1,Ns−1 dM−1,Ns−1d2,Ns−1

Ns−1

D1 D2 DM−1

d0,0

d2,1

D0

Figure 3.14: Forming decision statistic

Substituting the received signal given by (2.10) into (3.30) and (3.31) yields

Dm =











E(1)

2 Nsε1+nm1+nm2 +nm4+nmh, m= 0

nm3 +nm5+nmh, m 6= 0
(3.32)

whereε1 is given in (3.3). The terms{nmi}3
i=1 are due to signal× noise and are independent
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Gaussian random variables. Refer to the corresponding definition of ns1 andns2 in (3.4) for

binary STR systems. The terms{nm4, nm5} are noise× noise components and are assumed

to be Gaussian distributed with zero mean and variance givenby NsWTI N2
0/2. The last term

nmh captures the high-power interference. All noise terms inDm are independent. Note

again that the equal-power interference is not included as it is approximated as Gaussian

and only increases the noise floor when included. We focus on studying the effects of high-

power users in this section and the MAI due to equal-power users is investigated in full

detail in Chapter 4.

After demodulation, the receiver compares the values of{Dm}M−1
m=0 and chooses the

symbolm̂ with the largest value. Thus, the desired receiver makes a decision based on

m̂= argmax
m

Dm (3.33)

The probability of making a correct decision when symbol 0 istransmitted is then

Pc = Pr{D0 > D1,D0 > D2, ...,D0 > DM−1} (3.34)

To evaluate the performance of TR UWB systems using M-ary PPM, the effects of thermal

noise and high-power users need to be studied.

3.2.2 Error Performance: Single User Link

A single user environment is considered (Nh = 0) in this section, therefore only thermal

noise is present to the TR UWB receiver. Letn0 denote the total noise of the desired slot,
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and{nm}M−1
m=1 the total noise of other slots.

n0 = n01+n02+n04 (3.35)

nm = nm3+nm5, m= 1,2, ...,M−1 (3.36)

The variances ofn0 andnm are calculated to be

σ2
0 =

E(1)

2
N0 +

NsWTI N2
0

2
(3.37)

σ2
m =

E(1)

2
N0

2
+

NsWTI N2
0

2
, m 6= 0 (3.38)

In deriving the above results, the expectationE{ε1} = 1/Ns is used from Appendix A. The

M outputs in (3.32) can be rewritten, using the short notations n0 andnm (m 6= 0) for the

noise terms, as

Dm =











µ0+n0, m= 0

nm, m= 1,2, ...,M−1
(3.39)

whereµ0 = E(1)

2 . Since the noise terms{nm}M−1
m=0 are independent, the probability of a

correct decision is evaluated as

Pc =
Z ∞

−∞

[

Z y

−∞
f1(x)dx

]M−1

f0(y)dy (3.40)

where f1(x) is the Gaussian probability density function (PDF) of the output of the unde-

sired slot 1 (D1), with mean 0 and varianceσ2
1, and f0(y) is the Gaussian PDF of the output

of the desired slot (D0) with meanµ0 and varianceσ2
0. A simple manipulation of (3.40)
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yields

Pc =
Z ∞

−∞

[

1−Q

(

y
σ1

)]M−1

f0(y)dy (3.41)

The symbol error probability,PM, is thus

PM = 1−Pc (3.42)

The bit error probability (Pb) for equiprobable orthogonal modulation can be written as

[59]

Pb =
2k−1

2k−1
PM (3.43)

3.2.3 Error Performance: High-Power Users

Our work in [26] has shown that interference from high-powerusers dramatically de-

grades the performance of binary-PAM TR UWB systems. A simple analysis reveals that

high-power users have more severe detrimental effects on TRUWB systems with M-ary

PPM whenM > 2.

To illustrate, we use the notationp = 2TI
Tf

, the fraction of time that an interfering signal

occurs within the desired slot during a frame that has effecton the correlation output. The

same probabilityp applies for the reference signal colliding with a high-power interfering

user. ForNs successive frames, the probability that the correlation output of the desired

slot affected by a signal fromNh high-power users is min{2NsNhp, 1}. Each of the rest

of M − 1 undesired slots has the same collision probability as the desired slot, since the

integration time of the correlator is the same for all slots.When a signal from a high-

power user (with much higher interfering power level than the desired user) occurs in an
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undesired slot ˆm 6= 0, due to the large correlator output of that slot, the detector of the

desired receiver makes an incorrect decision by choosing ˆmas the transmitted symbol. The

probability of a signal fromNh high-power interferers occurring in any undesired slot is

pm = min{2(M−1)NsNhp, 1}. So the symbol error probability due to high-power users is

given by

Pmh= pm+(1− pm)PM (3.44)

The first term in (3.44) is proportional toM and is not related toEb/N0. This can cause

a floor in the BEP performance in regions of highEb/N0 values, where errors due to col-

lisions with high-power users dominate. This effect becomes more pronounced asM in-

creases.

3.2.4 Chip Discrimination: M-ary TR

To mitigate the detrimental effects of high-power users on the desired user, chip dis-

crimination [23, 24] is applied to TR UWB systems employing M-ary PPM.

The receiver processing with one high-power interfering user occurring in one of the

undesired slots is shown in Fig. 3.15. The dashed signal is the reference signal and the dash-

dotted signal is the high-power interfering signal. Denotethe slot where the high-power

user occurs as slot ˜m (m̃ 6= 0). If the receiver does not take any measure to suppress the

effect from the high-power interfering user, the receiver makes an incorrect decision that

m̂= m̃ is the transmitted symbol because symbol ˜mhas the largest correlation output. With

chip discrimination applied at the receiver, each correlation outputdm, j (0≤ m≤ M−1) is

compared with a pre-set threshold. If an output is beyond therange of the threshold, that
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Slot 0 Slot 1 Slot 2 Slot M−1

d2, j
d1, j

dM−1, j

d0, j

Figure 3.15: Receiver processing of M-ary PPM systems with one high-power user

output is removed. Assume the receiver has an ideal threshold so that correlation outputs

corrupted by high-power users are detected and removed. Theprocess is shown in Fig. 3.16

where two outputs affected by high-power users are shown anddetected.

Supposek0 out ofNs correlation outputs are removed for the desired slot 0. The output

D0,k0 has a mean and variance of

µ0,k0 =
Ns−k0

Ns
µ0

σ2
0,k0

=
Ns−k0

Ns
σ2

0 (3.45)

Assuming there arekm correlation outputs removed by chip discrimination for themth

(m 6= 0) undesired slot, the mean ofDm,km is 0 and the variance is

σ2
m,km

=
Ns−km

Ns
σ2

m (3.46)
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Frame

Frame 0

slot 1slot 0 slot 2 slot M−1

d1,0 dM−1,0d2,0

d0,1 d1,1 dM−1,1

d0,Ns−1 d1,Ns−1 dM−1,Ns−1d2,Ns−1

Ns−1

D0 D1 D2 DM−1

d0,0

d2,1

Figure 3.16: Receiver processing of M-ary PPM systems with 2high-power user

Let K = {k0,k1, ...,kM−1} be the sequence of the number of correlation outputs re-

moved by chip discrimination for all slots. This sequenceK is i.i.d. since each slot is

affected by interference from high-power users independently with the same probability.

Therefore, the probability of a correct decision using chipdiscrimination has the same

form as in (3.41), given by

Pmc= E
k0

{

Z ∞

−∞

[

1−E
k1

{

Q

(

y
σ1,k1

)}]M−1

f0,k0(y)dy

}

(3.47)

where{ f0,k0(y)}
Ns
k0=0 is a set of PDFs of Gaussian random variables with meanµ0,k0 and

varianceσ2
0,k0

given in (3.45). This probability of a correct decision differs from (3.41) in

that it is averaged over the probability mass functions ofk0 andk1, which are the same.
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DenoteP(k) as the probability mass function for the i.i.d. sequenceK . For a given integra-

tion time and frame length,P(k) is unchanged from the binary PAM case in Section 3.1.3

and is given by

P(k) =







Ns

k






p

k
cs(1−pcs)

Ns−k (3.48)

wherepcs is from (3.19). The expression for the probability of the correct decisionPcd in

(3.47) is difficult to evaluate in general, except forM = 2. ForM = 2, we can use a property

of theQ function given by

E{Q(a+λX)}= Q

(

a√
1+λ2

)

(3.49)

wherea andλ are constants andX is a Gaussian RV with mean zero and variance one. Us-

ing (3.49) (change of variables in (3.47) is needed),Pcd in (3.47) atM = 2 can be expressed

as

Pmc,2 = 1−
Ns

∑
k0=0

Ns

∑
k1=0

Q





u0,k0
√

σ2
0,k0

+σ2
1,k1



P(k0)P(k1) (3.50)

The symbol error probability is therefore

P2 = 1−Pcd,2 (3.51)

For M > 2, a union bound for the probability of error for M-ary orthogonal modulation is

obtained as [59]

PM ≤ (M−1)P2 (3.52)
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which is proved tight through numerical calculations.

3.2.5 Effect of Duty Cycle on Performance

The probability of correct decision in (3.50) is closely related to the probability mass

functionP(k) which is determined byp = 2TI/Tf if Ns andNh are fixed. Thus for a given

value of repetition factorNs and the number of high-power usersNh in the network, the

probability of detection decreases withP(k). Therefore, to maintain given desired levels

of BEP andEb/N0, there is a maximump allowed, which translates into a minimumTf

whenTI is fixed. This relates to the low-duty cycle nature of UWB signaling [33]: At

the transmitter side, the duty cycleTp/Tf is low; it also needs to be low at the receiver

side, requiring a small value ofTmds/Tf . The lower the duty cycle at the receiver side, the

smaller the chance of collisions between users. However, given the form of the correct

decisionPcd,2, a closed form of the requiredp is not obtainable for a given BEP. We resort

to numerical calculations to investigate the impact ofp (also the impact ofTmds/Tf ).

3.2.6 Numerical Results

The transmitted pulse is the second derivative of the Gaussian pulse with pulse width

0.7 ns [33]. The CM1 channel model from [56] with the delay spread Tmds= 50 ns is used.

The receiver has a one-sided bandwidthW = 4 GHz. The optimal integration time is found

to beTI = 25 ns for this channel model. The optimal repetition factorNs is 3 in Section

3.1.6 for binary-PAM standard TR systems at a rateRs = 20 Kbps. In this section, we first

setNs = 3, then the effect ofNs is investigated.

As we discussed in previous sections, the performance of TR UWB systems in the
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presence of high-power users is determined by the collisionprobability p = 2TI/Tf , which

fixes the ratioTmds/Tf whenTI is chosen. The plot in Fig. 3.17 shows the effect of this

parameter when the number of high-power users isNh = 4. For a given BEP atPb =

10−4, the duty cycle for 4-PPM is found to be less than 5×10−3, resulting in a value of

Tf ≥ 104 ns. The symbol rateRs = 1/(NsTf ) ≤ 30 Ksps, which constrains the symbol rate

for networks with high-power users. In the following numerical calculations, we use low

symbol rates such asRs = 20 Ksps.

The effect of high-power users is demonstrated in Fig. 3.18 (solid lines), which shows

the BEP performance of TR UWB systems using M-ary PPM when there areNh = 5 high-

power users. The dashed lines are corresponding BEPs in a single user environment.

Clearly the detrimental effect of high-power users is seen in Fig. 3.18 by observing that

the BEP performance is mainly determined by the probabilityof collision with high-power

users. BEPs increase withM since the receiver ‘listens’ for a larger fraction of the whole

frame time asM increases, resulting in a larger probability of collision and unacceptable

performance.

Fig. 3.19 shows the error performance of TR UWB systems with and without chip dis-

crimination for a given symbol rateRs = 20 Ksps. The performance is plotted versusNh

with Eb/N0 = 20 dB. Without chip discrimination, BEPs are no better than 10−2. With chip

discrimination, the error performance of TR UWB systems using M-ary PPM is dramati-

cally increased. The BEP performance improves with increasing M, however, the amount

of improvement reduces asM increases. With the parameter setting in this figure, increas-

ing M to 32 is optimal. The plots in Fig. 3.20 show the performance of chip discrimination

for a given bit rateRb = 40 Kbps. The BEP performance is significantly improved for TR
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UWB systems using M-ary PPM compared with the performance without chip discrimi-

nation. AtRb = 40 Kbps, BEP performance in Fig. 3.20 is better than that in Fig. 3.19 at

Rs = 20 Ksps. This is because the bit rate in Fig. 3.19 is larger than 40 Kbps whenM > 4.

At a larger bit rate and with the same repetition factorNs, the frame time for systems in

Fig. 3.19 is smaller than that in Fig. 3.20, resulting in a larger probability of collision be-

tween the desired user and high-power users.

The effect of the repetition factorNs on the error performance is illustrated in Fig. 3.21.

The modulation orderM = 8 and the symbol rateRs = 20 Ksps are chosen as an example.

For Eb/N0 = 20 dB, the plots in Fig. 3.21 show thatNs = 5 gives the best performance.

For these parameter values,Ns = 3 is optimal for binary-PAM standard TR UWB systems

at the same symbol rate withEb/N0 = 22 dB. The optimalNs for eachM is a function

of Eb/N0 and the collision probability. SettingNs = 5 and picking one value ofNh, (for

example,Nh = 5), the BEP performance is plotted as a function ofEb/N0 andM, as in

Fig. 3.22. Solid lines are BEPs of TR systems with chip discrimination while dashed lines

are those of a single-user environment. The effect of high-power users manifests itself by

deviating the BEP performance from the BEP in a single-user environment. The deviation

is larger when M increases. The phenomenon of approximatelyflat error performance with

interference from high-power users shown in Fig. 3.18 is notseen in Fig. 3.22. Instead, with

the same symbol rateRs = 20 Ksps, chip discrimination with M-ary PPM works robustly

against high-power users.

The upper bound for BEP of TR UWB systems using M-ary PPM and chip discrimina-

tion is shown in Fig. 3.23. The repetition factor isNs = 5 and there areNh = 5 high-power

users. AtRs = 20 Ksps, the upper bound is tight at highEb/N0 regions shown in Fig. 3.23.
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Figure 3.17: BEP of TR UWB as a function ofTmds/Tf at Eb/N0 = 22 dB. Other param-
eters:Nh = 4, TI = 25 ns,Tmds= 50,Ns = 3.
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Figure 3.18: BEP for M-ary TR UWB in a single user environment(dashed lines) and
with Nh = 5 high-power users (solid lines).TI = 25 ns,Ns = 3, Rs = 20 Ksps.
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Figure 3.19: BEP for TR UWB in a high-power user environment with (solid lines) and
without (dashed lines) chip discrimination atRs = 20 Ksps.Eb/N0 = 20 dB,TI = 25 ns,
Ns = 3.
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Figure 3.20: BEP for TR UWB in a high-power user environment with (solid lines) and
without (dashed lines) chip discrimination atRb = 40 Kbps.Eb/N0 = 20 dB,TI = 25 ns,
Ns = 3.
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Figure 3.21: BEP of 8-PPM TR UWB in an environment with high-power users.Eb/N0 =
20 dB,TI = 25 ns,Rs = 20 Ksps.
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Figure 3.22: BEP of Mary-PPM TR UWB in an single user environment (dashed lines)
and withNh = 5 high-power users (solid lines).Ns = 5, TI = 25 ns,Rs = 20 Ksps.
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3.2.7 Conclusion: M-ary TR Systems

We have investigated the performance of transmitted reference UWB systems with M-

ary pulse position modulation in environments with high-power interfering users. Exam-

ples include ad-hoc networks or networks where centralizedpower control are infeasible.

The interference from high-power users is shown to significantly degrade the performance

of TR UWB systems using M-ary PPM. Chip discrimination is used to mitigate the detri-

mental effect of high-power users. Theoretical analysis onthe performance of M-ary PPM

applied to TR UWB systems is derived. A tight upper bound for the symbol error proba-

bility is obtained. Analysis and numerical results show that TR UWB systems with M-ary

PPM using chip discrimination is robust against high-powerinterfering users in wireless

networks where centralized power control is infeasible, such as ad-hoc networks. TR sys-

tems with chip discrimination are suitable for low data-rate communications.
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Chapter 4

Performance Analysis: Equal-Power

Users

In Chapter 3 we investigate the performance of binary PAM andM-ary PPM TR sys-

tems with a focus on effects of high-power users. In this chapter, we investigate the effects

from equal-power users, or the so-called multiple-access interference (MAI), for TR UWB

systems with M-ary PPM. A new method for deriving the variance of the Gaussian ran-

dom variable resulting from MAI is developed using the powerdelay profile (PDP) of the

channel. This makes the theoretical analysis tractable andenables us to predict the system-

level performance such as the supported number of users, theachievable data rate, and the

requiredEb/N0. The multiple-access performance for slightly frequency-shifted reference

(FSR) UWB systems is also investigated in this chapter. Performance comparison is given

between FSR and TR systems.
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4.1 TR UWB Systems

One contribution of this section is to investigate and address two fundamental issues of

communications for TR UWB systems using M-ary PPM: 1) To determine the achievable

data rate as a function of system resources. 2) To determine the requiredEb/N0 for the

system to achieve a given BEP. The second contribution of this section is to quantify the

combined effects of both equal-power and high-power users,including the limit in the data

rate in the presence of high-power users, and the optimization of the system performance

by finding the optimal operational parameters. A third contribution of this work is the use

of the power delay profile (PDP) in deriving the variance of the MAI, which makes the

theoretical analysis tractable. This feature in return enables us to theoretically optimize the

system parameters as shown in this chapter. We presented this idea in [55].

4.1.1 Decision Statistic

The receiver structure of TR systems employing M-ary PPM is shown in Fig. 2.2. The

receiver signal processing is depicted in Fig. 3.13. The decision statistic of themth modula-

tion slot is formed by summing the correlation outputs from each frame, shown in Fig. 3.14.

In this section, we assume there is no high-power users. The decision statistic is given by

Dm =











µ0+nm1+nm2+nm4 +nme, m= 0

nm3+nm5+nme, m= 1,2, ...,M−1
(4.1)

where the desired slot has a signal componentµ0 = E(1)

2 Nsε1. All the noise terms are de-

fined in the same way as in (3.32) exceptnme, which captures the MAI (equal-power inter-
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ference). All noise terms inDm are independent.

The discussion of the MAI for UWB systems with Rake receiversand for binary TR

UWB systems is given in Section 1.2.2. We assume in this dissertation that the number

of equal-power users is large enough so that the MAI can be approximated as Gaussian

distributed. The decision rule for TR systems with M-ary PPMis given in (3.33) and the

probability of making a correct decision is given by (3.34).The performance in a single

user environment is discussed in Section 3.2.2. We use the same notations as in Section

3.2.2 for the noise variance in a single user environment:σ2
0 as the noise variance for the

desired slot andσ2
m the noise variance for undesired slots withm= 1,2, ...,M−1. Their

expressions are given in (3.37) and (3.38), respectively. We now go to the details for the

variance of the MAI termnme.

4.1.2 Interference From Equal-Power Users

As in Section 3.1, we replace the spacing of the desired userT(1)
d with Td for con-

venience of analysis. To analyze the MAI effect, we first consider the situation where

one signal from an equal-power interfering user (withE(1) = E(u) = Es) collides with the

desired user’s reference signal. The received signal from the first signal pair of the first

symbol (i = 0) can be written as

r(t) =
√

Es

2

[

g(1)(t −c(1)
0 Tc)+g(u)(t −c(u)

0 Tc− τ(u))

+g(1)(t −c(1)
0 Tc−Td− I (1)

0 δ)+g(u)(t −c(u)
0 Tc−T(u)

d − I (u)
0 δ− τ(u))

]

+n(t) (4.2)
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The time offset between reference signals of user 1 and useru is τ′
u = (c(u)

0 − c(1)
0 )Tc +

τ(u), whereτ(u) is a uniform distribution within the interval[0, Tf ]. The offset between

data-bearing signals isτ′′
u = (c(u)

0 −c(1)
0 )Tc +T(u)

d −Td +(I (u)
0 − I (1)

0 )δ + τ(u). If the design

of {T(u)
d }Nu

u=1 together with the equiprobable transmitting symbolsI (u)
j ∈ {0,1, ...,M−1}

makesτ′′
u independent ofτ′

u, the reference signal and the data-bearing signal are affected by

equal-power users independently. Assume the signal from anequal-power interfering user

lands in the integration interval of the desired user’s receiver correlator. The possible offset

τ′
u is restricted to the interval[0, TI ]. The jth correlation,

R

Ω0 j
r(t)r(t−Td)dt, is computed

for the desired slotΩ0 j = [ jTf +Td +c(1)
j Tc, jTf +Td +c(1)

j Tc +TI ]. After Ns correlations

and the summation of the outputs, the desired slot has an output

D0 =
Es

2
Nsε1+n01+n02+n04+n0e (4.3)

where the Gaussian random variablen0e due to multiple-access interference is the sum-

mation ofNs independent random variables{ne( j)}Ns−1
j=0 . This random variablene( j) is

expressed as

ne( j) = nem+nen

=
Es

2

Z

Ω0 j

g(1)(t)g(u)(t − τ(u))dt

+

√

Es

2

Z

Ω0 j

g(u)(t− τ(u))n(t)dt

]

(4.4)

wherenem results from the collision between the the signal of the interfering useru and the

signal of the desired user, andnen corresponds to the noise caused by the cross correlation
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between the interfering useru and the thermal noise. In [14], the variance of this Gaus-

sian random variable is given usingg(u)(t), its auto-correlations and cross-correlations. To

yield a more straightforward mapping between the number of equal-power usersNe and the

varianceσ2
e = Var{n0e}, we try to obtain an explicit relationship between these parameters.

Inspired by the work in [13], we seek a solution by using the power delay profile (PDP) of

the channel.

It is easy to show that the MAI termn0e has zero mean. The varianceσ2
e of n0e contains

two parts

σ2
e = Nsσ2

em+Nsσ2
en (4.5)

whereσ2
em= E{n2

em}, σ2
en = E{n2

en}, and are given by

σ2
em = E

h,τ(u)

{

(

Es

2

)2(Z TI

0
g(1)(t)g(u)(t − τ(u))dt

)2
}

(4.6)

σ2
en = E

h,τ(u)

{

Es

2

(

Z TI

0
g(u)(t− τ(u))n(t)dt

)2
}

(4.7)

whereEh,τ(u) denotes expectation with respect to the channel and the random delayτ(u).

We first calculate the value forσ2
em by introducing the power delay profile of the chan-

nel,Ph(t), which is defined as

Ph(t) = E

{

[

h(u)(t)
]2
}

(4.8)

The power delay profile for a dense multipath channel typically spans hundreds of nanosec-

onds for UWB communications. Therefore we assumePh(t) is approximately constant

within the support of the narrow pulsep(t). Substituting the channel model in (2.1) in the
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definition ofPh(t), we have

Ph(t) =
L−1

∑
l=0

E{(α(u)
l )2}δ(t − τ(u)

l ) (4.9)

The variance ofnem (σ2
em) in terms ofPh(t) is calculated by substituting (4.9) into (4.6).

With some manipulation, we can writeσ2
em as

σ2
em =

E2
s

4
E

τ(u)

{

Z TI

0

Z TI

0
E
h
{g(1)(t)g(1)(v)}

×E
h
{g(u)(t− τ(u))g(u)(v− τ(u))}dtdv

}

(4.10)

The two parts in (4.10) have the same form and can be obtained as

E
h
{g(1)(t)g(1)(v)} =

L−1

∑
l=0

L−1

∑
l1=0

E{α(1)
l α(1)

l1
}p(t − τ(l)

l )p(v− τ(1)
l1

)

(a1)
≈

L−1

∑
l=0

E

{

(

α(1)
l

)2
}

p(t− τ(1)
l )p(v− τ(1)

l )

= Ph(t)∗ [p(t)p(v)]

(a2)
≈ 1

Ns
Ph(t)Rp(t −v) (4.11)

whereRp(t) = Ns
R Tp
−Tp

p(v)p(v− t)dv is the normalized autocorrelation function of the

transmitted pulsep(t). The first approximation (a1) is based on the assumption thatthe

channel has uncorrelated scatteringE{α(1)
l α(1)

l1
} = 0 for l 6= l1. The second approximation

(a2) comes from the assumption that the PDP is approximatelyconstant over the narrow

support of the autocorrelation functionRp(t). Substituting the approximation (4.11) back
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into (4.10), we obtain

σ2
em=

(

Es

2Ns

)2 Z Tp

−Tp

R2
p(v)dv E

τ(u)

{

Z

T0

Ph(t)Ph(t− τ(u))dt

}

(4.12)

From (4.12), it is straightforward to obtain the varianceσ2
em as

σ2
em= α

(

Es

2Ns

)2

(4.13)

whereα = αcαp and

αc =
1
TI

Z TI

0

Z TI

0
Ph(t)Ph(t − τ)dtdτ (4.14)

αp =

Z Tp

−Tp

R2
p(t)dt (4.15)

(4.16)

Similarly, the second part ofσ2
e is obtained as

σ2
en = β

(

Es

2Ns

)

N0

2
(4.17)

whereβ is the channel parameter defined as

β =
1
TI

Z TI

0

Z TI

0
Ph(t− τ)dtdτ (4.18)

To this point, we assume in the analysis that there is one interfering signal waveform

within the support of the desired reference signal. This result can extend to collisions with

Ne equal-power user waveforms. The collision probability isp= 2TI/Tf . The desired data-
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bearing signal is also vulnerable to collisions with the same probabilityp. When collision

occurs to both the desired reference signal and data-bearing signal, the probability isp2.

Therefore, the variance of the Gaussian random variable dueto the MAI with Ne equal-

power users is

σ2
e = Ns(2Nep+N2

e p2)(σ2
em+σ2

en) (4.19)

4.1.3 Error Performance

Since all undesired slots have the same integration time as the desired slot, each un-

desired slot has the same equal-power-user interference (with variance{σ2
me}M−1

m=1 ) as the

desired slot, makingσ2
me= σ2

e. The mean of the decision statisticDm in (4.1) is

E{Dm} =











E{µ0} = Es
2 , m= 0

0, m= 1,2, ...,M−1
(4.20)

and the variance of the decision statisticDm is given by

E{D2
m} =











σ2
0+σ2

e, m= 0

σ2
1+σ2

e, m= 1,2, ...,M−1
(4.21)

The probability of a correct decision thus has the same form as in (3.41) and is given by

Pce =

Z ∞

−∞



1−Q





y
√

σ2
1+σ2

e









M−1

g0(y)dy (4.22)

whereg0(y) is the PDF of the Gaussian random variable with meanEs
2 and varianceσ2

0+σ2
e.
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4.1.4 Union Bound

A union bound for BEP of TR UWB systems in an equal-power environment is

PM ≤ (M−1)Pr{D1 > D0}

= (M−1)Q





u0
√

σ2
0 +σ2

1+2σ2
e



 (4.23)

For a given BEPPb, taking (3.43) into the bound and denoting the inverseQ(·) function as

Q−1(·), we get

Q−1
(

Pb

2k−1

)

≥ kEb/2
√

σ2
0+σ2

1 +2σ2
e

(4.24)

To put the most stringent requirement on the system, the inequality sign in (4.24) is dropped

and the equality operation is used in the following. Taking (3.37), (3.38) and (4.19) into

the equality in (4.24), the number of equal-power usersNe is obtained as

Ne(k,Tf ) = p−1z (4.25)

wherez=
(

√

1+ξ−1
)

, and

ξ =
2
(

ηk2γ2− 3
4kγ−c

)

α
Ns

k2γ2+βkγ
(4.26)

andη =
[

2Q−1
(

Pb
2k−1

)]−2
, k = log2M, γ = Eb

N0
, c = NsWTI . Note thatNe(k,Tf ) is an in-

creasing function ofk.

Given aPb and a modulation orderM, the numerator in (4.26) determines the critical

value ofEb/N0 that must be achieved by the system. The problem can be viewedfrom two
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different perspectives: fixing the symbol rateRs and fixing the bit rateRb, which lead to

different forms forNe in (4.25). FixingRs, the collision probability isp = 2TI
Tf

= 2NsTI Rs,

while fixing Rb, p = 2NsTI Rb
k . For both scenarios, the condition (2.11) must hold.

Asymptotically, asγ = Eb/N0 approaches infinity, the number of equal-power users

that can be supported by the system is obtained from (4.25) and (4.26) by lettingγ → ∞.

The asymptoticNe is inversely proportional toNs andM for a givenRs andPb. Therefore,

there is a certainEb/N0 level, beyond whichNe is flat. WhenRb is fixed for allM, taking

p = 2NsRbTI
k into (4.25) and lettingγ → ∞ yields the asymptoticNe, which increases with

M.

The network throughput (Nu users) can be calculated as

Rtot = Ne(k,Tf )kRs =
k

2TINs
z (4.27)

whenRs is fixed. The same expression is obtained for the total bit rate of the system when

Rb is fixed.

4.1.5 Eb/N0 and Rb Constraints

We can solve the frame lengthTf by substitutingp = 2TI/Tf into (4.25). Suppose the

target number of equal-power users isNet. Also taking into account of the constraint in

(2.13), we have

Tf =











2TI Net/z, Net ≤ 1
TI

2MTmdsz

2MTmds, otherwise
(4.28)



85

The second expression forTf arises when the value 2TI Net/z in the first expression ofTf

in (4.28) is smaller than 2MTmds. In this case (Net ≤ 1
TI

2k+1Tmdsz), the frame lengthTf is

given by the modulation constraint. Under this situation, we define the difference

δNe(k) =
1
TI

2k+1Tmdsz−Net (4.29)

as the additional number of users that the system can supportbeyond the valueNet. Using

the relationshipRb = kRs = k/(NsTf ), we have

Rb = min

{

k
2NsNeTI

z,
k
M

1
2NsTmds

}

(4.30)

Another parameter of interest isEb/N0 which, according to (4.25) and (4.26), is given

by the roots of the quadratic equation

(

η−η1
α
Ns

)

(kγ)2−
(

3
4

+η1β
)

(kγ)−c = 0 (4.31)

whereη1 = 1
2

[

(Nep+1)2−1
]

. Equation (4.31) has a positive root forη−η1
α
Ns

> 0.

These two variations of (4.25) can be used to address the following two issues of com-

munications:

• To determine the achievable data rate as a function of systemresources.

• To determine the requiredEb/N0 for the system to achieve a given BEP.
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4.1.6 Numerical Results

In this section, numerical results are presented using the results from previous sections.

The transmitted pulse is the second derivative of the Gaussian monocycle with pulse width

0.7 ns [33]. The pulse parameter defined in (4.16) isαp = 0.15. The CM1 channel model

from [56] with the channel delay spreadTmds= 50 ns is used in this section. The receiver

has a one-sided bandwidthW = 4 GHz. The optimal integration time is found to beTI =

25 ns for this channel model. By generating 100 realizationsof the CM1 channel, the

power delay profile is obtained and the two parameters associated with it are calculated:

αc = 0.0108 andβ = 0.1248.

Error performance for equal-power users

Fig. 4.1 shows a plot of the BEP performance of TR UWB systems in an equal-power

user environment from (4.22), (3.42) and (3.43). The numberof equal-power users in

Fig. 4.1 isNe = 1000. For a fixed symbol rate, increasing the modulation order M increases

the bit rateRb while the BEP performance is also increased as seen in Fig. 4.1. The bit

rateRb for M = 32 is five times as that forM = 2 while the requiredEb/N0 is decreased by

6.0 dB atPb = 10−5. As the number of equal-power users increases further to 2000, and as

M increases from 2 to 32, BEPs in Fig. 4.2 begin to form a floor. This floor level increases

with increasingM. We see from Fig. 4.2 that increasingM does not always result in an

increase in performance, depending on the availableEb/N0 and the number of equal-power

users in the network.
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Union Bound

Using the union bound, a relationship between the number of equal-power usersNe, the

bit error probabilityPb, the modulation orderM, andEb/N0 is obtained in (4.25) when the

symbol rate is fixed. FixingPb = 10−5 and the symbol rateRs = 20 Ksps,Ne is plotted

as a function ofEb/N0 and M in Fig. 4.3. Three regions can be identified in Fig. 4.3.

System behavior in region 1 is determined by the asymptotical Ne in (4.25). In region

3, the system behaves like a typical orthogonal modulation scheme where at fixedEb/N0

higher order modulation has better BEP performance. In region 2, the total interference

power is comparable to that of the desired signal. There is nofixed pattern for the number

of tolerable equal-power users for differentM.

When the bit rateRb is fixed, the number of equal-power users that can be supported

by the system is plotted in Fig. 4.4. As the modulation orderM increases, the number of

tolerable equal-power usersNe increases at the data rateRb = 40 Kbps. This is because the

frame timeTf is increasing whenM increases, weakening the effect of equal-power users.

A flat region is also seen in Fig. 4.4 asEb/N0 is large.

The total system throughput whenRb is fixed is the same as that whenRs is fixed and

is plotted in Fig. 4.5.

Discussion of tradeoffs

For a given bit error probabilityPb, tradeoffs can be made among system parameters

like modulation orderM (complexity),Eb/N0, the number of equal power usersNe, and the

total system throughput. For a given environment, there is an optimal integration timeTI .

For example,TI = 25 ns was found to be optimal for the CM1 channel used in this section.
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If the system operates in region 3 of Fig. 4.3, whenNe is given, with a smallEb/N0, larger

M (higher complexity) is preferred, thus the system having a higher throughput seen from

Fig. 4.5.

If the system is in region 1, performance is limited by interference. Tradeoffs can be

made between complexity, the number of usersNe, and the throughput. For example, if

a large number of users with a low data rate is desired,M = 2 is preferred. Tradeoffs in

region 2 areEb/N0 dependent.

Fundamental Aspects

Two fundamental aspects addressed in Section 4.1.5 are plotted in Fig. 4.6, Fig. 4.7 and

Fig. 4.8. Shown in Fig. 4.6 is a plot of the data rateRb of TR UWB systems using M-ary

PPM in the CM1 channel withNe = 1000 equal-power interfering users, operating at the

targetedPb = 10−5 andEb/N0 = 20 dB. Note thatM = 2 can not be supported under these

constraints. For a givenM, increasing the repetition factorNs decreases the data rate as

predicted by (4.30). At a givenNs, if Rb is the first term in the min operator of (4.30), the

data rateRb increases withM. If Rb is the second term in (4.30),Rb decreases withM. We

see in Fig. 4.6 that atNs = 1 andM = 256, the data rateRb is determined by the second

term in (4.30).

Fig. 4.7 shows the actual number of equal-power users that the system can support with

the same setting of Fig. 4.6. We can see that for the valuesM = 128,M = 256 andM = 64

whenNs > 3, the data rateRb is obtained from the second term in (4.30). Thus for these

settings, the actual number of supported equal-power usersis Net +δNe(k) where the target

number of users isNet = 1000. For a givenM, if the data rateRb is determined by the
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basic constraint of the modulation, the number of supportedequal-power users increases

with Ns at the givenEb/N0. This is because the frame time is fixed for a specificM to be

Tf = 2MTmds in this situation. At the givenEb/N0, increasing the repetition factor spreads

out the energy further in the time domain, thus reducing the energy per pulse. This results

in a smaller variance due to MAI. Therefore, more equal-power users can be supported.

Fig. 4.8 shows the requiredEb/N0 to achieveRb = 60 Kbps andPb = 10−5 in the

CM1 channel withNe = 1000 equal-power users. Note that forM = 2, only atNs = 1 and

Eb/N0 = 30.5 dB can the system supportNe = 1000 users and achievePb = 10−5. From

Fig. 4.8, we also see that forNs > 5, the system withM = 4 cannot achieve the target. At a

fixed Ns, the requiredEb/N0 is smaller asM increases. For a givenM, the requiredEb/N0

increases with increasing repetition factorNs.

From Fig. 4.6 and Fig. 4.8, we see thatNs = 1 yields the largest possible data rate and

requires the smallestEb/N0 for all M to achieve the same target. This is in agreement with

the analysis in [14] whereNs = 1 is considered the optimal repetition factor in terms of BEP

performance. Here we show from two different perspectives that when there are only equal-

power users in the network (namely a network with perfect power control), concentrating

the transmitted energy as much as possible is optimal with respect to the system parameters

such as bit error rate, data rate, andEb/N0.

Combined Effects of High-Power and Equal-Power Users

ForEb/N0 = 20 dB, Fig. 4.9 shows the BEP performance as a function of the repetition

factorNs. The symbol data rate isRs = 20 Ksps for all values ofM andNe = 2000 equal-

power users are present. WithNh = 4 high-power users, we see the BEP for each value
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Figure 4.1: BEP for TR UWB in an equal-power user environment(solid lines) and
single-user environment (dashed lines). The number of equal-power users isNe = 1000.
TI = 25 ns,Ns = 3, Rs = 20 Ksps.

of M (exceptM = 2) decreases first withNs and then increases. ForM = 2, the system

is in the noise-limited region instead of interference-limited region. ForM ≥ 4, there is

a repetition factorNs which yields the best BEP performance. Larger values ofM yields

larger optimal values ofNs, better BEP performance, and higher bit rates. The optimal

repetition factorNs ≥ 1 shows a new transmission strategy for TR UWB systems in the

presence of high-power users.
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Figure 4.2: BEP for TR UWB in an equal-power user environment(solid lines) and
single-user environment (dashed lines). The number of equal-power users isNe = 2000.
TI = 25 ns,Ns = 3, Rs = 20 Ksps.
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Figure 4.4: Number of equal-power users versusEb/N0 of TR UWB atRb = 40 Kbps in
an equal-power user environment.Pb = 10−5, TI = 25 ns,Ns = 3.
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Figure 4.7: The actual number of equal-power users atEb/N0 = 20 dB of TR UWB. Other
parameters:Pb = 10−5, Net = 1000,TI = 25 ns.
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4.1.7 Conclusion: TR Systems

In networks without power control, the performance of TR UWBsystems employing

M-ary PPM is evaluated. The PDP of the channel is used in obtaining the variance of the

Gaussian random variable due to multiple-access interference. A union bound is used to ob-

tain the number of supported equal-power users. Two fundamental communication aspects

are investigated. Combined effects of both high- and equal-power users are quantified. Us-

ing the analytical techniques developed for TR UWB systems with M-ary PPM, tradeoffs

are evaluated with respect to the system parameters,Eb/N0, the number of equal-power

users, the BEP level, and complexity.

4.2 FSR UWB Systems

Slightly frequency-shifted reference (FSR) systems are proposed in [39] to overcome

the need for the wideband analog delay line, while still maintaining the benefits of TR

systems in avoiding channel estimation. In this section, weinvestigate the multiple-access

(MA) performance of FSR UWB systems. One contribution of this work is the develop-

ment of an analytical technique for evaluating the performance of FSR UWB systems with

multiple users. Both AWGN channel and multipath channel conditions are considered in

the theoretical analysis. Due to the receiver structure of FSR UWB systems, the multiple-

access interference (MAI) is much more severe than the MAI inTR UWB systems. When

the MAI dominates, the number of supported users is analyzedfor a given BEP level. The

relative multiple-access performance of TR and FSR systemsis derived under an AWGN

channel. To investigate the effects of the MAI in a multipathchannel, the power delay
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profile (PDP) of the channel is incorporated to obtain a tractable analytical expression, the

same analytic technique used in TR UWB systems. For numerical calculations, we obtain

PDPs from channel realizations of the IEEE 802.15.3a [56] and IEEE 802.15.4a [57] UWB

channel models.

4.2.1 Decision Statistic

The signaling and receiving of FSR systems is discussed in Section 2.4 where a re-

ceiver structure is also presented in Fig. 2.4. As assumed, user 1 is the desired user and

synchronization is established for user 1. The FSR UWB receiver for user 1 squares the

received signal and then multiplies it with a cosine signal with frequencyf0 = 1/Ts before

the integration operation [39]. Sampling the integration output of each frame and summing

theNs outputs gives the decision statistic. For notational simplicity, we consider the first

symbol (i = 0) of user 1. The decision statistic is given by

r0 =
Ns−1

∑
j=0

Z

Ω j

√
2cos(2π f0t)r

2
f (t)dt (4.32)

whereΩ j = [ jTf +c(1)
j Tc, jTf +c(1)

j Tc+TI ], TI is the integration duration, and the received

signalr f (t) is given in (2.18). Decomposing the right side of (4.32), we obtain the desired

signal part in (4.32) as

rd =
Ns−1

∑
j=0

Z

Ω j

√
2cos(2π f0t)

[

r(1)
x (0, t)

]2
dt (4.33)
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wherer(1)
x (0, t) is the received signal of symbol 0 from user 1. Define the overall interfer-

ence signalI(t) by the following

I(t) =
Nu

∑
u=2

r(u)
x (0, t− τ(u)) (4.34)

whereτ(u) in r(u)
x (0, t − τ(u)) is the time asynchronism between useru and user 1. By

assumption,τ(1) = 0 and{τ(u) 6= 0} (u 6= 1). UsingI(t) to decomposer0, the MAI in the

jth integration ofr0 is given by

rI ( j) = rI( j,1)+ rI( j,2) (4.35)

where

rI( j,1) = 2
Z

Ω j

√
2cos(2π f0t)r

(1)
x (0, t)I(t)dt (4.36)

rI( j,2) =
Z

Ω j

√
2cos(2π f0t)I

2(t)dt (4.37)

The thermal noise related term from thejth integration ofr0 has three components given

by

n( j) = 2
Z

Ω j

√
2cos(2π f0t)r

(1)
x (0, t)n(t)dt

+2
Z

Ω j

√
2cos(2π f0t)I(t)n(t)dt

+
Z

Ω j

√
2cos(2π f0t)n

2(t)dt (4.38)
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We can rewrite the decision statisticr0 in (4.32) as

r0 = rd +
Ns−1

∑
j=0

[rI ( j)+n( j)] (4.39)

In the evaluation of the performance of FSR UWB systems, the MAI term ∑ j rI( j) can

be modeled as Gaussian when the number of interfering users is large, evoking the central

limit theorem. We investigate FSR UWB system performance assuming that the energy

allocation are the same for all usersE(u)
r = E(u)

d = Es/2.

4.2.2 MAI in an AWGN channel

In an AWGN channel with synchronization of the desired user established, and setting

the integration timeTI = Tp, the receiver collects all of the energy of the desired user.The

received waveform (without thermal noise) for useru is

r(u)
x (i, t) = x(u)(i, t− τ(u)) (4.40)

The useful signal componentrd in (4.39) is easily calculated as

rd = d(1)
0 Es (4.41)

The MAI term rI ( j) has two parts given by (4.36) and (4.37). The first part (4.36)has an

equivalent in TR UWB systems except for the low-frequency cosine term. The second part

in (4.37) has no corresponding term in TR UWB systems. Note that the MAI power is

larger in FSR than that in TR UWB systems because of the squared interference signal in
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(4.37). We first calculate the interference power in (4.37).It can be shown that the mean of

rI ( j,2) is 0. Let the boldxxx denote the vector consisting of the variables{x(2),x(3), ...}. The

variance ofrI( j,2) is given by

σ2
I ( j,2) = E

{

r2
I ( j,2|ddd0,τττ j

}

(4.42)

where

r2
I ( j,2|ddd0,τττ j)

≈ E2
s

N2
s

Nu

∑
u1=2

Nu

∑
u2=2

Nu

∑
u3=2

Nu

∑
u4=2

Rp(τ
(u1)
j ,τ(u2)

j )Rp(τ
(u3)
j ,τ(u4)

j )

×A( j,u1,u2)A( j,u3,u4)cos2(2π f0 jTf ) (4.43)

The definitions for terms in (4.43) are

Rp(v1,v2) = Ns

Z Tp

0
p(t −v1)p(t−v2)dt (4.44)

A( j,u1,u2) =

(
√

1
2

+b(u1)
0 cos(2π f0 jTf )

)

×
(
√

1
2

+b(u2)
0 cos(2π f0 jTf )

)

(4.45)

The new random variableτ(u)
j = τ(u)+(c(u)

j −c(1)
j )Tc in (4.43) is independent in each frame.

In approximating the variance ofrI ( j,2), we use the fact thatNs is large which makes the

cosine function almost constant during each frame. To facilitate further calculation, we
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make the following denotations

Ep(τ) = Rp(τ,τ) (4.46)

Rp(τ) = Rp(0,τ) (4.47)

Note thatRp(τ) is the normalized autocorrelation function of the pulsep(t). We first take

the expectation ofr2
I ( j,2|ddd0,τττ j) with respect toτττ j , then with respect toddd0, and then sum

the results to obtain

σ2
I (2) =

Ns−1

∑
j=0

σ2
I ( j,2)

=
25
8

E2
s

Ns
(Nep1)E2

p(τ
(i)
j )

+
13
8

E2
s

Ns
(Nep1)

2
(

Ep(τ
(i)
j )

)2

+
13
4

E2
s

Ns
(Nep1)

2R2
p(τ

(i)
j ,τ(k)

j )
(i 6=k)

(4.48)

where p1 =
2Tp
Tf

, Ne = Nu− 1, andx is the expectation ofx, x = E{x}. The last term in

σ2
I (2) is much smaller than the second term due to the nature of functions in the expectation

operations. Similarly, we obtain the variance ofrI( j,1) in (4.36) and sum overNs frames

yielding

σ2
I (1) =

13
2

E2
s

Ns
(Nep1)R2

p(τ
(i)
j ) (4.49)

The variance of the MAI (the interference power) is given by

σ2
I = σ2

I (1)+σ2
I (2) (4.50)
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The variance of the thermal noise component is calculated tobe

σ2
n = Var{

Ns−1

∑
j=0

n( j)}

=
5
2

EsN0 [1+(Nep1)αn]

+WNsTpN2
0 (4.51)

and

αn = Ep(τ) (4.52)

The BEP for FSR systems withNe = Nu−1 interfering users can be written as

Pb,FSR= Q





Es
√

σ2
n +σ2

I



 (4.53)

To compare the BEP performance to TR systems with the same data rate and symbol

energy, we use superscript ‘t’ to denote the repetition factor and the frame length for TR

systems:Nt
s and Tt

f . To keep the same data rate between these two systems, we have:

Nt
s = Ns/2 andTt

f = 2Tf . The BEP for TR systems can be obtained by substitutingNt
s and

Tt
f into (4.22).

A parameter which is of interest in evaluating BEP is the peakpulse-energy-to-noise
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ratio ε/N0. For FSR and TR UWB, the relationship betweenEs/N0 andε/N0 is

Es, f sr

N0
=

Nf

3/2+
√

2

ε
N0

(4.54)

Es,tr

N0
= 2Nf ,tr

ε
N0

(4.55)

Whenε/N0 is the same for both systems, we see that FSR systems have aEs/N0 4.65dB

smaller than TR UWB systems, which translates into a BEP degradation of FSR systems

compared with TR systems.

In (4.53), when the MAI dominates, the number of interferingusers that can be sup-

ported is obtained for a given BEP levelPb and is given by

Ne, f sr =
1
p1





√

(

25αse+52αr

26αes

)2

+
8Nf

13ϑ2αes

−25αse+52αr

26αes

)

(4.56)

(4.57)

whereϑ = Q−1(Pb) (the inverse Q function),αse= E2
p(τ), αes=

(

Ep(τ)
)2

, andαr = R2
p(τ).

The last term in (4.48) is dropped in the above calculation ofsupported users because it is

very small compared with the second term in (4.48) for narrowpulses such as the second

derivative of the Gaussian pulse. The corresponding numberof supported users can be

found by analyzing the union bound (4.23)

Ne,tr =
1
p1

(

√

4+2
Nf

ϑ2αr
−2

)

(4.58)
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The relative multiple-access performance of these two systems can be evaluated by taking

the ratio ofNe,tr andNe, f sr at the same data rate andEs/N0, obtaining

κ =
Ne,tr

Ne, f sr
(4.59)

4.2.3 MAI in Multipath Channels

Using the PDP of the channel and assuming thatPh(t) is constant within the short

duration of the pulsep(t), the desired signal part and the variances of the interference and

noise components in (4.39) are calculated below. First, thedesired signal component is

rd,mp = αsd
(1)
0 Es (4.60)

where

αs =

Z TI

0
Ph(t)cos(2π f0t)dt (4.61)

We see that the energy collection is determined by the integration timeTI and the frequency

offset f0. The variance of the thermal noise related random variable is the sum of variance

of n( j) in (4.38). We give this result as

σ2
n,mp= σ2

f 1 +σ2
f 2 (4.62)
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where

σ2
f 1 = σ2

11+σ2
12 (4.63)

σ2
f 2 = WNf TI N

2
0 (4.64)

The expressions forσ2
11 andσ2

12 are

σ2
11 = 2EsN0+αn11 ·

1
2

EsN0 (4.65)

σ2
12 = Nep

×[αn12 ·2EsN0+αn13 ·
1
2

EsN0] (4.66)

where the probabilityp is defined before asp = 2TI
Tf

and

αn11 =

Z TI

0
Ph(t)cos(4π f0t)dt (4.67)

αn12 =
1
TI

Z TI

0

Z TI

0
Ph(t− τ)dtdτ (4.68)

αn13 =
1
TI

Z TI

0

Z TI

0
Ph(t− τ)cos(4π f0t)dtdτ (4.69)

Here we also assume thatTI is chosen so that
R TI

0 Ph(t)dt = 1 as in the TR case.

The first MAI termrI ( j,1) in (4.36) results from the interfering signal correlated with

the signal of the desired user. The variance ofrI( j,1) summed overNs frames is given by

σ2
I ,mp(1) = (Nep)

E2
s

Ns
αp

×(
9
2

αm11+2αm12) (4.70)
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whereαp is defined in deriving MAI variance for TR systems asαp =
R Tp
−Tp

R2
p(t)dt and

αm11 =
1
TI

Z TI

0

Z TI

0
Ph(t)Ph(t − τ)dtdτ (4.71)

αm12 =
1
TI

Z TI

0

Z TI

0
Ph(t)Ph(t − τ)

×cos(4π f0t)dtdτ (4.72)

The other MAI termrI ( j,2) in (4.37) results from squaring of the MA interfering signal

which does not appear in TR UWB systems. The variance of (4.37) summed overNs frames

is approximated as

σ2
I ,mp(2) ≈ (Nep)

E2
s

Ns
αp

(

17
4

αm21+2αm22

)

+(Nep)
E2

s

Ns

(

25
8

αm23+
9
8

αm24

)

+(Nep)2E2
s

Ns

(

13
8

αm25+
5
8

αm26

)

(4.73)
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where

αm21 =
1
TI

Z TI

0

Z TI

0
P2

h(t − τ)dtdτ

αm22 =
1
TI

Z TI

0

Z TI

0
P2

h(t − τ)cos(4π f0t)dtdτ

αm23 =
1
TI

Z TI

0

[

Z TI

0
Ph(t− τ)cos(2π f0t)dt

]2

dτ

αm24 =
1
TI

Z TI

0

[

Z TI

0
Ph(t− τ)sin(2π f0t)dt

]2

dτ

αm25 =

[

1
TI

Z TI

0

Z TI

0
Ph(t− τ)cos(2π f0t)dtdτ

]2

αm26 =

[

1
TI

Z TI

0

Z TI

0
Ph(t− τ)sin(2π f0t)dtdτ

]2

The MAI variance of FSR systems in multipath environments isgiven by

σ2
I ,mp= σ2

I ,mp(1)+σ2
I ,mp(2) (4.74)

The BEP for FSR UWB systems in a multipath channel is then given by

Pf sr,mp= Q





αsEs
√

σ2
I ,mp+σ2

n,mp



 (4.75)

4.2.4 Numerical Results

In this section, we evaluate the MA performance of FSR UWB systems relative to TR

UWB systems. The second derivative of the Gaussian pulse is used with the pulse width

Tp = 0.7 and the pulse parameterτm = 0.2877 [54]. In an AWGN channel, the optimal
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integration time isTI = Tp.

Fig. 4.10 shows the ratioκ between the number of supported users of TR and FSR UWB

systems at a data rateRs = 50 Kbps. We see that at the desired BEP level ofPb = 10−4,

the ratioκ decreases with increasing repetition factorNs. Within the interested range ofNs,

TR UWB systems can support more users than FSR UWB systems seen from Fig. 4.10.

For example, withNs = 20, a TR UWB system with the parameter setting as in Fig. 4.10

supports five times as many users as a FSR UWB system.

In Fig. 4.11, the MA performance is plotted versusEb/N0 given different numbers of

supported users. The solid line and the dashed line are the single-link BEP for FSR and TR

UWB systems. Here we setNe,tr = 5.5Nf sr to investigate the MA performance. These two

systems perform almost the same atPb = 10−4 with TR UWB supporting a factor of 5.5

more users than FSR UWB systems, which is expected from Fig. 4.10 atNs = 20.

To illustrate the performance of the FSR UWB system in a multipath channel, we use

the CM1 channel [56] and the office NLOS channel (CM4) [57]. The channel models are

used to generate corresponding PDPs, which are employed by our analytical technique. The

MA performance is shown in Fig. 4.12 and Fig. 4.13. Also shownin Fig. 4.12 and Fig. 4.13

is the performance of TR UWB systems in the same environment.The integration time

for the CM1 channel isTI = 25 ns while the integration time for the CM4 channel [57]

is TI = 75 ns. These integration intervals are chosen such that nearly all of the desired

signal energy is collected (up to 99%). The larger delay spread in the CM4 channel and

corresponding increased integration time interval results in a reduced data rate to maintain

the same performance.

We see that TR UWB systems support more users than FSR UWB at the same data
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rate andEb/N0. The disadvantage of FSR UWB systems comes directly from thesquare

operation in the receiver.

4.2.5 Conclusion: FSR Systems

Multiple-access performance of FSR UWB communications systems is presented in

this section. Expressions are derived giving the performance of FSR UWB systems in

AWGN and multipath channels and numerical results are presented. One result is that the

simplicity of FSR UWB systems comes with a considerable reduction in the number of

supported users when compared with TR UWB systems.
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Figure 4.12: BEP for FSR and TR UWB withNe, f sr = 0,40 (solid line, circled line)
and the correspondingNe,tr = 30Ne, f sr. The multipath channel is CM1 from 802.15.3a.
Nt

s = Ns/2, TI = 25 ns,Ns = 20,Rb = 20 Kbps,W = 4 GHz.
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Figure 4.13: BEP for FSR and TR UWB withNe, f sr = 0,40 (solid line, circled line)
and the correspondingNe,tr = 30Ne, f sr. The multipath channel is CM4 from 802.15.4a.
Nt

s = Ns/2, TI = 70 ns,Ns = 20,Rb = 10 Kbps,W = 4 GHz.
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Chapter 5

Near-Far Resistant Synchronization

In this chapter, symbol-level synchronization is studied for UWB systems in the pres-

ence of the near-far problem. Power control is not assumed inthe network contrast to the

current literature. The near-far problem dramatically degrades the performance of syn-

chronization for UWB communications. We propose an easy-to-implement procedure to

suppress the interfering waveforms from high-power users without requiring their spread-

ing codes. Following the suppression process, we propose a new dimension-based method

to determine the code phase (acquisition) for the desired user. Detailed issues related to the

suppression and dimension detection technique are presented. Simulation results are pro-

vided to show the superior performance of the near-far resistant synchronization procedure

proposed in this chapter when compared to the best alternative from the literature.
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5.1 ML Synchronization

Direct Sequence (DS) UWB systems are considered in this chapter. By assuming

low cross-correlation levels among all spreading codes, the synchronization problem of

DS-UWB systems is decomposed into parallel estimation problems for each user by ap-

plying the ML criterion [49]. The received signal for UWB systems withNu users is

given by (2.3). The objective of the synchronization function at the receiver is to estimate

τττ = [τ(1),τ(2), ...,τ(Nu)] at the symbol level (coarse acquisition).

As shown in [49], if all the spreading codes{d(u)}Nu
u=1 have sufficiently low cross-

correlation levels, the ML estimate of the delayτττ can be decomposed to a single-user

estimator as if users were not interfering with each other. Therefore the spreading code of

user 1 is applied to the received signal to extract the timinginformation for user 1. For

ease of illustration, we drop the superscript for user 1 for some parameters in the following

analysis. Denote the block length of the code for all users tobe M. The optimal receive

symbol-waveform estimate for user 1 can be found to be [49]

ĝ(t; τ̃) =
1
M

M−1

∑
i=0

d(1)
i r(t + iTs+ τ̃) (5.1)

whereτ̃ is the trial value ofτ(1). The optimal delay estimate is given by [49]

τ̂ = argmax
τ̃∈[0, MTs]

Z Ts

0
[ĝ(t; τ̃)]2dt (5.2)

The form of the symbol-waveform estimate at trial positionτ̃ in (5.1) is like the de-spreading

process in CDMA systems where chips are multiplied by the corresponding codes. Here,
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starting from the trial positioñτ, the received symbol segments are multiplied by the corre-

sponding codes and folded back to form a symbol-waveform estimate. Fig. 5.1 and Fig. 5.2

show the difference between the modulation schemes of conventional CDMA systems and

the UWB systems considered in this chapter, which also reflect different de-spreading pro-

cesses at the receiver.

d0

0 = 1s

Tc

d1d2d3d4d5d6d7d8d9

s1 = −1

Figure 5.1: The relationship between chips and symbols for CDMA systems: One symbol
is divided into multiple chips.

0 = 1d d1 = −1

Figure 5.2: Each symbol in UWB systems has multiple pulses. Each symbol is multiplied
by the corresponding code value.
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In Fig. 5.1, one symbolsi (i = 0,1 in this figure) is divided intoM = 10 chips. The

symbol is multiplied by the code waveforms (square waveforms in this example) at the

transmitter. At the receiver, the same code waveforms are used to de-spread the received

signal for each symbol. The UWB signal shown in Fig. 5.2 hasNs = 3 pulses for each

symbol. The pulses of each symbol are multiplied (or modulated) by the corresponding

code. At the receiver, the entire symbol waveform is multiplied by the corresponding code

value as indicated by (5.1).

The detection process shown by (5.2) is an energy detection:Energies of the symbol-

waveform estimates from different trial positions are compared and the delay corresponding

to the largest energy is selected as the estimate of the delayτ(1). In this chapter, we focus on

the coarse acquisition stage where the symbol-level timing, or the code phase information,

is targeted. For notational convenience, we call the procedure given by (5.1) and (5.2) the

ML energy detection (ML-ED) since the values of energy from different trial positions are

compared.

Fig. 5.3 shows the symbol-waveform estimate with the ML processing without sup-

pression when there is one equal-power interfering user. Fig. 5.3 (a) is the symbol wave-

form estimate at the correct code phase. We see the signals for all frames in a symbol

are restored and appear in the correct positions corresponding to the time-hopping codes.

Fig. 5.3 (b) shows the symbol waveform estimate at an incorrect code phase. The esti-

mate is basically noise, which is expected. Viewed from the signal space perspective, the

maximal-likelihood energy-detection method (expressed by (5.1) and (5.2)) projects the

received signal into the signal space of the desired user. Since the codes have low cross-

correlation values, the leakage of the interfering signalsinto the desired signal space is
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Figure 5.3: Symbol-waveform estimate using the ML processing without suppression for
for user 1 in the presence of one equal-power interfering user, Ne = 1, Nh = 0. Parameters:

Ns = 5, E(1)
b /N0 = 5 dB, Tf = 40 ns. The interfering user has a delay of 20 ns relative

to the desired user. Time hopping codes for the desired user and the interfering user are
uniformly distributed within[0, 38] (Tc = 1 ns), and are recorded as[10,37,15,35,32]
and[30,9,22,13,35] respectively in generating the waveforms in this figure. Thechannel
model is taken from the CM1 realizations in [56].

negligible. The decision process (given in (5.2)) based on the energy of the symbol esti-

mates at different trial positions (different code phases)is not affected by the interfering

users. This is seen from Fig. 5.3 where the energy of the symbol estimate in (b) is less than

that of (a). This ML-ED procedure (given in (5.1) and (5.2)) works for a multiple-access

environment where interfering users have power levels similar to or lower than the desired

user. Ideally, if the cross correlation of codes{d(u)} is zero (orthogonal), the ML criterion
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always yields a high probability of acquisition.

Note, however, that there are practical situations that candestroy the low leakage level

from interfering signals. One important example is when power levels are not regulated. In

this case, we find that the synchronization function fails, due to the relatively large leakage

of high-power interfering signals into the desired signal space. The symbol-waveform
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Figure 5.4: Symbol-waveform estimate using the ML processing without suppression for
user 1 in the presence of one high-power interfering user,Nh = 1,Ne = 0. Parameters:Ns =

5, E(1)
b /N0 = 5 dB, Tf = 40 ns. The high-power user has a power level 20 dB larger than

the desired user and has a delay of 20 ns relative to the desired user. Time hopping codes
for the desired user and the interfering user are uniformly distributed within[0, 38] (Tc = 1
ns), and are recorded as[10,37,15,35,32] and[30,9,22,13,35] respectively in generating
the waveforms in this figure. The channel model is taken from the CM1 realizations in
[56].
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estimate at an incorrect code phase is not pure noise in Fig. 5.4 (b) as it is in Fig. 5.3

(b). The signals from the high-power interfering user are not sufficiently suppressed in the

de-spreading process and the leakage is clearly shown in Fig. 5.4 (b). The energy of the

symbol-waveform estimate at the incorrect code phase in Fig5.4 (b) is larger than that from

the correct code phase in Fig. 5.4 (a). Therefore, the decision process based on (5.2) fails.

5.2 Suppressing High-Power Users

In the previous section, we have shown that in networks wherepower levels can vary

widely, additional effort is needed in order to establish synchronization. In the context of

multiuser detection (MUD), global optimization can be achieved by jointly estimating the

parameters for all users given that the timing information and the code waveforms for all

users are known at the receiver [60]. To retrieve the timing information for CDMA systems

in the presence of the MAI, the authors in [50, 51, 52, 53] considered either equal-power

environments or employed procedures which involved matrixoperations.

In contrast, we propose in this section a much simpler procedure that allows synchro-

nization in the presence of high-power interfering users, requiring only knowledge of the

desired user’s code. The technique exploits the disparate power levels between high-power

interfering users and the desired user.

Using the decomposition of the usersNu = Ne+Nh +1 (explained in Section 2.1), the
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received signal can be rewritten for analysis purposes as:

r(t) =
M−1

∑
i=0

{

d(1)
i

√

E(1)g(1)
(

t − iTs− τ(1)
)

+
Ne+1

∑
u1=2

d(u1)
i

√

E(u1)g(u1)
(

t − iTs− τ(u1)
)

+
Ne+Nh+1

∑
u2=Ne+2

d(u2)
i

√

E(u2)g(u2)
(

t − iTs− τ(u2)
)

}

+n(t) (5.3)

Note that in (5.3) only the coarse symbol-level signal is shown. The frame-level signal

structure is included within the symbol waveform since we are focusing on symbol-level

signal processing at this point.

Suppose the high-power interfering signals are present in the observed waveform. Since

the energy levels{E(u2)}Ne+Nh+1
u2=Ne+2 (from high-power interfering users) are much higher than

the other users, it is easy to verify that the cross correlation between theith symbol and the

i ′th symbol (i < i ′ < M) is determined by

rh(τ̃; i, i ′) =
Ne+Nh+1

∑
u2=Ne+2

Ne+Nh+1

∑
u3=Ne+2

Z Ts

0
d(u2)

i d(u3)
i ′

√

E(u2)E(u3)

×g(u2)(t + iTs+ τ̃)g(u3)(t + i ′Ts+ τ̃)dt

(5.4)

Assume once the interfering user is active, its signal transmission lasts for at leastM sym-

bols. This is a practical assumption since the synchronization itself requires at least one

block of M symbols. The channels for different users are assumed to be statistically inde-
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pendent from each other. The channel for each user is also assumed independent from burst

to burst but remains constant within the observation interval of theM symbols. Thus, the

symbol waveforms for one user in different symbol intervalsare approximately the same

except for the possible sign difference as seen in Fig. 5.5, where the first symbol waveform

of the high-power interfering user bears the same form as thesecond symbol waveform and

has the same sign. Also note that in Fig. 5.5 the desired signals (the signals within the two

dashed lines) are buried under the interfering signals (indicated by the dash dotted lines).

Noise is not shown for clearer illustration.

Using this fact that in the presence of high-power users the sign of the cross correlation

between different symbols is determined by the waveforms ofthe dominant high-power

users, the signal waveforms from high-power users can be canceled by the following pro-

cedure.

Suppose the sign ofrh(τ̃; i, i ′) is positive as shown in Fig. 5.5. In the despreading

process (5.1), each symbol waveform is multiplied by the corresponding spreading code

of the desired user and is folded back into the first symbol interval to form the symbol-

waveform estimateg(t; τ̃). Since the desired user’s spreading code is known by the receiver,

the coded(1)
i ′ (i < i ′ < M) can be tested to determine if the conditiond(1)

i d(1)
i ′ = −1 holds.

This is to test to see if the subsequent symbol has a differentsign asd(1)
i . If yes, these

two symbols are marked as a pair. When these two symbol waveforms are added after

the corresponding spreading codes are multiplied, the interfering signals are canceled out

and the desired symbol waveforms are coherently combined ifthe code phase is correct.

In the same manner, ifrh(τ̃; i, i ′) < 0 and the symbold(1)
i ′ has the same sign asd(1)

i , then

the two corresponding received waveforms are also retainedwhen forming the symbol-
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Figure 5.5: Waveforms of duration two symbols at the receiver when one high-power user

is presentNh = 1. Parameters:Ns = 5, E(1)
b /N0 = 5 dB. The high-power user (large bursts)

has a power level 20 dB larger than the desired user (small bursts). Time hopping codes
for the desired user is set to be all zero and is uniformly generated for the high-power user
from integers[0,38] with Tc = 1 ns. Channel model is taken from the CM1 realizations in
[56].

waveform estimate. Note that once a symbol is marked as a member of a pair, it can not

be used again in another pair. Fig. 5.6 illustrates this process by showing five successive

symbols. The first two symbol waveforms are retained in the folding process to form the

symbol-waveform estimate. The third symbol waveform together with the fifth symbol-

waveform are also retained because the desired user’s symbols have the same signs and

the interfering symbols have different signs. Depending onwhether the fourth symbol can

form a pair according to the rules defined above, determines the acceptance of the fourth
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Ts

Figure 5.6: The suppression process showing bursts from thedesired user (solid) and high-
power users (dashed). Dashed arrow lines indicate pairs selected to result in cancellation
of the high-power interfering waveforms when combined.

symbol waveform.

Mathematically, we can describe the above process as follows. The condition upon

which theith and thei ′th symbol form a pair is

C (τ̃; i) = C (τ̃; i ′)

=











1, rh(τ̃; i, i ′) > 0 and d(1)
i d(1)

i ′ = −1

1, rh(τ̃; i, i ′) < 0 and d(1)
i d(1)

i ′ = 1

C (τ̃; i) = 0, otherwise (5.5)

where 0≤ i < M and i < i ′ < M. Denote the symbol-waveform estimate using the sup-

pression process as ˆgs(t; τ̃) to differentiate it from (5.1) which gives the symbol-waveform

estimate without the suppression process. The suppressed symbol waveform can be written

as

ĝs(t; τ̃) =
1
M

M−1

∑
i=0
C (τ̃; i)d(1)

i r(t + iTs+ τ̃) (5.6)
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Note in (5.6), for each symboli, if a subsequent symboli ′ can be found to satisfyC (τ̃; i) =

1, the two symbols are included in the summation and the symbol i ′ is marked as used by

settingC (τ̃; i ′) = 1, indicating that it is no longer available for inclusion ina subsequent

pair, thus ensuring that each symbol is either used once or discarded. One consequence

of this process is that symbols received earlier are more likely to be paired than symbols

received later. This is a result of a reduced pool of symbols available for pairing as the

process evolves.

The selection process described above effectively cancelsout or suppresses the signal

waveforms of the high-power users. Fig. 5.7 shows examples of symbol-waveform esti-

mates using two schemes: Figures (a) and (b) are the maximal likelihood symbol-waveform

estimates which do not include our suppression procedure (as in [49]), and Figures (c) and

(d) include our suppression procedure. In both schemes, thesymbol-waveform estimates at

two code phases are shown, one being the estimate at the correct code phase and the other

being an estimate at an incorrect code phase. Ideally, the symbol-waveform estimate at the

incorrect code phase should only include noise and no signalbursts.

We see from Fig. 5.7 (b) that without our suppression procedure, the symbol-waveform

estimate from the incorrect code phase has signals present in every dimension. This is

because the signals from high-power users can not be sufficiently suppressed by the de-

spreading processing shown by (5.1). Since no measures are taken to suppress the high-

power interfering waveforms, the ML-ED acquisition based on (5.2) fails since the energy

of the symbol-waveform estimate from the incorrect code phase (Fig. 5.7 (b) ) is very likely

to be larger than that from the correct code phase (Fig. 5.7 (a) ).

The symbol-waveform estimates in Fig. 5.7 (c) and (d) show the two symbol-waveform
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Figure 5.7: The symbol-waveform estimates for user 1 at two code phases. For (a), (b)
Symbol-waveform estimate based on (5.1). For (c), (d) Symbol-waveform estimate based
on (5.6). The code used is theM = 31 Gold code. There is one high-power interfering

user signal present. Parameters:Ns = 5, E(1)
b /N0 = 5 dB, Tf = 40 ns. The high-power

user has a power level 20 dB larger than the desired user and has a delay of 20 ns relative
to the desired user. Time hopping codes for the desired user and the interfering user are
uniformly distributed between[0, 38] (Tc = 1 ns), and are recorded as[10,37,15,35,32]
and[30,9,22,13,35] respectively in generating the waveforms in this figure. Thechannel
model is taken from the CM1 realizations in [56].

estimates after applying our suppression procedure. We seethe symbol-waveform estimate

(d) from the undesired code phase is much cleaner (in the sense that less signal components

are present) than the corresponding waveform shown in (b). The code phase offset of (a)

and (b) is the same as that of (c) and (d) in Fig. 5.7. But due to what we call the edge
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effect, which is unavoidable, the interfering signals can not be fully canceled as shown in

Fig. 5.7 (d). This is expected because only when the trial position τ̃ lines up perfectly with

the dominant signal from the high-power user can the signalsfrom the high-power user be

fully canceled.

Fig. 5.8 shows the edge effect where the symbol segments fromhigh-power interfering

users are represented by square waves for easy illustration. The starting search position

of the algorithm happens to be at the edge of the high-power interfering waveform. The

symbols (a) and (b) in Fig. 5.8 are included if the desired user has corresponding succes-

sive codes of the same sign. But as shown in Fig. 5.8, the smallshaded areas in symbols

(a) and (b) are combined instead of canceled. The existence of the edge effect suggests

(a) (b) (c)

(d) (e) (f)

Figure 5.8: The edge effect in suppressing the waveforms from the high-power users.

that the ML-ED acquisition procedure based on (5.2) from [49] is not reliable since it is

mainly comparing the energy of symbol-waveform estimates from different code phases.

The symbol energy from the incorrect code phase can exceed the symbol energy from the
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correct code phase as seen in Fig. 5.7 (c) and (d). But as we observed, the signal dimension

from the incorrect code phase is smaller than that from the correct code phase. This obser-

vation motivates the search for the correct code phase basedon the signal dimension of the

suppressed symbol-waveform estimate.

5.3 Dimension-Based Code Phase Detection

To determine the signal dimension of ˆgs(t; τ̃) in the absence of the channel estimate,

subspace-based theory such as given in [61] can be applied. This, however, requires com-

putationally intensive singular value decomposition (SVD). To avoid this, our technique is

based on a simpler energy-based dimension detection. In thefollowing, we first analyze

the components of the frame energy and then propose two different methods to set up the

threshold for the dimension detection.

The system parameterNs is assumed to be known by the receiver. The maximum signal

dimension of ˆgs(t; τ̃) is thusNs, which ideally should be reached only when the signal is

aligned at the correct code phase. The energy of thejth frame ofĝs(t, ; τ̃) is

ε j(τ̃) =
Z ( j+1)Tf

jTf

[ĝs(t; τ̃)]2dt (5.7)

To obtain the frame energyε j(τ̃), we first substitute (5.3) into (5.6) to obtain the frame-

waveform estimate as

ĝs(t; τ̃; j) = y0(t; τ̃)+ye(t; τ̃)+yh(t; τ̃)+ns(t) (5.8)
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where the desired-user waveform, the interfering waveforms of users with power levels

similar to or lower than the desired user, the high-power interfering waveforms, and the

thermal noise are obtained respectively as

y0(t; τ̃) = γ(τ̃)R1(i1)
√

E(1)g(t + τ̃− τ(1)) (5.9)

ye(t; τ̃) = γ(τ̃)
Ne+1

∑
u1=2

Ru1(iu1)
√

E(u1)

×g(u1)(t + τ̃− τ(u1)) (5.10)

yh(t; τ̃) =
Ne+Nh+1

∑
u2=Ne+2

Ru2(iu2)
√

E(u2)

×g(u2)
r (t + τ̃− τ(u2);C ) (5.11)

n j(t) =
1
M

M−1

∑
i=0

n(t + iTs+ jTf ) (5.12)

and γ(τ̃) = 1
M ∑M

i=0C (τ̃; i) is the fraction of symbols that remain after applying our sup-

pression technique. The functionR1(i1) is the normalized, cyclic auto-correlation function

of the spreading code for user 1 with offseti1. The functionRu1(iu1) is the normalized,

cyclic cross-correlation function of the spreading codes for user 1 and useru1 with off-

set iu1. The offset is obtained fromiu = ⌈(τ̃− τ(u))/Ts⌉, u = 1,2, ...Nu. The waveform

g(u2)
r (t + τ̃− τ(u2);C ) in (5.11) is the random residual signal after the suppression process

which has fewer signal components (≤ Ns) as seen in Fig. 5.7 (d). The residual waveform

g(u2)
r (·) depends on the spreading codes, the suppression process indicated byC , and the

relative offset betweeñτ and τ(u2). Note that when the functionC (τ̃; i) is used in other

signals, we omit the function’s arguments to simplify notations, as seen in the residual

waveformg(u2)
r (t + τ̃− τ(u2);C ). We can then substitute (5.8) into (5.7) to obtain the frame
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energy

ε j(τ̃) = γ2(τ̃)

(

R2
1(i1)ε1+

Ne+1

∑
u1=2

R2
u1

(iu1)εu1

)

+
Ne+Nh+1

∑
u2=Ne+2

R2
u2

(iu2)εu2(C )

+2Rc(τ̃;C )+n j (5.13)

where

εu =

Z Tf

0

[

g(u)(t)
]2

dt, u = 1,2, ...,Ne (5.14)

and

Rc(τ̃;C ) =

Z Tf

0
[y0(t; τ̃)ye(t; τ̃) (5.15)

+y0(t; τ̃)yh(t; τ̃) (5.16)

+ ye(t; τ̃)yh(t; τ̃)]dt (5.17)

is the cross correlation between signals of all users. The lower dimension of the residual

waveform due to the edge effect results in residual energyεu2(C ) zero in most frames of the

symbol-waveform estimate. The cross-correlation termRc(τ̃;C ) is random and depends on

the spreading codes and the delaysτττ. The thermal noise related termn j has mean equal to
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1
2M Tf N0 and its variance is easily calculated to be

σ2
n(τ̃) =

2N0

M
R2

1(i1)γ
2(τ̃)ε1

+
2N0

M
γ2(τ̃)

Ne+1

∑
u1=2

R2
u1

(iu1)εu1

+
2N0

M

Ne+Nh+1

∑
u2=Ne+2

R2
u2

(iu2)εu2(C ) (5.18)

To determine whether a signal is present in thejth frame based on the frame energy

ε j(τ̃) requires a threshold. The terms related to the residual waveform in (5.13) can be

ignored in the threshold setting since the goal is to identify signals from the desired user.

The random variableRc(τ̃;C ) has zero mean because the mean ofR1(i1)Ru1(iu1) is zero for

most codes with unrelated random offseti1 and iu1. Disregarding the residual waveform,

the mean of the frame energy is therefore

m(τ̃) = E
n
{ε j(τ̃)}

= γ2(τ̃)

(

R2
1(i1)ε1+

Ne+1

∑
u1=2

R2
u1

(iu1)εu1

)

+
1
M

Tf
N0

2
(5.19)

whereEn{·} represents the expectation operation with respect to the thermal noise. The

corresponding variance is the variance ofn j in (5.18) without the residual term. We do not

consider the variance ofRc(τ̃;C ) in setting the threshold since the cross correlation between

users is small compared to the square of the signals in (5.18).

Given the mean and variance ofε j(τ̃), we can adopt the Neyman-Pearson test to set the
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threshold [62]. Let the probability of false alarm be constrained by

Pr{ε j(τ̃) ≥ ηt , for τ̃ /∈ (τ(1)−Ts, τ(1) +Ts)} ≤ fa (5.20)

where Pr{·} represents the probability of an event,ηt is the threshold, andfa is the max-

imum false alarm rate. Substituting (5.18) and (5.19) into (5.20), we can solve for the

thresholdηt as

ηt ≥ γ2(τ̃)R2
1(i1)ε1+me+c

+Q−1( fa)γ(τ̃)
√

(2N0R2
1(i1)ε1+2N0me)/M ,

for i1 6= 0 (5.21)

where we denotec = 1
2M Tf N0, me = ∑Ne+1

u1=2 R2
u1

(iu1)εu1 andQ−1(·) as the inverse function

of theQ function.

The Neyman-Pearson test maximizes the detection probability while ensuring the false

alarm rate is within a given range. We see from (5.21) that this test requires the knowledge

of every parameter of the system. In the absence of knowledgeof system parameters (such

as the number of interfering usersNe), we can set the threshold based on the only known

term in (5.21), namelyc = 1
2M Tf N0. Usingc, the threshold can be set asηc = αc, whereα

can be chosen by the algorithm.

Once the threshold is set, the frame energyε j(τ̃) is then compared to the threshold to

determine whether or not a signal is present in the frame. Thesymbol waveform with the

highest dimension is determined as the symbol-waveform estimate and the corresponding
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τ̃ is taken as the estimate ofτ(1)

τ̂ = argmax
τ̃

Ns−1

∑
j=0

I(ε j(τ̃) ≥ ηt) (5.22)

whereI(·) is the identity function which takes the value one when the inside argument is

true and zero otherwise. The thresholdηt is chosen as an example in (5.22).

5.3.1 Threshold Setting

The setting of the thresholdηt in (5.21) depends on three main factors: the value of

γ(τ̃), R1(i1), and the instantaneous value ofεu (u = 1,2, ...Ne+1). To guarantee the false

alarm ratefa, the values ofγ(τ̃) andR1(i1) can be set to their largest possible values. For

γ(τ̃), the largest value is one. The largest value forR1(i1) (i1 6= 0) depends on the spreading

codes. For example,R1(i1) = 9/31 (i1 6= 0) for the Gold code with a lengthM = 31 [63],

which is the code used in the simulations in this paper. To seethe effect of the channel, we

use the channel model from [56]. The energyεu can be calculated as

εu =
X2

u

Ns
(5.23)

whereXu is the log-normal shadowing experienced by useru. Note that the multipath chan-

nel model from [56] has the total energy contained in the multipath components normalized

to be one and the log-normal termXu captures the total multipath energy. From (5.23), we

see the instantaneous value ofεu depends on the channel and can be very small when the

channel is in a deep fade. We show the effect ofρ = X2
1 in the simulations by varying the

value ofρ.
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5.3.2 The Middle Effect

One key element in suppressing the waveforms from high-power interfering users is to

determine the sign in (5.4) of the cross correlation betweentwo symbol segments of the

received signal. The random trial valueτ̃ may result in a less favorable statistic upon which

the sign of the cross correlation is determined. This phenomenon is shown in Fig. 5.8

where the edge effect is also shown. The symbol segments in Fig. 5.8 (d) and (e) have

cross correlation nearly zero because the trial position isapproximately at the center of the

waveform from high-power interfering users. We call this the middle effect, as opposed

to the edge effect discussed before. The middle effect is characterized by signs of cross

correlations being mainly determined by noise. In this case, a symbol waveform with

a dominant dimension is unlikely to be detected. For coarse code phase estimation, the

uncertainty due to the middle effect can be easily resolved by using a new starting search

position with an offset value equal to a fraction of one symbol interval. Several steps suffice

to guarantee a symbol-waveform estimate with a dominant dimension.

5.3.3 Algorithm Description

All delays are referenced to the desired user, resulting inτ(1) = 0 andτ(u) uniformly

distributed on the interval[0, MTs] for u 6= 1. Like the ML-ED algorithm from [49], our

algorithm usesN successive blocks of the length-M codes for each user. Suppose the

receiver starts searching at the time instantτ0 which is set to be a random number between

0 andMTs. The trial positioñτ is then stepped through[τ0, τ0 +MTs) with a step sizeTs.

Ideally the symbol with the highest dimension should be detected when|τ̃−mMTs| ≤ Ts

with m= {0,1,2}. There are three possible correct code phases because of theuniformly
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distributed starting pointτ0 ∈ [0, MTs]. If no symbol waveform with a dominant dimension

is detected after searching through[τ0, τ0+MTs), then an offset starting position discussed

in Section 5.3.2 are employed. Suppose the number of offsetsis V. At the vth offset, the

search range isvTs/V +[τ0,τ0 +MTs), v = 1, ...,V. If a decision is made at thevth offset,

the searching terminates. If no decision is made afterV offsets, then an error occurs. In our

simulations, we set a large numberτ̂ = 2.5MTs to indicate an error. This yields the largest

possible error of 0.5MTs. When errors occur, the receiver can either vary the value ofthe

threshold or request a retransmission.

A summary of the algorithm is given as follows.

1. Set up a threshold asηc = αc or ηt from (5.21).

2. Start searching at a random instantτ0.

3. Clear the values ofC (τ0; i) = 0 for all symbols 0≤ i ≤ MN−1.

4. For theith symbol (0≤ i ≤ MN−1), search a subsequent symboli ′ according to the

rule given in (5.5).

5. If a subsequent symboli ′ is paired with theith symbol, markC (τ0; i) = 1 and

C (τ0; i ′) = 1.

6. Form the symbol waveform estimate ˆgs(t;τ0) according to (5.6).

7. Detect the dimension of ˆgs(t;τ0) and store the value of the dimension for the trial

positionτ0.

8. Return to step 2 with a trial positionτ0+mTs where 1≤ m≤ M−1.
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9. Compare the values of the dimension for allM trial positions within the range
[

τ0, τ0+MTs
)

.

10. If a maximum dimension is found, terminate the search process. If no dominant

dimension exists, the algorithm selects an offset startinginstant. The offset isTs/V.

The new start instant is given byτ0+(v/V)Ts in thevth offset, 1≤ v≤V. Return to

step 2 with the new start instant untilv = V.

11. If a decision is made, the search process is terminated. If no decision is made after

v = V, the receiver can either vary the value of the threshold or request a retransmis-

sion. In the case of varying the threshold (either varyα of ηc or varyρ of ηt), return

to step 1 with the new threshold value. In the case of retransmission, return to step 2

with a new random start instant.

5.4 Simulations

In this section we demonstrate the performance of our suppression and dimension-

detection synchronization technique in the presence of high-power interference. We com-

pare the performance of our suppression and dimension detection technique to the maximal-

likelihood energy detection algorithm from [49].

The transmitted pulse shape is the second derivative of the Gaussian monocycle with

pulse width 1.0 ns. The channel model is CM1 taken from [56]. One hundred channel

realizations are generated. The entire set of one hundred realizations is used for the desired

user’s signal while interfering users’ signals use channelrealizations independently from

the desired user and from all other interfering users. Note that shadowing is included in the

channel model. All users haveNs = 5 andTf = 40 ns. Balanced Gold codes with a length of
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M = 31 are used. As in [49],N = 10 successive blocks of theM = 31 balanced Gold codes

are transmitted for each user. In all the simulations, a maximum of eight starting offset

values are allowed,V = 8. If the synchronization algorithm can not reach an estimation

for the delay using the first set of pilot symbols, one retransmission can be attempted. The

second failure results in an unsuccessful acquisition.

Shown in Fig. 5.9 are plots of average acquisition probability versusEb/N0 using our al-

gorithm as well as the maximal-likelihood energy detectionfrom the current literature.The

thresholdηc = αc is used in Fig. 5.9. The acquisition probability in a single-user environ-

ment is plotted as a benchmark. There are several issues thatare illustrated in this figure.

First, in the presence of a high-power interfering user’s signal, synchronization using our

suppression and dimension detection technique, shown by the stared, crossed, triangular,

and squared lines respectively, performs significantly better than the maximal-likelihood

energy detection technique from [49] shown by the circled line. Note that without our

suppression technique, the maximal-likelihood energy detection completely breaks down

in this case. Successful acquisition is only possible when the high-power interfering sig-

nal experiences a deep fading channel while the desired user’s signal has a relatively good

channel, which is approximately 0.15 for the CM1 channel model since the deep fading

probability is approximately 0.2.

Second, the effects of the parameter settings for our suppression and dimension-detection

technique are shown in Fig. 5.9. The stared line shows the average acquisition probability

of usingηc with a fixedα = 2.0. The effect of decreasing the threshold by using a smaller

value ofα = 1.5 when decisions can not be made usingα = 2.0 is shown by the crossed

line. At low to moderateEb/N0, varying the threshold betweenηc = 2.0c andηc = 1.5c
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significantly increases the acquisition probability by approximately 25 percent comparing

to a fixedηc = 2.0c case.

Retransmission (the top triangular line) also improves theacquisition probability al-

though the improvement is not as significant as varying the value of α at low Eb/N0. This

is because the relatively high level of the threshold prevents some signals from being de-

tected even when the channel is not in a deep fade. In this case, lowering the threshold

is more effective. The combination of varying the thresholdwith retransmission further

increases the acquisition probability at lowEb/N0.

Third, an acquisition strategy can be obtained from the curves in Fig. 5.9. At high

Eb/N0, varying the threshold and retransmission separately yields the same performance as

the combination of the two techniques. This observation motivates the following acquisi-

tion procedure: In cases when the receiver has relatively less knowledge of the interfering

environment (e.g. the value ofNe is unknown), the threshold is set to beηc = αc. Also in

this situation, without loss of acquisition performance, the receiver can vary the value ofα

when errors occur to save the power and delay incurred by retransmission.

The performance of the Neyman-Pearson threshold settingηt (5.21) is shown in Fig. 5.10.

The overall acquisition probability usingηt is better than both the ML-ED technique with-

out suppression [49] (given by (5.1) and (5.2)) and the case when usingηc. The effects of

parameter settings when usingηt are different from the situations whereηc is used. When

the fading coefficientρ = X2
1 varies, it is chosen from{1.0, 0.5}. Varying the threshold

(crossed line) is not as efficient as retransmission (top triangular line) seen from Fig. 5.10,

which is opposite to the observations in Fig. 5.9. This can beexplained by the optimal

threshold setting of the Neyman-Pearson test which impliesthat uncertainties occur mainly
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due to the deep fading of the channel, instead of the settingsof the threshold. Varying the

threshold can not combat the deep fading of the channel whichimplies that in this case,

retransmission is the only viable option.

The effects of varying the threshold and retransmission from Fig. 5.10 are also observed

in Fig. 5.11. The line marked by five stars in Fig. 5.11 is the acquisition probability with

the knowledge of the instantaneous channel gainρ = X2
1 . From this figure we see that

retransmission withρ = 1.0 outperforms the scheme with knowledge of the instantaneous

channel gainρ = X2
1 , indicating that retransmission is the way to combat deep fading of the

channel. The knowledge of channel gain together with retransmission (squared line) yields

better performance thanρ = 1.0 with retransmission at highEb/N0.

5.5 Conclusions

In this chapter, we investigate the near-far resistant acquisition issue of DS-UWB sys-

tems. Using our simpler suppression technique we reduce thedimension of the high-power

interfering waveforms without complex matrix operations.Only the spreading code of

the desired user is required. A new dimension-based detection is proposed to detect the

dimension of the suppressed received signal. Simulation results validate the techniques

proposed in this chapter and show significant performance improvement in the presence of

high-power interfering users when compared with ML-ED procedures.
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Chapter 6

Conclusion

This chapter presents a summary of the investigations in this dissertation, followed by

some ideas for future work.

6.1 Summary of Dissertation

The investigations of this dissertation can be categorizedinto two groups: detection

performance of TR UWB systems (Chapter 3 - Chapter 4) and synchronization of conven-

tional UWB systems (Chapter 5).

In contrast to the current literatue on UWB systems, surveyed in Chapter 1, this dis-

sertation focuses on UWB networks that do not have centralized power control. More

specifically, we assume the network includes interfering users from two sets: equal-power

and high-power, as introduced in Chapter 2.

By including a small number of high-power users in the network, the multiple access

analysis for TR UWB systems in this dissertation has a different focus from the literature
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[13, 14, 15]. Even a small number of high-power users degrades the system performance

dramatically as analyzed in Chapter 3. No increase in SNR canimprove the system per-

formance, indicating the system completely in the interference-limited region. Chip dis-

crimination which is proposed in [23, 24] is applied to suppress the effects of high-power

interfering users. Note that we assume synchronization is established in this part of analy-

sis.

TR UWB systems using binary PAM modulation is investigated in the first part of

Chapter 3. Collision probabilities are discussed and presented in a closed form for standard

TR (STR) systems. Such closed form expressions do not exist for differential TR (DTR)

systems. However, an example of enumeration of collision probabilities is presented for

DTR systems. Chip discrimination is shown in Chapter 3 to effectively restore the perfor-

mance of binary-PAM TR systems. An important observation from this study is that the

optimal transmission strategy depends on the system parameters such asEb/N0 and the data

rate, which is different from the case with only equal-powerinterfering users [14] where

concentrating all energy in one frame is found optimal.

In the second part of Chapter 3 TR systems using M-ary PPM are investigated. Higher

order modulation is motivated by the need to improve data rates for TR systems which

typically have a large spacing between pulses in a frame to avoid interframe interference.

Another reason to investigate higher order modulation is that chip discrimination works

with satisfactory performance when the data rate is low. This requirement comes from the

low-duty cycle condition required not only by the transmitter, but also by the receiver which

collects signals with a time duration determined by the delay spread of the channel. There-

fore, the use of chip discrimination requires low data rates, and higher order modulation,
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such as M-ary PPM, is used to increase the data rate.

As in the binary case, chip discrimination improves performance of TR UWB systems

with M-ary PPM as shown in the second part of Chapter 3. In thischapter, a union bound

for the error probability is derived and shown to be tight. The optimal system operation

parameters, such as the repetition factor, depend on the value of M and an example is

presented for the caseM = 8. Chip discrimination is shown to result in noise-limited

system performance.

While multiple-access interference (MAI) caused by equal-power interfering users for

UWB systems is investigated in [33, 27, 13, 14, 15], no explicit and theoretically tractable

expressions for the variance of the MAI exist until our work in [55]. In Chapter 4 of

this dissertation, the use of the power delay profile (PDP) ofthe channel simplifies the

expression of the variance of the MAI and establishes a theoretical relationship between

system parameters. Our analytical results from Chapter 4 give the MA performance of TR

UWB systems with M-ary PPM without requiring simulation-based techniques.

Two fundamental issues in communications are addressed in Chapter 4 and the com-

bined effect from both equal-power and high-power users is quantified. System-level trade-

offs are carried out for TR systems using the results from Chapter 4, includingEb/N0,

the number of equal-power users, the BEP level, and complexity. The theoretical tech-

nique used in deriving the variance of the MAI for TR systems is also applied to slightly

frequency-shifted reference (FSR) systems. Multiple access performance between TR and

FSR systems is compared.

In Chapter 3 and Chapter 4, synchronization for the desired user is assumed to be

established. In Chapter 5, synchronization for conventional UWB systems is investigated
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when high-power interfering users are present. The resulting so-called near-far problem

causes a very low probability of successful acquisition, shown in our simulations in Chapter

5. The current literature in synchronization for UWB systems assumes power control in

the network [44, 45, 46, 47, 48, 49]. In avoiding complex matrix operations such as found

in [52] and [53], we proposed an easy-to-implement procedure to suppress the signals

from high-power users without requiring their code waveforms. The proposed suppression

process effectively reduces the dimension of high-power interfering signals. A subsequent

dimension-based detection is proposed to detect the code phase of the desired user as the

current energy-based detection fails. Two different methods are proposed in Chapter 5 for

setting the threshold required by the dimension detection technique. The methods differ in

the amount of prior knowledge of the environment as available to the receiver. Simulation

results presented in Chapter 5 verify the proposed suppression and dimension detection

procedure and superior performance is observed when compared to the latest technique

from the literature.

6.2 Future Work

6.2.1 TR and FSR Synchronization

One natural research direction is to apply the synchronization technique in Chapter 5 to

TR UWB systems. The main difficulty encountered in implementing any synchronization

technique for TR systems is in the storing of symbols in analog form, especially when

multiple symbols are required, which is the case for most systems. To obtain the cross-

correlation values between symbols, an analog delay component with a delay time as long
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as a symbol interval is required, which is 2Ns times the original delay with durationTd (in

the case whereTf = 2Td). Additional effort is required to devise synchronizationtechniques

for TR systems in the presence of high-power users. In this context, synchronization for

FSR systems would be easier since no analog delay element is used at the receiver. This

leads to another direction of future work – applying the near-far resistant synchronization

to FSR UWB systems.

6.2.2 Demodulation Performance

The suppression procedure proposed in Chapter 5 of this dissertation can be used to sup-

press waveforms from high-power users in the demodulation stage. As suggested by the au-

thors in [49], the by-product in the synchronization stage,the symbol-waveform estimate,

can be used as a symbol template in demodulating the information symbols. However, as

shown in Chapter 5, the residual waveform that is due to high-power interfering users after

the suppression procedure has considerable energy. Therefore, this residual waveform can

potentially disturb the demodulation process. While this residual waveform does not cause

degradation to the synchronization process, a detailed investigation is needed to quantify

its impact on demodulation and detection.

6.2.3 Theoretical Characterization

Another direction of the future work is the full theoreticalcharacterization of the sup-

pression and dimension detection technique. To theoretically calculate the fraction of

retaining symbols, the auto-correlation and cross-correlation properties of the spreading

codes are required. The difficulty is that the analysis depends on the type of codes used.
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A general cross-correlation (or auto-correlation) function for all codes is not likely obtain-

able. However, for the codes typically used in communications, such as the Gold codes,

theoretical expressions can be used to predict the fractionof symbols discarded (or re-

tained). The auto-correlation and cross-correlation functions, together with the thresholds

derived in Chapter 5, can then be used to obtain a theoreticalexpression for the probability

of successful acquisition.
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APPENDIX A

Suppose the receiver front-end filter does not distort the signalg(1)(t) = p(t) ∗h(1)(t),

which can be written as

g(1)(t) = p(t)∗h(1)(t) (.1)

= X(1)
L−1

∑
l=0

α(1)p(t − τ(1)
l ) (.2)

The expected energy ofg(1)(t) can be calculated as

E
h
{ε1} = E

h

{

Z TI

0
(X(1))2

L−1

∑
l=0

L−1

∑
l1

α(1)
l α(1)

l1
p(t − τ(1)

l )p(t − τ(1)
l1

)dt

}

≈
Z TI

0
E{(X(1))2}

L−1

∑
l=0

E

{

(

α(1)
l

)2
}

p2(t− τ(1)
l )dt (.3)

Theh under the expectation operatorE means the expectation is with respect to the chan-

nel h. The approximation in (.3) is made by assuming an independent scattering pat-

tern of the channel, resulting inE{α(1)
l α(1)

l1
} = 0 for l 6= l1. SupposeTI is chosen such

that almost all energy from the multipath components is collected. With the normal-

ized channel energy (∑L−1
l=0 (α(1)

l )2 = 1) and the assumption ofE{(X(1))2} = 1, we obtain

Eh{ε1} = εp =
R Tp

0 p2(t)dt = 1/Ns.
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APPENDIX B

In one symbol (except symboli = 0),Ns correlations are computed and summed to form

the decision statisticDd for DTR receivers. Consider symboli = 1. For easy illustration,

denote the signal and noise in thejth frame asg j andn j respectively. Hereg j is the channel

response of the pulsep(t) andn j is the jth section of the noise processn(t) defined in

Section 2.2.2. The signal and noise terms are shown in Fig. .1whereg−1 + n−1 from

previous symbol is the template forg0+n0.

t

g0+n0 g1+n1

Ts

gNs−1+nNs−1g−1+n−1

Figure .1: Noise in DTR receivers

Adding the signal× noise terms from the first two correlations, we have

nd(0)+nd(1) = g0n−1+g−1n0+g1n0+g0n1 (.4)

We already see from (.4) thatn0 is used twice. Invoking the assumption that the channel

is approximately constant during consecutive symbols, we haveg−1 = g1. Therefore, the
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noise terms are coherently combined, yielding

nd(0)+nd(1) = g0n−1+2g1n0+g0n1 (.5)

Among theNs correlations, there are 2Ns signal× noise terms and 2Ns−2 of such terms

are coherently combined, producingNs−1 noise signals like the term 2g1n0 in (.5). The

exceptions are the edge noise termsn−1 andnNs−1 which only contribute once in forming

the decision statistic. The variance of the signal× noise termnd is thus given by

σ2
d = (Ns−1)

(

E(1)

Ns

)

4

(

N0

2

)

+2

(

E(1)

Ns

)

(

N0

2

)

=
2Ns−1

Ns
E(1)N0 (.6)

Note that the symbol energyE(1) is not shown in the derivations until (.6) for easy of

illustration.


