ABSTRACT

SHAH, NI PUL JAYVANT. Preventing Denial of Service Attacks
on Reliable Multicast Networks. (Under the direction of

Dr. Dougl as Reeves.)

Multicast is finding a lot of application in modern day
networks and the Internet. There are various existing
protocols that support the wide range of requirements
demanded by these applications. If all the receivers in a
mul ticast group are required to get all the packets at nore
or | ess t he same time (i.e. synchroni zed reliable
receiving), then the transm ssion rate of +the source ends
up being controlled by the rate of the slowest receiver in
this group. Al t hough, this is a requisite in sone
applications, it poses as a serious threat to the group. In
ot her words, if one or nore receivers were to artificially
create a packet |oss, then the source would be busy sending
repairs and will consequentially slow down the overal
transm ssion rate. This |leads to a Denial of Service attack
on the other group menbers.

The goal of this thesis is to suggest a mechanism to deter,
if not prevent, the hostile receiver(s) from causing such
an attack. We first study the problem with respect to a
specific reliable mul ti cast protocol, Vi z. Pragmati c
Generic Milticast (PGM), by conducting experiments, which
prove that PGM is also affected by the ‘slowest receiver
probl em . | f t he source can wor k out an opti mum
transmtting rate, we may be able to reduce the repair
requests in the network and have a more stable system To
achieve this, we |look at the possibilities and advantages
of usi ng an aucti on- based mechani sm such as the
Generalized Vickrey Auction (GVA) to compute the optimum
rate, based on the rate requests from the various



participating receivers. We inmplement our mechanism in PGM
and conduct experiments in order to conpare its performance
to that of the existing PGM protocol. Our results prove
that for a network having malicious members, an appropriate
auction-based mechani sm compl ement ed wi t h policing
stabilizes the source transm ssion rate and hence prevents
a Deni al of Service attack on other group nmembers.
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LI ST OF ABBREVI ATl ONS

Acknowl edgment: A message sent by the receivers to
the source on receiving the data.

Advance with data: One of the flow control
mechani sms used by the source in PGM

Advance with time: Another flow control mechani sm
used by the source in PGM

Desi gnated Local Repairer: An elenment in the | ocal
network that responds to the repair requests

i nstead of the source.

Generic Scal able Reliable Multicast: A reliable
mul ti cast transport protocol.

Generalized Vickrey Auction: An efficient and

i ncentive-conpatible auction mechani sm

I nternet Protocol: A network |ayer protocol.

I nternet Service Provider: An ISP is a conmpany

t hat provides access to the Internet.

Mul ticast File Transfer Protocol: A reliable

mul ticast transport protocol.

Negati ve Acknowl edgnent: A message sent by the
receiver to the source on detecting |ost data.

NAK Confirmation: A message sent by the NE to the
downstream NE or to the receiver from which it
recei ved a NAK.

Net wor k El ement: Switches, routers, firewalls,
etc.

Net wor k Layer Address: The address of the
interface of the network element, e.g. |P address,
| PX address, etc.

Nul I Negative Acknow edgment: A message sent by
the DLR to the source every tine it sends out a
repair data.

Original Data: Data transmtted by the source as
part of the multicast session.
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RMP
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Open Shortest Path First: A routing protocol used
in networks to carry out routing updates.
Pragmatic Generic Multicast: A reliable multicast
protocol defined by RFC 3208.

Repair Data: Data transmtted by the source or DLR
in response to a repair request.

Routing I nformati on Protocol: A routing protocol
used in the networks to carry routing updates.
Rel i abl e Multicast Protocol: A reliable multicast
transport protocol.

Rel i abl e Multicast Transport Protocol: Another
reliable multicast protocol.

Source Path Message: A nessage transmtted by the
source, interleaved between data to maintain state
information in the NEs and receivers.

SPM Request: A PGM option used by the receiver to
request a SPM transm ssion fromthe source.
Transport Session ldentifier: A unique ID for each
mul ti cast session.
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1. 1 NTRODUCTI ON

1.1. Overview of thesis:

Reliability and Synchronization are two of the many
attributes of a nulticast session that may be desired based
on the requirements of an application. If the application
desires synchronized reliable receiving, the source wil

need to transmt at a constant rate to all the receivers
for synchroni zati on and utilize sonme bandwi dt h for
providing repairs for reliability. Thus, iif the repair
bandwi dt h i ncreases, t he overal l t hroughput of t he
transm ssi on wi | reduce i f reliability i's to be
mai ntai ned. |In other words, the slowest receiver controls
the source transmssion rate in a reliable multicast
session. This is what we call as the Slowest Receiver
Probl em

In order to conduct experiments, we work with a specific
reliable mul ti cast protocol, Vi z. Pragmati c Generic
Multicast (PGM). We study how the flow control mechanism in
PGM | eads to the slowest receiver problem To demonstrate
this, we conduct several tests on PGM using a simlator.
The results show that if a single receiver is sending NAKs,
the source is forced to slow down to a rate driven by this
sl owest receiver. Now, if multiple receivers are dropping
packets and sending repair requests (NAKs) or sending false
NAKs even though they have received the correspondi ng data
packet, then reduction in throughput is of wmuch greater
magni tude. To resolve this problem we suggest the use of
an auction-based mechani sm such as the Generalized Vickrey
Auction (GVA), wused along with some rate policing done
either at the source or network elements to select the
receivers that are to participate in the reliable nulticast
session. We then propose how this can be inmplemented in PGM



and present results after conducting some experiments on
our mechanism Results from our experiments show that an
auction-based mechanism wused in conjunction with some kind
of rate policing, allows synchronized reliable receiving

for all complying receivers at an unchanged throughput.

1.2. Advantages of multicast over unicast:

Comuni cati on between hosts in a conmputer network can be
divided in to three categories: wunicast, nulticast and
br oadcast.

Uni cast inmplies a one-to-one conmmunication between hosts,
broadcast refers to a one-to-all communi cati on between
hosts and nulticast corresponds to a one-to-many (but not
all) communication between hosts. The difference between
broadcasting and nulticasting is that in broadcasting,
packets are delivered to all the hosts in the given
network, while in multicast, packets are delivered to sone
specific group of hosts which have subscribed to receive
t hem

One may consider nulticast to be simlar to many unicast
connections at one time. But that is exactly how multicast
not only differs from unicast, but also has a big advantage

over it. | f uni cast were used to serve one-to-many
connections, the sender would have to operate many
connections and send the same packet over al | t he

connections, which leads to inefficiency. On the other
hand, if multicast is wused, the sender sends just one
packet to the group. This packet 1is duplicated by the
network elements (switches, routers, firewalls, etc) as and
when required. Thus the two main advantages of using
mul ti cast over wunicast are reduction in the bandw dth used
and a decrease in the source |oad.



Unicast Multi:ast

Source Source

Fig 1: Unicast vs. Multicast: Unicast sends a separate streamto each
receiver, while nmulticast sends one streamthat is separated at the
mul ticast routers on the way to the destinations [4].

1.3. Multicast applications:

Multicast is wuseful because it allows the construction of
truly distributed applications, and provides inmportant
performance optim zations over unicast transm ssion. There
is currently an experimental Milticast Backbone, called the
Moone[ 23], which is exploring applications of |IP nulticast.
The mpst widely used multimedia conferencing applications
are the MBone freeware applications that provide audio,
video, and electronic whiteboard and session directory

services [7].

Some other multicast applications:
News/ sports/stock/ weat her updates
Di stance | earning
Routi ng updates (OSPF, RIP etc)
Poi ntcast-type “push” apps
Vi deoconf erenci ng, shared whiteboards

Di stributed interactive gam ng or simulations



Emai | distribution lists
| Pv6 over | Pv4

Voi ce-over-1P

Dat abase replication

Di stri bution of broadcast TV channels

1.4. Research in reliable nmulticast:

Certain group communi cati on applications, such as
interactive audi o/ vi deo conf erencing, use unrel i abl e
mul ticast transm ssion. This is because such applications
can tolerate some data | oss, but cannot tolerate the del ays
caused by waiting for the retransm ssion of m ssing data

Ot her applications, such as situation awar eness and
replicated file servers, require reliable mul ti cast
transm ssi on [1]. Many di fferent reliable mul ti cast

protocols have been developed to meet the differing needs
of their applications. Most reliable nmulticast protocols
are optimzed for performance and are robust to common
faults, such as |ost packets and failure of one or nore
group menbers.

The Transm ssion Control Protocol (TCP) neets the genera
requirements of reliability and ordered packet transm ssion
for unicast. However, no such general purpose protocol
exi sts for mul ti cast since t he di fferent mul ti cast
applications have varied reliability requirements. As such
reliability techniques can be divided into 2  Dbasic
cat egori es:

Sender-initiated reliability:
Sender assumes the role of |oss detection and expects to
receive an ACK (positive acknow edgement) from every

receiver for every packet it sends. Any m ssing ACK



corresponds to a |ost packet and the sender t akes
appropriate action. Thus, the sender requires know edge of
all the receivers. The frequency of ACKs is fixed at at-
| east the rate at which the transmt w ndow is advanced,
and usually nore. ACKs primarily determ ne transmt buffer
management . When usi ng mul ti cast, t he probl em of
reliability is not as easy to solve as it is in the unicast
case, where the sender of the data keeps track of how nuch
data it has sent and the receiver reports back by way of
acknowl edgments, how nuch it has received. This procedure
unfortunately does not scale to a large nunber of
receivers, as the nunmber of acknow edgments sent back to
the original sender would increase linearly with the number
of receivers. This is <called the ACK-inplosion problem
[5][22]. It keeps the ACK- based reliable mul ti cast
protocols from scaling well.

Receiver-initiated reliability:

The responsibility of detecting |ost packets is left up to
the receiver. It generates a NAK (negative acknow edgement)
on detecting a |lost packet and on receipt of a NAK the
sender takes appropriate action. The sender no |onger
requires to maintain information about the nulticast group
members. The frequency of NAKs is a function of the
reliability of the network and the receiver's resources
(and so, potentially quite |ow) [2]. NAKs primarily
determne repairs and reliability. Unfortunately, a NAK
i mplosion is also possible if the group is large and the
packet is |lost near the original sender, as this would
result in a Ilarge number of packets being sent alnost
simul taneously to the original sender. In such cases where
correlated | osses occur, suppression mechanisms can be used
to mnimze the nunmber of duplicate NAKs produced. Siml ar
suppression mechanisms can also be used to prevent a flood



of retransm ssions when any nmenber with the appropriate
data may respond to a NAK.

1.4.1. Flow-control in reliable nmulticast:

As descri bed above, reliable nmulticast is either ACK-based

or NAK-based. In general, the flow control schemes in these

mechani sms can be descri bed as:
ACK- based flow control scheme: Here a wi ndow based
flow control (as in TCP) can be applied. In a w ndow
based flow control scheme, the sender has a fixed size
wi ndow t hat is not | ar ger than any receiver’s
receiving buffer. When a receiver correctly receives a
packet, it sends an ACK for the correspondi ng packet
to the sender. The sender uses a sliding-w ndow
algorithm and slides the send-wi ndow when ACKs for a
packet fromall the receivers arrive at the sender.

NAK- based flow control scheme: In this case the wi ndow
flow control cannot be applied. A rate based flow
control scheme is deemed nore suitable. In a rate
based flow control scheme, the sender adjusts its
transm ssion rate based on NAKs it receives from
receivers. Now, if the sender sinmply reduces its
transm ssi on rate whenever a NAK arrives, t he
transm ssion rate becomes too much regul ated. Thus, a
sui table algorithm should be used to select the NAKs
t hat would affect the transm ssion rate.

A conparison of the performance of ACK-based and NAK-based
flow control schemes for reliable multicast can be found in
[16].



1.5. Reliable nulticast protocols:

Reliable nulticast transports have been a subject of
research for a number of years already. As a result, there
exi st a significant number of protocol inmplenmentations (and
their variants) already. Many of these nmulticast transports
are very wuseful, operate well and have |ong-standing and
successful operational records. In particular, MTP[17]
from the StarBurst Communi cations Corporation and the suite
of reliable multicast protocols RMP[18], RMTP[ 20] and
PGM 2] - offered by the Gl obal Cast Comunications, Inc.
(now owned by TIBCO software)- are used by compani es around
the world on their multicast enabled networks. A survey of
a nunmber of the existing reliable nmulticast protocols can
be found at [5].

1.6. Application layer multicast:

Al t hough it has been over a decade since |IP multicast was
proposed, it is still in limted use due to various
reasons. Some of these are described in [8] as:

First, IP Milticast requires routers to maintain per
group state (and in some proposals per source state in
for each nulticast group). The routing and forwarding
tables at the routers now need to maintain an entry
corresponding to each unique rmulticast group address.
However, unlike unicast addresses, these nulticast group
addresses are not easily aggregatable. This increases the
over heads and conplexities at the routers.

Second, there is a dearth of experience with additional
nmechani sns like reliability and congestion control on top
of IP Multicast, which nmakes the |ISPs wary of enabling
mul ticasting at the network | ayer. Although there exists
proposals for such nechanisns over [P Milticast, the
i npact of these solutions on the wide-area Internet is
not clear. Congestion control for multicast applications
acquires far greater inportance than the unicast case,
and therefore, needs to be well understood before w de
scal e depl oynent .

Third, the pricing nodel for nulticast traffic is not yet
wel | defi ned.



Recently there has been some research done in moving the
mul ticasting functionality from the network |ayer to the
application |ayer since it is easier to deploy over
exi sting networks. Some of the existing research work has
been described in [8]. This paper does a conparative study
of some  of the existing Application Layer Mul ti cast

protocol s.

1.7. Organization of thesis

In chapter 2, we describe a particular reliable multicast

protocol that we work with in this thesis, viz. Pragmatic
Generic Mul ti cast (PGM) . Af ter describing the basi c
princi ples and concepts of PGM we proceed to discuss in
Chapter 3 the Slowest Receiver Problem and study its effect

on PGM Having understood the problem we explain the
principles of a solution to the Slowest Receiver Problemin
Chapter 4. It covers the use of an auction-based mechani sm
in a reliable multicast scenario. Chapter 5 conprises of
the inplementation details of this solution as applied to
PGM This inmplementation is then validated experimentally
and the results are presented in Chapter 6. An alternate
sol uti on, which allows a tradeoff to be mmde between
t hroughput and reliability, is described along with other
experimental results in Chapter 7. Chapter 8 contains the

concl usi ons.



2. PRAGMATI C GENERI C MULTI CAST

To wunderstand the Slowest Receiver problem we need to
conduct some experiments on reliable multicast that we can
analyze. And again, after proposing a solution, we need to
validate it experimentally. To do so, we need to understand
some basic principles of any one reliable nmulticast
protocol that we shall be experimenting with. From the
various existing reliable nulticast protocols providing
reliability on top of network-layer nulticast, we describe
Pragmatic Generic Muilticast (PGM bel ow, as PGM has
attracted 1industry interest, advocated by Cisco, TIBCO

software and Tal ari an.

PGM is a reliable nulticast transport protocol for
applications whi ch require order ed, duplicate-free,
mul ticast data delivery from multiple sources to nultiple

receivers. It guarantees that a receiver in a nulticast
group either receives all the data packets from the
transm ssi ons and retransm ssi ons, or can det ect an

unrecover abl e data packet |oss. Thus, PGM is intended as a
solution for nulticast applications with basic reliability

requi rements. It is network | ayer-independent.

Details on the working of PGM can be found in [2]. Below we
mention some basic concepts that wll be required for
understanding the materi al that will be presented in
chapters ahead.

2.1. Operation summary:

PGM runs over a datagram nulticast protocol such as |IP
mul ticast. The source sends sequenced data packets (ODATA),
and the receivers send selective negative acknow edgements
(NAKs) of packets they deem to have been |ost. Since NAKs



provide the sole mechanism of reliability, they are further
acknowl edged by the network elements by sending NAK
confirmations (NCFs). On receiving NAKs, the source sends
out the repair data with the corresponding sequence number
( RDATA) . To establish source path state in network
el ements, the source also sends Source Path Messages (SPMs)
periodically.

2.1.1. Ternms and concepts:

Before we explain the procedures of various elements
involved in PGM this sub-section details the terms and

concepts that will be used ahead.

Transport Session Identifiers (TSI):
TSIs are globally wunique identifiers for each transport
session. Every PGM packet is identified by a TSI

Sequence Nunbers:
These are used to identify and order ODATA packets. PGM
uses a circular nunber space from 0 through (23%%-1) to

generate them

Transm t W ndow:

The source maintained transmt wi ndow corresponds to the
amount of the transmtted data retained by the source for
repair. The trailing edge of the transmt wi ndow represents
t he sequence number of the ol dest data packet avail able for
repair from a source, while the |eading edge represents the

most recent data packet transmtted by the source.

W ndow I ncrement and I ncrement W ndow (see Fig. 2):

The fraction of the transmt wi ndow by which the transmt
wi ndow i s advanced is called as the Wndow Increment. And
the oldest such fraction or trailing fraction of the

10



transmt window itself is called as the Increment W ndow.

In terms of sequence nunbers, t he I ncr ement W ndow
corresponds to the range of sequence nunbers that wll

expire first when the transmt wi ndow advances.

I ncrement W ndow W ndow | ncr ement

f—}% f—}%

—
Transmit W ndow

Fig 2. Wndows in PGM Transmit wi ndow is the range of packets retained by
the source for repairs. Wndow Increment is the fraction of transmt
wi ndow by which transmt wi ndow is advanced. |ncrenent Wndow is the range
of packets that first expire when transmt w ndow advances.

Source Path State:

PGM network elements require the source path state to
forward NAKs upstream on the reverse of the distribution
tree. The source path state is simply the address of the
upstream PGM hop on the reverse distribution tree.

Lost packets:

PGM receivers check the sequence numbers of ODATA packets
received and by comparing them they can detect any gaps in
received data. These correspond to |ost packets. The PGM
receiver, on detecting |ost packet(s) attempts to obtain
them from the source by transmtting repair requests, i.e.
NAKs.

M ssed packets:

PGM receivers send NAKs for any |ost packets that they
detect. |If however, on repeated repair requests, they do
not receive the repairs and transm ssion wi ndow is advanced

11



beyond the sequence nunbers of the m ssing packets, these
packets are considered to be permanently lost, i.e. these
packets are considered to be m ssed packets.

2.1.2. PGM packet types:

Source Path Messages (SPM:

These are transmtted by the source to maintain source path
state in the PGM NEs and to provide transmt w ndow state
to the PGM receivers. SPMs are nulticast to the group.

They contain the TSI, a SPM sequence nunber, the trailing
edge of the source’'s transmt w ndow, the |eading edge of
the source’s transmt wi ndow and the network |ayer address
(NLA) of the interface of the PGM NE on which the SPM is
f orwarded.

Original Data (ODATA):
They are the data packets, containing application data,
transmtted by the source to the receivers. ODATAs are al so
mul ticast to the group.
They contain the TSI, the trailing edge of the source’s

transmt wi ndow and a data sequence number.

Repair Data (RDATA):

They are the repair packets that are transmtted by the
source or the DLRs in response to the repair requests
recei ved. RDATAs are multicast to the group.

They contain the TSI, the trailing edge of the source’s
transmt wi ndow and the ODATA sequence nunmber of which it

is a repair.
Negati ve Acknow edgments ( NAK):

These are transmtted by the PGM receivers upon detecting a
m ssing data sequence number. They are sent to the source

12



to request repairs. NAKs are unicast PGWM hop by PGM hop to
t he source.
They contain the TSI, sequence number of the m ssing ODATA,

t he unicast NLA of the source and the group nulticast NLA.

Nul I Negative Acknow edgments ( NNAK):

They are sent by the DLR to the source to provide the flow
control feedback, for every repair requests they receive
from receivers or NEs. NNAKs are unicast PGM hop by PGM hop
to the source.

They contain the TSI, sequence nunber of the m ssing ODATA,
t he unicast NLA of the source and the group nulticast NLA.

Negati ve Acknow edgnment Confirmati ons (NCF):

They are transmtted by the network element and the source
in response to NAKs received. NCFs are nulticast to the
group.

They contain the TSI, the sequence number present in the
NAK that is being confirmed, the unicast NLA of the source

present in the NAK and group nulticast NLA present in the
NAK.

2.1.3. Source functions:

Data transm ssi on.

The source transmts ODATA packets only within the
transmt wi ndow, at a rate no greater than the ‘maxi mum
cumul ative transm t rate’. Di fferent transm ssi on
strategies define this maxi mum rate as being appropriate
for the inmplementation. Also a source must strictly
prioritize sending of pending NCFs first, pending SPMs
second, and only send ODATA or RDATA when no NCFs or
SPMs are pending. The priority of RDATA versus ODATA is
application dependent.
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Source Path State.

The source also transmt/multicast SPMs interleaved
bet wen ODATA and RDATA packets (Ambient SPMs), at a
rate which is at |east sufficient to maintain the source
path state in the PGM NEs. In the absence of data to
transmt, the source transmts SPMs at a decaying rate
(Heartbeat SPMs) to maintain state information in the
NEs and in the receivers.

Negative reliability.

A source nmust immediately multicast an NCF in response
to any NAK it receives.

Repairs.

After multicasting an NCF in response to a NAK, a source
must then multicast RDATA in response to any NAK it
receives for data packets within the transmt wi ndow.
Transmt wi ndow advance: Sources advance the trailing
edge of the transm ssion wi ndow based on one of the many
strategies. Some of these are described ahead in this

chapter.

.1.4. Receiver functions:

Data reception.

For a given transport session, the receiver accepts any
ODATA or RDATA received within the receive wi ndow (the
receive window is a copy of the source’'s transmt
wi ndow, maintained at each receiver). It discards any
duplicates or packets outside the receive wi ndow.

Source path state: Receivers use SPMs to determ ne the
| ast-hop PGM network element for a given TSI to which to
direct their NAKs. Also a receiver cannot 1initiate a
repair request wuntil it has received at |east one SPM

for the corresponding TSI
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Dat a recovery.

By conparing the sequence number of the mpst recently
recei ved ODATA or the |eading edge value in the npst
recently received SPM with the |eading edge of
contiguous data, a receiver can detect m ssing packets.
If it does, the receiver initiates a NAK generation, for

each m ssing packet, to the last-hop PGM network
el ement . NAK initiation consists of setting up a repair
state at the receiver and starting a back-off timer. |If

this timer expires w thout receiving any matching NCF or
NAK (probably transmtted by an other receiver in the
group), the receiver unicasts the NAK.

On transmtting a NAK, the receiver activates 2 timers;
one for a shorter peri od whi ch waits for the
corresponding NCF from the wupstream NE/source (pending
NAK state), and the other for a |longer period which
waits for the corresponding RDATA to arrive from the
source (outstanding NAK state). Upon expiry of any of
these timers, the receiver retransmts the NAK.

Recei pt of corresponding RDATA cancels the repair state
for that sequence number.

The receiver cancels NAK generation for any pending or
out st andi ng NAKs on the advancing of the receive wi ndow.
Recei ve wi ndow advance.

Recei vers immedi ately advance their receive w ndows upon
receipt of any PGM data packet or SPM within the

transmt wi ndow t hat advances the receive wi ndow.

.1.5. Network element (NE) functions:

Source path state.
NEs use SPMs to establish source path state for the
correspondi ng session. They then forward them on each
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outgoing interface, and while doing so include the NLA
of the outgoing interface in the correspondi ng SPM

NAK reliability.

For every NAK received, NEs imediately nulticast a NCF
on the interface on which the NAK was received and
maintain a repair state, viz. the sequence nunber of

NAK, the input interface on which NAK was received, the
session identifier, etc.

Constrai ned NAK forwarding.

NAK forwarding rules are very simlar to those used for

the receivers. The differences lie in:

NEs do not backoff. They immediately forward the first

NAK to the upstream PGM NE.

NEs do not retry NAKs on expiry of the no-RDATA timer,

if the NAK has already been confirmed by the upstream
PGM hop. They rely on the receivers to re-attenmpt the
repair request.

ODATA cannot cancel NAK state in NEs as in the
receivers, since ODATA are switched by the NEs without

transport |ayer intervention.

NAK el i m nation

Two NAKs having the sanme session identifier and the sane
sequence nunber are considered to be duplicates. NEs
di scard any duplicate NAKs received if a repair state
already exists for that NAK, i.e. if that NAK has
al ready been forwarded upstream

Constrai ned RDATA forwarding.

From the NAKs received, NEs maintain a repair state,

which consists of a list of interfaces on which a NAK
was received. When RDATA is received, it checks this
list of interfaces for the corresponding NAK and

forwards the RDATA only to these interfaces. Thus, the
repairs are constrained only to the interested subset of
t he network.
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L ODATA T NAK L NCF L RDATA

(A) (B) (O

Fig 3: Data transmission in PGM Fig(A): ODATA is nulticast by the
source. 3 of the ODATA packets are dropped/|lost during transni ssion.
Fig(B): On detecting a m ssing packet, the 3 receivers unicast a NAK to
the source, PGV hop by PGW hop. The NE uses constrai ned NAK forwarding,
i.e. only the first NAK received is forwarded upstream All sinmlar
NAKs (for same sequence nunber) are constrained. However, the NEs and
the source, nulticast a NCF i mediately on the interface on which the
NAK was received. Fig (C): On receiving a NAK, the source nulticasts a
correspondi ng RDATA to the group. The NEs use constrai ned RDATA
forwarding, i.e. RDATA is forwarded only on the interfaces that have a
repair state.

Red: PGM Source, Green: PGM Network El enents, Blue: PGM Receivers.

2.2. Flow control mechani sns:

The PGM protocol does not constrain the strategies that a
source uses to advance the transmt w ndow. However, the

rel ated RFC suggests two mechanisms that are described in
brief bel ow:

2.2.1. Advance with time (AW):

The transmt window is advanced in real-time. AlIl the
timers are real-time based. The maxi mum transm ssion rate
of the source is calculated from SPMs and ODATA only, while
the repairs consunme any extra bandwidth that may be
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available. E.g., if the avail able bandwi dth for the source
is 1 Mops, while the maximum transm ssion rate is 0.5 Mops,
then a combined rate of ODATA and SPMs is maintained at 0.5
Mops. The RDATA and NCFs use the remaining 0.5 Mops.

The AW strategy is suggested only for real-time stream ng
applications where receiving data on time is more inmportant
than compl eteness. NAKs from receivers do not affect the
data transm ssion rate, thus there is no feedback. Such a
mechanism is not affected by the ‘slow receiver problem
(described in the next chapter), as source maintains a
constant data throughput irrespective of the nunmber of NAKs
recei ved, at the cost of | ower reliability. From our
exampl e above, a constant data rate of 0.5 Mops is
mai ntai ned by the source with SPMs interleaved with the
data packets. And the source can only send the RDATA and
NCFs at a maximum rate of 0.5 Mops. Thus, if the source
receives too many repair requests, the source buffer may
soon overflow |l eading to | osses.

2.2.2. Advance with data (AWD):

In this strategy the maximum transmt rate of the source is
calculated from the SPMs and from both the ODATA and RDATA.
Any excess avail able bandwidth is used only for NCFs. The
timers are not real-time as in ‘advance with time’, but are
dat a-driven. Using the sanme exanple as above, i.e. if the
avail abl e bandwi dth for the source is 1 Mops, while the
maxi mum transm ssion rate is 0.5 Mops, the combined rate of
SPMs, ODATA and RDATA is not to exceed 0.5 Mops. The excess
0.5 Mops is used for transm ssion of NCFs. SPMs are al ways
sent with a higher priority. But the priority in sending
ODATA and RDATA is left to the application.
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Unli ke the ‘advance with time’ mechanism described above,
NAKs received for any ODATA sequence number that lies
within the increment wi ndow resets the transm ssion w ndow
advance interval, i.e. the transm ssion wi ndow advance
timer is reset. Thus, NAKs received by the source affect
the source rate if they are for packets in the earlier part
of the transmi ssion window. If the source receives NAKs in
the increment window, this inplies that one or nore
receivers are lagging quite a bit since increment w ndow is
the ol dest fraction of the transm ssion w ndow. Thus, the
source rate is too high for one or more receivers. |If the
source receives too many NAKs in the increment w ndow, the
advance of the transm ssion wi ndow is delayed accordingly.
Thus, flow control is provided by the AW mechanism which
allows the source to take the receiver’'s receiving
capabilities into consideration. The maximm transm ssion
rate used by the source to send ODATA, RDATA and SPMs is
not actually reduced. Thus, rate control is obtained
indirectly by delaying the transmt wi ndow advance, rather
than by directly affecting source transm ssion rate. Strong
reliability can be maintained by this mechanism if RDATA is
given higher priority over ODATA while transmtting.

This strategy is intended for non-real-time, messaging
applications based on the receipt of conplete data at the

expense of del ay.

2.3. Local repairs:

The PGM protocol specifies various procedures and functions
for the source to provide repairs in response to the NAKs.
The protocol also specifies options and procedures that
permt designated |ocal repairers (DLRs) to announce their
availability and to redirect NAKs to thenmselves rather than
to the source. Thi s al | ows for di stributed repair
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3. SLOWEST RECEI VER PROBLEM

In the earlier chapter we covered the basic principles and
the operation summary of a specific reliable nmulticast
protocol, viz. Pragmatic Generic Milticast (PGM. In this
chapter, we now explain the Slowest Receiver Problemin the
case of a reliable synchronized nulticast and how it
relates to PGM W then present the results of various
experiments denonstrating the effect of the Sl owest
Recei ver Problem on PGM

3.1. Slowest receiver problemin Reliable Multicast:

A multicast session is simlar to having a number of
unreliable unicast sessions running at the same time, along
with a ot of advantages. Wien reliability is introduced in
the picture, not only does this operation get a |lot nore
conplicated, but it also introduces some vulnerabilities
and performance issues such as scalability, congestion-

control, etc. One specific issue, which is the notivation
for this thesis, is the ‘slowest receiver problem. This
problem has been identified and there has been sonme

research to inmprove this. [10] conmpares the performance of
P unicasting with IP nmulticasting in such scenarios, and
based on the sender delay chooses to transmt unicast or
multicast. [11] And [12] use another approach of excluding
the slow nmember from the group. Yet another approach
consists in using a conmunication protocol with a rel axed
reliability criterion thus accepting that some messages are
lost [13].

If we use a different rate of transm ssions for different
groups, we |ose out on synchronization between the
receivers. \What we need is to be able to solve the problem
wi t hout losing reliability or synchronization, the source
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being able to decide an optimum rate to transmt. W
i ntroduce pricing of receivers as a solution.

But initially, | ets under st and the ‘sl owest receiver
problem with regards to the PGM protocol and in the |ater

chapters we explain our mechani sm

In an attempt to attain reliability, the sender sends
repair data for every such request that it receives.
Sendi ng repairs uses the transmtting bandwi dth and
depending on the transm ssion mechanism affects the overal
transm ssi on rate of t he actual packets. Thus, i f
reliability is to be achieved, the sender keeps respondi ng
to the repair requests from the slowest receiver (along
with those from other receivers) and thus the sender npves
only as fast as the slowest receiver. Wiile this is a
requirement in many applications, this also becomes a major
dr awback in ot her mul ti cast applications as faster
receivers are forced to wait and accept a |low data rate,
even though they are willing for the application to send
data at a much higher rate.

While this is truly a drawback, a receiver could have
varied reasons for being the ‘slowest receiver’. The
receiver may be connected by using a slower Ilink, or the
receiver may be having a smaller receiving buffer size.
Anot her possibility is for a receiver to take undue
advantage of this vulnerability of a reliable multicast
session. If a receiver was to generate packet |osses by
droppi ng packets intentionally or create a simlar attack,
it would be sending out many repair requests (NAKs). Thus
it is possible for a receiver to overwhelm the source in a
reliable multicast session with |arge nunmber of NAKs and
effectively reduce the transm ssion rate of the source.
This leads to a Denial of Service attack to the other
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members of the reliable nulticast group. If more than one
receiver were to create a simlar sort of attack, the
threat is increased manifold. A larger group of such
receivers, sending NAKs at even a low rate, may be capable

of reducing the data throughput to a standstill.

We conducted experiments to investigate the inmpact of
different NACK rates on the transmt speed of PGM These
experiments are descri bed bel ow.

3.2. Experimental validation of ‘slowest receiver problem
in PGM

The experinments have been conducted using the Berkeley
based software, Network Sinmulator, ns2.1b2. [14], and the
original PGM patch used with the sinmulator was devel oped by
[15].

The original version of PGM in the simulator inmplenmented
the ‘advance with time’ transm ssion w ndow mechanism
After conducting some experiments with that, we inmplemented
the ‘advance with data’ wi ndow mechanism W conpare the

results fromthe two mechanisns in the section ahead.

The version of PGM implenmented in the simulator supports
al | gener al PGM procedures, i ncluding at | east the
foll owi ng:

Senders:
Mul ti ple PGM senders on the same network
RDATA generation
NAK reliability
Source Path State generation

Transmt and i ncrement wi ndows
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Fig 4: Topol ogy used in all experinments for investigating the inpact of
NACK rate on the transm ssion speed of the source.
Blue - receivers, green - network elenments, red - source
Net wor k el ements:

Source Path State processing

NAK reliability

Constrai ned NAK forwarding

NAK el i m nation

Constrai ned RDATA forwarding

NAK anti ci pation
Recei vers:

NAK suppression (with random back-off interval)
NAK reliability

Recei ve wi ndow
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However, it does not support:
PGM opti ons
Desi gnated Local Repair (DLR) support

3.3. Experimental results:

The experiments were conducted using a 128 receiver network
with a single sender. The topology used is shown in the
fig. 4. These 128 receivers corresponds to a small size
mul ti cast network. Experinmental results for |arger networks
can be expected to have simlar characteristics. Each of
the links in the network has a capacity of 1Mops. It may be
possi ble to have different links with different capacities.

However, in order to give every receiver an equal

opportunity to receive all the ODATA packets, we select
each link of the same capacity. For all the experinments,

mal i ci ous receivers send NAKs by dropping ODATA packets.

For this, we enployed a random drop with a pre-set
probability. If the receivers would generate false NAKs,

i.e. send NAKs though it has reliably received the
correspondi ng data packet, the effect would be the sanme as
far the other elements in the session are concerned. The
experiments are conducted with receivers sending NAKs at
different rates. These rates correspond to a ratio of data
packets for which the receiver attenpts/pretends to recover
to the total nunmber of ODATA packets sent by the source. We
chose the maximum transm ssion rate of the source as 500
Kbps, thus half the bandwidth is to be wused by the
regul ated rate and the other half, which is the excess
bandwi dth of the link, could be used for repairs as in AW
or NCFs as in AWD. The |links use a drop-tail queuing
mechani sm which uses FIFO scheduling and drop-on-overfl ow
buffer managenment typical of nost present day |Internet
routers, with the queue size for all links as 50 packets.
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The source continues transm ssion until it has sent 5000
ODATA packets, so as to allow the experiments to run for

sufficiently long periods of tinme.
3.3.1. Advance with time

The first set of experiments was conducted wusing the
‘“advance with time’ transm ssion wi ndow mechanism To show
how different NAK rates from multiple receivers affect the
performance of the AW mechanism we had 5 receivers
droppi ng packets to generate NAKs. Malicious receivers my
al so generate false NAKs, i.e. they send NAKs though have

reliably received the correspondi ng data packet. Both cases
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Fig 5: Topol ogy showing the 5 malicious receivers used to test AW.
Blue - receivers, green - NEs, red — source, yellow —droppi ng receivers.
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lead to the same effect on the source, as it is not
possible to differentiate these NAKs and the source treats
them equally. Thus, in both cases, NAKs have sim |l ar effect
on the network performance.

Al'l the other experiments conducted through the thesis are
for 15 receivers dropping packets to maliciously generate
NAKs. We attempted to perform tests with AW with sanme
number of receivers generating NAKs, but the |engths of the
simul ations were very long due to nuch nmore degraded
performance of the network. Hence, in order to explain AW,
we use fewer receivers generating NAKs. W observed that
even wi th much fewer receivers generating NAKs
intentionally, the extent of damage done was very high.
Fig. 5 shows these 5 receivers.

From Fig. 6 we see that the source data transm ssion rate
remains the same for the various NAK rates, with 5 out of
the 128 receivers generating NAKs. This is because the AW
mechani sm uses the maximum transm ssion rate for sending
only ODATA & SPM RDATA & NCF use the available excess
bandwi dth of the link. Thus, for all the cases, it takes
the source the same amount of time to transmt all ODATA
packets, however due to excessive drops and source buffer
overflow, reliability is very low for all receivers at
hi gher NAK rates, as seen in Fig. 8 and Fig. 9.
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Advancing transmizsion window lead we time, for 5 malicious receivers
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Fig 6: AW Advancing transm ssion w ndow | ead sequence no. (txw_|ead) vs.
time, for various NAK rates, with 5 malicious receivers generating NAKs.

Fig. 7 shows the cunulative retransm ssions sent by the
source over the period of the ODATA transm ssion. Once the
ODATA transm ssion is conmplete, the source can use the
entire bandwi dth for sending the repairs, or stop and drop
all retransm ssion requests, based on application. Thus,
the plot only shows the retransm ssions during the ODATA

transm ssi on.
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Cumulative RDATA packets vws time. sent by source
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Fig 7: AW Cunul ative retransm ssions sent by the source vs. tine, for
various NAK rates, with 5 malicious receivers generating NAKs.

From the above graph we see that as the NAK rate increases,
the rate of retransm ssions also increase. For NAKS
corresponding to 10% and 15% of total ODATA packets, the
number of retransm ssions or repairs sent by the source is
several times the actual data. Since the source uses only
the excess bandwidth to send the RDATA, the rate of RDATA
stays steady after reaching a maxinmum The consequence of
this is that not all repair requests get a response. This
leads to certain packets being |ost permanently, i.e.
m ssed, by the dropping receivers. This is shown in Fig. 8
bel ow. This plot shows m ssed packets for one of the five
mal i ci ous receivers that were generating NAKs by dropping
packets. Simlar results can be expected of the other 4
receivers.
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Cumulative NAks not responded to by source that led to miszed packets ws time
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Fig 8 AW Cumul ati ve NAKs not responded by source that led to m ssed
packets for a certain malicious receiver vs. time, for various NAK rates
with 5 total malicious receivers.

As the source attenpts to respond to each repair request it
receives, the source buffer overflows due to the high RDATA
rate. This overflow |l eads to some RDATA being dropped from
the source buffer. Now, if we assume an infinite buffer at
source, then we would not see these |losses. The |limted
buffer size also causes sone of the ODATA to be dropped due
to buffer overflow. This causes the non-malign receivers
also to send repair requests, and thus also end up |o0sing
packets permanently as each RDATA is treated the sane at
t he source.
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Cumulative NAKs not responded to by source that led to mizsed packets ws time
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Fig 9: AW Cumul ati ve NAKs not responded by source that led to m ssed
packets for a certain non-malign receiver vs. tinme, for various NAK rates
with 5 malicious receivers.

Thus, we observe that for the NAK rate corresponding to 15%
of total ODATA packets, the number of m ssed packets, i.e.

packets permanently lost, is alnost half of the total

number of data packets, and for the NAK rate equal to 10%
of ODATA packets, it is alnmst 1/5 of the total number of

data packets. Thus, we see this is no longer "reliable"

mul ti cast, and hence, advance with time and a fixed buffer

size are unsuitable at these high dropping rates.

Fig. 9 shows the m ssed packets over the Ilength of the

simul ation for a non-malign receiver. We can expect to see

simlar |losses in the other non-malign receivers al so.
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3.3.2. Advance with data

Simlar to the plots for the earlier mechanism i.e. AW,
we have plots showi ng performance of ‘advance with data’
mechani sm

Fig 10: Topol ogy showi ng the 15 malicious receivers used to test AVD.
Blue - receivers, green - NEs, red — source, yellow —droppi ng receivers.

As explained earlier, all the tests ahead are conducted
with 15 malicious receivers. Fig. 10 shows these receivers.

Fig. 11 shows decreasing ODATA transm ssion rate for
increasing NAK rates. This is because as the NAK rate
increases, the source receives nmore repair requests. In
Advance with data (AWD), the maximum source transm ssion
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rate is calculated from ODATA and RDATA. Thus, greater the
time spent by the source sending RDATA, |ower the ODATA
rate. The excess bandwidth is used by the source to send
the NCFs. Thus, because of the repair requests sent by the
droppi ng receivers, the source is forced to slow down, in
return sending slower transm ssions to the other non-

droppi ng receivers in the network. In this case, the only

Advancing tranzmission window lead ws time, for 15 malicious receivers
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Fig 11: AWD: Advancing transm ssion wi ndow sequence no. vs. tinme for
various NAK rates, with 15 nalicious receivers generating NAKs.

possible way to improve performance without changing the
mechani sm would be to increase the maximum transm ssion
rate of the source and the capacity of the links in the

net wor k.

From Fig. 11 above, we see that with 15 malicious receivers
generating NAKs at rate corresponding to 1% of total ODATA
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packets, the overall ODATA transm ssion rate has fallen by
about 12% and with a NAK rate corresponding to 15% of
ODATA the transm ssion rate falls by about 55%

The increasing number of retransm ssions sent by the source
can be observed in Fig. 12, which depicts the cunulative
RDATA sent by the source over the period of the simulation
for various NAK rates. Wth an increasing nunber of NAKs,

Cumulative RDOATA packets vs time, for 15 malicious receivers
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Fig 12: AWD: Curul ative RDATA sent by the source vs. tine, for various NAK
rates, with 15 malicious receivers generating NAKs.

multiple receivers send NAKs for the same sequence nunbers.
Since PGM NEs use constrained NAK forwarding, i.e. only the
first NAK  of the same sequence nunber is forwarded
upstream only one NAK of the same sequence nunber reaches
the source. This controls the NAK implosion and also
i ncreases the efficiency of the PGM protocol.
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The only limting factor on the RDATA rate is the maxi mum
transm ssion rate set for the source. Thus, the conbined
RDATA- ODATA rate will never be high enough to overflow the
source buffer as long as this max rate is selected
carefully. However, with increasing number of NAKs, source
retransm ssion buffer may overflow creating permanent | oss
for some receivers. Fig 13. shows the cumulative packets
m ssed for a specific malicious receiver.

Cumulative MAKs not responded to by zource that led to mizsed packets ws time
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Fig 13: AWD: Cunul ative NAKs not responded by source that |led to m ssed
packets for a malicious receiver vs. time, for various NAK rates, with 15
mal i ci ous receivers generating NAKs.

From this graph we see that only at very high NAK rates few
of the malicious receivers, that are generating NAKs,
undergo some permanent |oss. We also observe that none of
the non-malign receivers had any permanent packet | osses.
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Thus, AW provides high reliability at the cost of
t hr oughput .

3.4. Overall analysis

From the above experinments, we see that for AW mechani sm
the source ODATA transm ssion rate is not really affected
by the slower receivers, but |leads to high permanent | osses
amongst these slow receivers. On the other hand, for AW
mechanism while the slow receivers visibly affect the
source ODATA transm ssion rate, the slow receivers have
very high reliability. Also, in case of AW, reliability is
poor for all the receivers at higher NAK rates, while in
the case of AW, reliability is high for all the receivers
even at higher NAK rates. Thus if throughput is maintained,
reliability is lost. And if reliability is maintained,
t hroughput is lost. These mechanisms were devised keeping
in mnd different applications.

One way to reduce the number of repair requests is to
reduce the throughput as done by AWD. Another option is to
reduce the amount of data being sent over the sanme
transm ssion period. E.g. instead of sending a high quality
video at T1 speed, video of |ower quality at 56Kbps. Thus,
the goal of the multicast session may be achieved, but at
| ower quality with |ower throughput to permt slower
receivers also to take part in the session.

If we are able to control which receivers join the session
based on their receiving capabilities, the source would
have a nuch better idea of what would be an ideal rate to
transmt it. An optinmum rate such as that would cause much
| ess repairs being requested. This is possible to achieve
t hrough auction-based mechanisnms. The application of such
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aucti on-based mechanisms to
in the next chapter.

reliable multicast

is described
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4. PRI NCI PLES OF A SOLUTION TO THE SLOWEST RECEI VER PROBLEM

In the earlier chapters, we described the principles of a
specific reliable multicast protocol, viz. PGV and then
explained the Slowest Receiver Problem and denonstrated
experimentally how it affects PGM In this chapter we
di scuss how an auction-based mechanism such as the
Generalized Vickrey Auction (GVA) [21], can be used in a
reliable mul ti cast scenario to optim ze t he source
transm ssion rate in an attenpt to overcone the ‘slowest
receiver problem .

4.1. Wy optim ze?

A possible mechanism for providing rate control can be to
optimze the transmtting rate. If we had a mechanism to
steady the source transmtting rate, the sender is bound to
receive a l|lot of repair requests, if this rate is very
high, or if it is too slow it may not receive any repair
requests. Which neans that receivers are forced to wait and
accept a low data rate, even though they are willing for
the application to send data at a nuch higher rate. We need
a mechanism by which the source adjusts to an optimm

transm ssion rate.

The motivation behind this mechanism is to work out a
scheme that prevents the receivers from generating false
requests for retransm ssi ons. If we assune that each
receiver has a certain value for each session it wants to
partici pate in based on the rate at which it receives the
transm ssion, and if it was possible for the source to
learn this true value for each receiver, the source can
predict the rate requirements for each receiver and conpute
an optimum rate at which it can transmt. If this optimm
rate turns out to be slow, then it means that the sl ower
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receivers have a higher value for the multicast session and
are willing to provide appropriate conpensation for the
sl ower transm ssion. |If however there are receivers that do
not provide the conpensation and are yet attenmpting to
affect the source throughput, appropriate action is taken
such that other receivers are not affected. This control
mechani sm or policing action is described later in section
4.3 and 4. 4.

Unli ke the actual PGM protocol, which requires no know edge
of group nembership, if we are to have some rate contro

based on the requirements set by the receivers, we need to
have some information about group nmembers. However very
[imted know edge is required and needed only to perform

sonme rate cal cul ati ons.

Based on the application, we have two cases. For sone
applications, after the sender decides on an optimm speed,
it doesn’'t require to change it, as there are no nore
receivers that are going to join in or |eave during the
sessi on. However some applications are such that the
receivers can join in or |eave as they please during the
mul ti cast sessi on. PGM is best suited for such
applications. However, for testing purposes, we work only
with the first case. Some suggestions have been made for
t he second case in section 8. 2.

4.2. GVA and its application to PGM

The rate control mechanismis based on two concepts:

Every receiver has a value (maximum willingness to
pay) for the session that it wants to participate in.

Every receiver has an idea about its rate limtations.
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If the sender has know edge about these two vari ables of
every receiver, it can decide on what is an optimm speed
to transmt. Though, just having this information is not
enough to ensure satisfactory reception speed to al
receivers. There are some nore issues that require to be
consi der ed.
Receivers may quote sonme false value to influence a
wrong decision by the sender
Receivers may not keep up with the rate initially
negoti ated and request too many repairs to slow down
t he sender.
These issues are dependant on the choice of the auction-
based mechani sm used and can also be answered by policing
the receivers. The policing mechanisms are described in
detail later in section 4.3 and 4. 4.

The notivation behind this technique is to use a pricing
mechanism to utilize network resources nmore efficiently and
at the same time be able to discourage/prevent slow
receivers from affecting the data reception for other
receivers.

Since this mechanismis based strongly on the rate messages
from the receiver to the sender, it is inmportant to ensure
the reliability of these messages. | f some nmessages
carrying the rate information from the receivers to the
source are lost, the optimum rate cal culated by the source
will be incorrect. If the message from the source to the
receiver carrying the calculated rate information is |ost,

receivers will not be able to know at what rate
transm ssion will occur. A bigger problem being that the
network elements will not know how to police the receivers.

Thus, reliability is an inportant issue for the polling
request messages used by the source and polling responses
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from the receivers. The reliability can be enforced by
various known techniques, such as wusing some form of
acknow edgements, repeated/periodic polling, etc. In this
thesis, as described in Chapter 5, for the purpose of
simplicity, we extend the functionality of NAKs so as to
make use of their strong reliability in PGM to carry the
cost information from the receivers to the source. For
downstream reliability, we rely on the periodic
transm ssion of the Ambient SPMs, which also the carry the
calculated cost information. If the initial cost SPM is
| ost and not received by certain receivers or NEs, then as
menti oned above, NEs will not be able to police receivers.

However, [2] specifies that a receiver cannot send any
repair requests unless it has received at |east one SPM

Recei vers that want to request an SPM incase they do not

receive one before start of the session, can do so by
uni casting a SPM Request (SPMR) nessage. The reader is
referred to [2] for more details on how to use SPMR
messages.

Anot her inportant issue here is the technique or mechanism
being used by the source for calculating the optinmum rate
based on polling responses from the receivers. There are
many desirable properties that such an algorithm may
possess. Some of those properties are:

I ncentive Compatibility or truthful revelation
Col I usi on proof

Predi ctabl e pricing

Efficiency

Revenue/ profit maxi m zation

Comput ationally feasible

Lower compl exity
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One such auction mechanism has been used in [6], which
exam nes the application of the Generalized Vickrey Auction
to pricing reliable multicast.

The Generalized Vickrey Auction (GVA) is known as an
efficient and incentive-conpatible auction protocol for
allocating multiple homogenous and heterogonous itens in a
di stributed manner. In GVA, also called the Groves-Clarke
“pivot mechanisnt’, every bidder presents his/her value for
every possible subset of licenses and the auctioneer
chooses the final assi gnment according to a value-
maxi m zing rule, specifying the payment to be nmade by every
bi dder. These payments create an incentive structure such
that, for wevery participant, a dom nant strategy is to
reveal his/her true valuation. GVA satisfies individual
rationality, Par et o efficiency, and incentive
compatibility, when trut hful bidding is the dom nant
strategy [9].

[6] assumes that the nulticast source or the service
provider has the ability to charge the subscribers and that
the subscribers have a certain value for the session based
on the rate at which they receive the transm ssion. The
advantage of wusing the Incentive conpatibility property of
GVA in a reliable nulticast scenario is explained as:

We assunme that the service provider will choose to admit
anyone into the subscriber pool who has the capability to
receive data at a rate at |east as fast as the provider’s
chosen speed. However, the provider runs the risk of
having a user overstate his reception rates in order to
gain admttance to the subscriber pool. The task of
admtting potential receivers into the subscriber poo

and selecting a service speed that maxim zes the soci al
welfare is sinplified greatly if the service provider can
extract the true capabilities and values from potenti al
subscribers. GVA has the property that it is a
participant’s weakly dom nant strategy to truthfully
reveal his value for, in this case, receiving data at
various speeds and the Iimtations of his capabilities.
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GVA computes a payment per individual, not a price per
resource. Thus, it turns out two different receivers may
pay a different price for +the same resource. In the
reliable multicast scenario, there is only one resource up
for bids, since all receivers receive the same data at the
same rate. Thus, if different receivers have different
values for receiving transm ssion at different rates, GVA
computes different costs for them |If they were to have
equal values/bids for all rate options, GVA would conmpute
equal costs for them irrespective of the speed sel ected.

An Exanpl e:
Consider the network to be <consisting of 3 nulticast
receivers, A, B & C. Fi g. 14 shows the bids of these

receivers for 3 rate options, viz. fast, medium and sl ow.

Recv. (A) Recv. (B) Recv. C
Fast rate (F) Va(F) ve(F) ve(F)
Med. rate (M V(M va( M V(M
SlTow rate (S) V(' S) va( S) ve( S)

Fig 14: The table shows various values (bids) for 3 receivers in a
network, for 3 possible rate options.

GVA computes the optimum speed by first adding all the bids
for each rate option, and then choosing the one with the
| argest sum In our exanple, GVA computes the 3 suns as:

SZV(F) = va(F) + Ve(F) + ve(F)
ZV(M = va(M + ve(M + ve(M
Zv(S) = va(S) + va(S) + ve(S)

| f E:v(S) is the largest, then the slow rate is selected as

the optimumrate for source transm ssion.
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To conpute the payment for a given receiver, GVA finds the
sum of bids of other receivers, at the selected rate, in
presence of the concerned receiver, and then subtracts it
from the maxi mum sum of bids of other receivers, at a rate
t hat wuld have been selected in absence of the concerned
receiver. Thus, the payment value is basically the loss in
value for the other receivers at the selected rate due to
the presence of the concerned receiver. In our exanmple, to
conmpute the payment for receiver A at the selected slow
rate:
Total value of other receivers at slow rate
= ve(S) + v(9S)
Max total value of other receivers in absence of A
= ve(F) + ve(F)
[We assune that vg(F) + Vv(F) > vg(M + v(M,
i.e. in absence of A, a faster speed would have
been sel ect ed]
Thus, payment for A
Pa = [ve(F) + vc(F)] = [ve(S) + v(9S)]
Simlarly, we can conpute payments R and P, for B and C
respectively.
The actual payments for the receivers are l|less than or
equal to their corresponding bids for that rate, i.e.
receivers do not pay more than their bid for the selected
rate.
Pa = va(S), Pe = v&(S), Pc = ve(S)
Thus, even though the receivers use the same resource, i.e.
the slower rate transm ssion, their payments for using the
slow rate are different, based on their actual bid val ues.
A faster receiver may pay less for using the slower rate,
while a slower receiver may be having a |arger paynment for

using the slower rate.

Now | et us assume that the slower receiver is not really
sl ow, but is attenpting to sl ow down t he source
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transm ssion. In order for it to affect the GVA rate
decision, it would need to bid a higher value for a sl ower
rate. By bidding a smaller value for the lower rate, the
lying receiver is now not able to affect the GVA rate
conmput ati on.

The paper describes both a centralized and distributed
mechani sm for conmputing costs using GVA. The distributed
computing mechani sm has several advantages as nmentioned in
[6]. However, in this thesis we |imt our experinments to
the centralized approach

4.2.1. Inmplementati on overvi ew:

As nmentioned earlier, each receiver has a value for a
mul ti cast session that it wants to participate in.
Extending this a little further, each receiver has

different values for each session based on the rate at
which it receives or can receive the transm ssion.

At the beginning of the session, the source requests or
polls each receiver for this <cost information. 1In the
request nmessage the source may provide the receivers with
the choices of wvarious rates at which the source can
transmt. In reply the receivers send back a poll response
to t he source cont ai ni ng a list of val ues/ costs
corresponding to the various <choices it received. These
val ues get aggregated as they pass upstream and finally,
the source receives the total values corresponding to each
of its choices. Using GVA, the source then calcul ates the
optimum rate to transmt, and propagates this information
back to the receivers.

This mechani sm provides a means for providing the source
with aggregated cost information for various rate options

45



so that the source may use a suitable algorithm to conpute
the optinmum speed. The rate optim zation method is not
l[imted to this technique of passing pricing information
Any other mechanism can be wused in its place that may
provi de the source with additional or different information
t hat may be required by sonme other auction/pricing
al gorithm

The actual details of the inmplementation of this mechanism
are described in Chapter 5.

As discussed in this chapter, it is now possible for the
sender to decide upon an optimum transmtting speed. This
brings the issue of policing, addressed earlier. A
difficult, but inportant, problemis to keep a check on the
receivers and see that they honor their poll responses.

We discuss policing action with reference to PGM as the
reliable nulticast protocol and with ‘advance with data’

transm ssion wi ndow advance mechani sm

4.3. Source vs. Network-Ilayer policing:

Policing can be achieved either by the source or by the PGM
net work el ement .

4.3.1. Source policing

The only feedback from the receivers to the source is in
the form of NAKs. Hence, the source needs to accunul ate

informati on about receiver performance entirely on the

basis of NAKS. If the source is able to obtain the
receiver’s identity, it my be able to maintain some
statistics about the behavior of that receiver. However, in

PGM, for efficiency purposes, constrained NAK forwarding is
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performed at network elements i.e. only the first NAK for a
gi ven sequence number is forwarded by the NE. Thus, the
source is not able to maintain a <correct account of
i ndi vi dual receiver performance and the only policing
action possible by the source is to make sure that the
optimum transmtting rate is adhered to, maybe by just
ignoring some NAKs, with reasonable | eeway offered for NAKs
due to regul ar network behavior.

As far as the bandwi dth consumed at the source for sending
the repairs is concerned, it does not matter to the source
the order in which the NAKs are sent, or even if there are
1 or 3 or mpre receivers requesting the repair as |long as
there is only one NAK received by the source as required by
PGM Because of this constrained NAK forwarding, even if a
| arge nunber of receivers request repair for the same
ODATA, only one NAK reaches the source. All other NAKs are
constrai ned by NEs and appropriate repair state is
mai nt ai ned.

Anot her parameter that can be considered by the source
whi | e deci di ng about the behavior towards the received NAK,
is to check if the NAK l[ies in the increment w ndow. Since
NAKs in the increment w ndow reset the transm ssion wi ndow

advance timer, this is an important factor.

The advantage of policing at the source is that the entire
process is implemented at the source and requires no
support fromthe network |ayer.

The principal disadvantage is that w thout know edge of
whi ch receivers are the cause for the NAKs, policing action
can only be taken on NAKs in general and not against any
specific or individual recei vers. Thus, some policing
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action may inadvertently affect other normal receivers also
adversely.

4.3.2. Network-Ilayer policing

If network-elements are able to peek into the pricing
informati on propagated from the sender to the receivers,
they can learn what is the optimum sender transm ssion
rate. Using this information, the network elements can use
any or a combination of the di fferent performance
measurements to control the ampunt of feedback sent to the
source from the receivers. The inplementation of such a
technique of policing based on NAK rates in PGM is
descri bed in Chapter 5.

Thus added functionalities that are required by the NEs
are:
NEs will have to snoop into the packets exchanged
during negotiation/cost-determ nation stage to |earn
about rate negotiation.
NEs will have to check performance of each receiver.
One of the possible ways is to check the NAK rate.
Take policing action if receiver performance is found
to be degrading. This action could be renoving the
receiver from session, or not forwarding any nmore NAKs
from t hat receiver until receiver i mproves
performance, or forwarding |limted NAKs giving parti al
reliability.
NEs may be required to reinstate receiver into the
reliable session if the optimum rate changes or no
nmore NAKs are sent by receiver.

Advant ages of policing at the network |layer are that it is
possible to identify which interfaces are the cause of poor
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functioning, thus marking out a smaller group of receivers.
It is also possible to exactly identify the receivers that
are not adhering to the initial state conditions. It 1is
t hus possible to take nore specific action as conpared to

generalized policing in source policing.

The disadvantage is that extra functionality is required
fromall PGM network elements for the policing action.

4.4. Network-I|ayer policing:

As receivers negotiate the optimum rate with the source,
the network elements play a silent role of just forwarding
t he packets. However, once t he sessi on starts, and
receivers send NAKs for m ssing packets, NEs play a |arger
role. They maintain state information for the NAKs received
for each sequence number on each interface. An interface
corresponds to the incomng link on the NE that connects a
group of receivers, such as on a LAN, to the NE. Thus NEs
would be in a position to police the entire group pf
receivers connected to the interface as a whole or
individually, if the NE had access to information exchanged
during the early negotiation stage. This would allow the
NEs to know what is expect ed from each receiver
participating in the session and also to <check their
performance based on the rate of NAKs received from the
receiver or some other criteria. Wth this we would be able
to identify a certain m sbehaving receiver or the group of
receivers connected to the interface.

However, if the problem is because of a slow link either

connecting receivers to NE interfaces upstream or between

NEs, many receivers will send NAKs and they will be marked
wrongly as m sbehavi ng. Thus, it m ght be easier to police
m sbehaving interfaces, i.e. the entire group of receivers
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connected to the interface as a whole, rather than the
receivers alone and perform necessary policing action on
the interface.

This mechani sm can be generalized to all network elenments.

Once the network elements learn from the source what is the

transm ssion rate, they can perform policing on all the
interfaces, i.e. even on those interfaces that are only
connecting other NEs and have no receiver connections. |If,
e.g., any of the interfaces are found to be requesting too

many repairs, appropriate policing action is taken.

To concl ude, in this chapter we have described how an
auction-based nmechanism such as GVA, can be used along
with policing to control the source transm ssion rate. In
the next chapter we explain how this mechanism can be
i mpl emented in PGM
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5. | MPLEMENTATI ON OF A SOLUTION TO THE SLOWEST RECEI VER
PROBLEM | N PGM

In the earlier chapters we described the potential threat
to reliable multicast networks with PGM as an exanple and
al so suggested a pricing mechanism to reduce this threat.
In this chapter we continue working with PGM and explain
how our mechanism can be inmlemented in PGM Chapter 6
shows some results obtained from running this new

i mpl ementati on of PGM in Network Simulator (NS-2).

5.1. Optimzing transm ssion rate:

5.1.1. Poll request phase (Collecting bids/costs)

Polling by the source can be done using sonme new type of
packets or wusing the options field in PGM |In order to
reduce complexity, we can also extend the functionality of
avai |l abl e packet types.

We investigate the vari ous downstream packet types
avai l abl e:
ODATA: these packets are switched by NEs without
transport-layer intervention.
RDATA: they are multicast only on previously marked
i nterfaces on whi ch NAKs wer e received, i.e.
constrai ned RDATA forwarding.
NCF: the source sends NCFs only in response to NAKs
received.
SPM these packets are transmtted by source either
interleaved with the data packets (Ambient SPMs) or
periodically in absence of data to transmt (heartbeat
SPMs) and are used to maintain state information in
the NEs and receivers.
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From t he above options, the SPMis the best-suitable packet
type for use as cost-request nessages, since m niml change
is required in its operation. W now describe how SPMs can

be used for polling all receivers.

Before the sender starts transmtting data packets for a
sessi on, it transmts a cost-request SPM (type 1)
downstream This SPM packet contains the various rate
options that the source can transmt at.

NEs on receiving this forward it to the receivers (as per
original PGM procedure).

5.1.2. Poll response phase

The only packet type that moves upstream in PGM is the NAK.
Thus we use specially marked NAK packets to carry cost
informati on back to the source. This also allows us to take
advantage of the strong reliability provided for NAKs in
PGM, by means of NCFs.

When receivers receive this type of SPM (type 1), they
transmt (without any backoff) a cost-NAK upstream This
cost-NAK contains the bids/costs of the receiver for each
of the rate options in the cost-request SPM

On receiving any cost-NAK the NE immediately transmts back
a NCF. Unlike the procedure specified for PGM where NCFs
are multicast on the interface, NCFs wll have to be
uni cast back to the cost-NAK transmtter. To do so, it wll
have to read the NLA of the receiver from the recei ved NAK,
and unicast a NCF back to that address. This NCF is not
mul ti cast, since the PGM protocol specifies that PGM
receivers cancel their NAK generation on hearing identical
NAKs. The NAK was to be nmulticast to prevent NAK inmpl osion

and i mprove network efficiency. But in our case, we want to
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hear from each receiver and thus there is no advantage in
multicasting it back to the interface.

When a NE receives the first cost-NAK it uses a timer in
order to wait for other cost-NAKs from that and other
interfaces. Costs from all <cost-NAKs are aggregated and
when the timer expires a single cost-NAK is forwarded
upstream with the aggregated information. Any nmore cost-
NAKs received after the aggregated cost-NAK has already
been sent are i mmedi ately f orwar ded upstream Thi s
mechani sm allows a |arge number of cost-NAKs sent from a
LAN or other group of receivers to be aggregated, while any
| ate-comers or aggregated NAKs noving upstream do not have
to wait at upstream NEs (as |long as upstream NE has already
sent it’s aggregated NAK).

5.1.3. Rate-information propagation

The source totals the cost from each cost-NAK received, and
based on the size of the network the source will soon have
received feedback from all existing receivers. The source
then computes the optinmum rate, as discussed in earlier
chapters, and also calculates a threshold value (a maxi mum
perm ssible NAK rate) that is to be wused by NE for
policing. This threshold value is based on certain |eniency
permtted. If all receivers are now receiving at the
optimum rate, then ideally, no receiver should send any
NAKs. However, considering normal network behavior some
ODATA packets may be lost in transm ssion and hence it may
be possible to receive some NAKs. Based on this factor, a
maxi mum perm ssible NAK rate is calculated, which tell the
NE to allow, say 5, NAKs in x interval of time on each
interface. This information, i.e. the optinmum rate and the
threshold value, is put in to another SPM cost-information
SPM (type 2), which is sent downstream
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On receiving the cost-information SPM (type 2), NEs peek
into the packet and obtain the threshold Ilevel that they
will use for policing each interface.

When the receivers receive this SPM they learn the optimm
rate selected and based on their initial bids/cost-values,
they are liable to pay sonme amount to participate in the
session. Other receivers may choose to dropout or continue
with no guarantee of reliability depending on application.
If they chose to continue and send out NAKs, since they are
operating at a | ower rate, the NE policing t he
corresponding interface, will not forward the NAKs that
exceed the threshold value. Thus, the slower receivers that
chose to continue have Ilimted reliability.

There needs to be some method for ensuring that the
receivers pay the cost they had submtted earlier. The
mechani sm that may be used to enforce this is outside the
scope of this thesis.

5.2. Network-Ilayer Policing:

From the Rate information propagation stage, the NEs obtain
the threshold value for policing each interface. Policing
is based on the rate of NAKs received on each interface. To
calculate the rate of NAKs on the incomng interface, the
NE keeps a history of the last 5 NAKs received on each
interface. When a new NAK arrives, it conpares the time
difference of the new NAK with the one that arrive 5 NAKs
ago. From this information, it can compute the current NAK
rate. Thus, for our experiments, we use this sample of | ast
5 NAKs to obtain the NAK rate. |If the current NAK rate
(calculated using the new NAK) is higher than threshold
then the NAK is not forwarded, i.e. it is ignored/dropped.
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Based on how the history is mintained, policing can |ead
to partial reliability or no reliability on an interface.

1. If a NAK that is ignored is stored in the history of
that interface (i.e. even though the NAK is ignored, it is

still considered while conmputing NAK rate) then ‘no’ NAKs
from that interface will be forwarded as |long as the NAK
rate i's above threshold. Thus, t he receiver wi l |

experience zero reliability if it transmts too many NAKs.

2. If an ignored NAK is not considered while conmputing NAK
rate, then NAK rate corresponds to only those NAKs that
are forwarded by the NE. Thus, even if the receiver sends
too many NAKs, some of the NAKs will be forwarded, giving
partial reliability to a receiver/interface.

We have inmplemented the earlier method of policing that
provides no reliability on interfaces that request too many
repairs, unless their repair rate reduces within acceptable
levels. It is also possible to have much stricter policing,
wherein the NE may nulticast a warning on the erroneous
interface and then cut-off the interface for the entire
length of the session. The actual technique of policing
used by a network element may vary throughout the network
all owing different degrees of policing to different groups
of receivers. These techniques are thus application
dependent and not restricted to the one we have
i mpl ement ed.

5.3. Capabilities of an adversary:

As described in Chapter 3, an adversary, in the form of a
mal i ci ous receiver, can take advantage of the ‘slowest
recei ver problemi. The malicious receiver may drop packets
to generate |l arge nunmber of NAKs or create false NAKs (i.e.
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send NAKs even though it has not |ost any packets), both
having an identical effect of degrading source throughput.
It may also take control of or cause a |arge nunber of
receivers to create a higher NAK rate or even attempt to
j eopardi ze the bidding mechanism by providing false bids
about its rate limtations.

Whil e such behavior can be anticipated from an adversary,
we do not expect it to

Make high bids and evade paying its cost as
cal cul ated by source,

Comprom se a network element in order to change the
value of bids or fiddle with the policing action, or
Take advant age of ot her protocol specific

vul nerabilities, such as those pointed out for PGM
in [2].

These security issues are analyzed in Chapter 8.

Based on the concepts of the auction-based mechanism and
policing discussed in Chapter 4, we have described in this
chapter, how the mechanism can be inmplemented in PGM Our
i mpl ementati on does not wuse local repairers. The future
wor k section in Chapter 8 suggests how the mechani sm can be
extended to that scenario. In the next chapter we present
the results from our experinments on the auction-based
mechani sm used with PGM As nmentioned earlier, we did not
i mpl ement the auction mechanism but have provided a neans
for an exchange of the necessary information between the
group menmbers and the service provider. We assume that such

a mechani sm exi sts and does the necessary conmputati on.
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6. EXPERI MENTAL VALI DATI ON OF THE SOLUTI ON

Chapters 4 and 5 describe the concepts of how we can use an
auction-based mechani sm such as GVA in a reliable multicast
scenario and it’'s implementation in PGM to overcome the
‘sl owest receiver problem. To conplete the picture, in
this chapter, we present the results from our experinments
conducted wusing a sinulator. Note that as discussed in
earlier chapters, for experinmental purposes, we assunme that
an auction-based mechani sm such as GVA already exists with
t he service provider (the source). We ext end t he
functionality of PGM to carry the information required by

the source to calculate the optimumrate.

6.1. Sinmul ation scenario

Section 3.3 describes the various parameters and topol ogy
that we used for conducting the experiments. The results
presented in this chapter are for an inplementation of PGM
that uses an auction based mechanism such as GVA at the
source, to conmpute the optinmum rate and costs, along wth
net wor k-1 ayer policing at each NE. As nentioned earlier, we
have not inmplenmented the actual algorithm at the source to
compute the optimum rate, but assume that such a mechani sm
already exists. W do however inplenment the necessary
messages that are required to carry the related information
from the receiver to the source and back to the receiver.
The details of this inmplementation are described in Chapter
5. For the purpose of our experiment, a pre-decided val ue
is used for optimum rate and the threshold level for NAK
rate is calculated from it (the pre-decided value for
optimum rate is assumed to be the output of the auction-
based mechani sm such as GVA). Both these values are then
propagat ed downstream to inform the receivers of the rate,
and the NE of the threshold |level to use for policing. The
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reliable nulticast protocol used was centralized-PGM (no
support for DLRs) with ‘advance with data’ flow control
mechani sm nmodified to provide rate control with network-
| ayer policing. Fig. 11 shows the receivers that were
gener ating NAKs intentionally during the experi ments
conducted with AW before the modifications.

6.2. Sinmulation results and anal ysis

On running the simulations we obtain the plots below Fig.
15 shows the advancing transmt wi ndow vs. time with 15
mal i ci ous receivers. We observe that the transm ssion rate
of the source remains nmore or |less the same for the various
NAK r at es.

advancing transmit window ws time, for 15 malicious receivers
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Fig 15: Rate optim zation with network policing: Advancing transm ssion
wi ndow sequence no. vs. tinme, for various NAK rates with 15 nmli ci ous
receivers generating NAKs.
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The slight variation in the transm ssion rates is due to
slight |eniency given to the receivers for requesting some
repairs. Also, some tinme is allowed to |apse before the
data transm ssion begins to allow the source to conplete
the optimum rate conputation phase, which explains why it
took a little longer to conplete the data transm ssion as
conpared to AWI and AWD.

Fig. 16 shows the cunulative retransm ssions sent by the

source vs. tinme.
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Fig 16: Rate optimization with network policing: Cumul ative
retransm ssions sent by the source vs. tinme, for various NAK rates, with
15 malicious receivers generating NAKs.

We observe that for higher NAK rates from the 15 receivers,
the retransm ssions sent by the source reduce. The
retransm ssions, for NAK rates corresponding to nore than
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3% of total ODATA packets, keep reducing as fewer and fewer
repair requests get through the network elenments to the
source. RDATA sent for NAK rates corresponding to 10% and
15% of total ODATA packets are too few to be visible on the
pl ot . At hi gher NAK rates, the NAKs are sent very
frequently. Thus, when the NAK rate is calculated based on
the last 5 NAKs on that interface, the NAK rate is always
found to be higher than the threshold |evel. And hence no
NAKs are able to get past the policing NE. If there were
any NAKs sent over a longer time interval, |ong enough for
the NAK rate to be less than or equal to the threshold
| evel, they would have been forwarded by the policing NE.
But this was not the case observed during the experinments.
Thus, we see alnpst no retransm ssions sent by the source
at the higher NAK rates.

Fig. 17 shows the cunulative |ost packets for a specific
dropping receiver. The nature of the plot is almst the
same for the rest of the dropping receivers. W observe
fromthe plot that as the NAK rate increases, the number of
packets | ost permanently also increases since more and nore
repair requests are filtered by the network elements. From
the simulation we also observed that the other receivers
that did not send NAKs did not wundergo any loss and
recei ved the conplete transm ssion with no m ssed packets.

Conparing Fig. 15 with Fig. 6 and Fig. 11, we observed that
source data transm ssion rate remains alnmst stable for the
pricing mechanism and for ‘advance with time’ mechanism
while transm ssion rate reduces drastically as NAK rates

i ncrease for ‘advance with data’ mechani sm
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Fig 17: Rate optim zation with network policing: Cunulative NAKs not
responded by source that led to m ssed packets for a malicious receiver
vs. time, for various NAK rates with 15 total malicious receivers.

Conmparing Fig. 9 with results of AW and pricing mechani sm
simul ati on, we observe that reliability for non-malign
receivers is very high for the pricing mechanism and AW
mechani sm while they are poorer for AW.

For AW, the source throughput is maintained irrespective
of the malicious receivers, while reliability was poor for
bot h mal i ci ous and non-mal i ci ous recei vers. For AWD,
reliability was guaranteed for the non-malign receivers,
while the non-malign receivers also had high reliability,
but the source throughput was badly affected. By using the
pricing mechanism for rate control with network-I|ayer

policing, we are able to achieve best of both worlds. The
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source t hroughput is controlled and st abl e; al so
reliability is guaranteed for the non-malign receivers. The
mal i ci ous receivers on the other hand have poor reliability

based on their NAK rates and threshold val ue.

In the next chapter we |ook at the performance of the
system using source policing. As mentioned in Chapter 4,
the advantages of using source policing is sinpler and
easier inplementation in the network, since the only
changes that will have to be done will be with the source.
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7. THROUGHPUT- RELI ABI LI TY TRADEOFF

Wth the ‘rate optim zation wusing pricing’ technique, we
are able to steady the source transm ssion rate once it has
been fixed. Wth the existing ‘advance with data’ mechani sm
we are able to obtain high reliability at the cost of
t hroughput. However, without the conplexity of the network-
| ayer policing, it is also possible to have an intermedi ate
mechani sm that works on source policing, to provide a
tradeoff between reliability and throughput, as shown in
this chapter.

The source policing mechanism will also need to enploy an
auction-based mechanism such as GVA (described in Chapter
4) to conmpute an optimum rate at which to transmt. This
information can then be used by the source to perform
policing on NAKs.

7.1. The tradeoff mechani sm

The only feedback received by the source is the NAKs from
the receivers. As explained earlier in source policing, if
the source were to control the received NAKs and decide on
which ones to reply, it is possible for the source to
control the throughput and reliability.

The selection of threshold |evel by the source is based on
how in responding to a certain NAK will the throughput be
affected. On receiving a certain NAK and taking into
consideration the current rate of transm ssi on, it i's
possi ble for the source to predict how the throughput would
be affected if it replied to the NAK. Thus, based on the
| eniency |evel required, depending on the tradeoff wth
reliability, source fixes a threshold |evel for responding
to the NAKs. [If in responding to a certain NAK, the
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t hroughput would fall below the threshold |evel, the source
then chooses not to send a repair in response to NAK
Whet her the source responds or ignores a NAK, it has to
send an NCF i medi ately on receiving a NAK as specified by
t he PGM protocol.

We conducted the experiments under the same conditions and
parameters as wused for the earlier experiments. These
paranmeters and the topology used are described in section
3. 3. The threshold |evel used for these experiments
permtted a NAK rate corresponding to 3% of total ODATA
packets from 15 malicious receivers. This level of
threshold was selected as a matter of choice and any other
| evel could be chosen and throughput and reliability would
change accordingly. Hi gher t hr oughput and | esser
reliability would be obtained for a low threshold |evel
and vice versa for higher threshold |evel.

Fig. 18 shows the advancing transm ssion wi ndow vs. time.

We observe from the plot that the ODATA transm ssion rate
remains the same for NAK rates corresponding to 3% of tota

ODATA packets and higher (in Fig 18 below, these lines are
overl apping). This is because, the transm ssion rate at 3%
is used as a threshold level, and hence at NAK rates of 3%
and hi gher, the transm ssion rate i's the same
(overl apping). The nature of this plot is very simlar to
that of AWD (see Fig. 11) for 1% and 3% NAK rates. The
difference lies at hi gher NAK rates. Wth AWD, t he
t hroughput reduces further, but with source policing they
remain same as that of 3% NAK rate.
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Fig 18: Source policing: Advancing transm ssion w ndow sequence nunber vs.
time, for various NAK rates, with 15 malicious receivers generating NAKs.

Fig. 19 shows the cunulative retransm ssions sent by the
source. From the plot we see that for NAK rates greater
than 3% i.e. higher than the threshold |evel, the number
of RDATA sent by the source is controlled and hence is the
same for all these rates. Once the ODATA transm ssion is
conpl ete, pending RDATA are sent wi thout <control, which
explains the increase in RDATA rate towards the end of the
session. Again, this plot is very simlar in nature to that
obt ai ned wi th AW (see Fig. 12) . The number of
retransm ssions is simlar for both methods for NAK rates
up to 3%
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Fig 19: Source policing: Cunulative RDATA sent by the source vs. tinme, for
various drop rates, with 15 receivers droppi ng packets.

The malicious receivers may | ose sone packets permanently,
if it was generating NAKs by dropping packets, since all
repair requests received by the source are not responded
to. Fig. 20 shows the cunul ative packets |ost by a dropping
receiver. The nature of this plot is simlar to that while
using the network policing as seen in previous chapter (see
Fig. 17). Also simlar to AW mechanism and network
policing, non-malign receivers do not undergo any |oss and

obtain conplete transm ssion.
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Fig 20: Source policing: Cunulative NAKs not responded by source that |ed
to mssed packets for a malicious receiver vs. tinme, for various NAK
rates, with 15 malicious receivers generating NAKs.

Anot her interesting paranmeter that can be used for contro

is the retransm ssion buffer size. If the threshold |evel

used by the source is l|large enough to allow the source to
respond to many repair requests, a limting factor will be
the size of the retransm ssion buffer at the source. I|If the
retransm ssion buffer is small, source will only be able to
respond to small bursts of repair requests, while |arge
retransm ssion buffer size could mean that some repairs
reach the receivers |ate because of spending too much tinme
in retransm ssion buffer queue. This could |ead to repeated
requests and waste of network resources. Thus, controlling
the retransm ssion buffer size al | ows contr ol over

reliability of malicious receivers.
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The biggest di sadvantage of this method as specified
earlier in source policing, is that this is a generalized
policing mechanism It is based on the assumption that once
the source selects an optimum rate to transmt at, only
mal i ci ous receivers request repairs. Thus, iif non-malign
receivers request repairs occasionally (this could be many
if the total nunmber of receivers is very large) these
repair requests will also be treated simlar to the rest
and no distinction is made between them The reason is that
it is very hard for the source to identify any malicious
receiver or make any distinction based on NAKs. Using
network policing, it is possible to generalize the problem
to an incomng interface, but by using source policing,
this is also not possible. Since NEs use constrained NAK
forwarding, only the first of the NAKs for a given sequence
number gets through the NE and thus, it becomes very hard
to identify the malicious receivers.

Thus, we see from our results from this chapter that by
changing the threshold Ilevel, a tradeoff can be made
between reliability and throughput. A low threshold |evel
permts the source to respond to only a few NAKs, thus
keepi ng threshold high, but very poor reliability for the
mal i ci ous receivers. On the other hand, a high threshold
| evel allows the source to respond to nore NAKs, increasing
reliability for the malicious receivers, but at the cost of
t hroughput. The next chapter contains our conclusions from
this thesis and sonme suggestions for extending this work in
the future.
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8. CONCLUSI ONS
In this Jlast <chapter of the thesis, we present our
conclusions from this thesis. We also point out some areas

in which the work shown here can be extended further.

8.1. Concl usions

From our sinulation experinments we conclude that using rate
optim zation with pricing technique along with network-
| ayer policing in a reliable nmulticast network, it 1is
possi ble to overcome the problem of the slow receiver and
gain control over the source transm ssion rate. The
mal i ci ous receivers may undergo |arge |osses depending on
their NAK rates, but if the other receivers adhere to the
negoti ated rate then the malicious receivers do not affect
them The algorithm that is used by the source to conmpute
the optimum rate strongly influences the performance of the
sessi on.

Based on our observations regarding the performance of the
four mechani sms described in this thesis, we summrize as

foll ows:

AWTI: all the ODATA is sent over the same time period.
There is no feedback from the receivers to the source
and hence malicious receivers do not affect source
rate, i.e. t hr oughput remai ns st eady. However,
reliability is very poor not only for the malicious
receivers, but even for the non-malign receivers.

AWD: Feedback is based on NAKs that 1lie in the
increment wi ndow, which provide for flow control
Reliability is maintained in presence of various

mal i ci ous receivers for al | non-malign receivers.
Mal i ci ous receivers tend to |lose a few packets at very
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hi gh NAK rates due to retransm ssion buffer overflow.
Hi gh reliability is obt ai ned at t he cost of
t hroughput, as with increasing NAK rates for nultiple
receivers, source throughput decreases dramatically.
Auction-based pricing with network policing: Source
rate nore or less is independent of the NAK rates and
reliability is mintained for non-malign receivers.
Non-conpliant receivers have little or no reliability.
Auction-based pricing with source policing: Source
rate can be altered by changing the threshold |evel

t hus controlling the reliability [Ilevel for the

mal i ci ous receivers.

The biggest drawback of the policing mechanism is that it

is extremely hard to identify the malicious receivers. W
generalize the problem to be comng from an interface and
all NAKs from such an interface are treated equally. Thus,

i f non-malign receivers lie in a group of receivers
connected to an interface or downstream of an interface
t hat is receiving high repair requests due to sone
mal i ci ous receivers, then occasional repair requests from
these non-malign receivers may also be filtered out,

affecting their reliability.

8.2. Security analysis:

A number of security threats are identified by this thesis.
In this section we analyze the threats taken into
consideration by our mechanism and also identify other
threats that are |left out by our discussion.

An adversary, in the form of one or nmore receivers, my
give false bids about its rate limtations to influence a
wrong decision by the source. If so, the cost conmputed by
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the source for the malicious receiver will correspond to
its high bid. If the source does select a |ower rate due to
this receiver, then the cost for the receiver will also be

conparatively high as conpared to that for other receivers.

A malicious receiver may also generate false NAKs though it
has received the corresponding ODATA, or may drop packets
intentionally to produce genuine NAKs. Though it is not
possible to distinguish the NAKs, both have the same
i mplication on the source performance, i.e. reduction in
t hroughput in AWD, or in reliability in AW, and thus are
dealt with identically. Once an optinmum rate is conputed,
al | complying receivers are expected to receive the
transm ssion at that rate, and barring a few NAKs, all
additional NAKs on the interface are policed. Thus, NAKs
sent by a malicious receiver do not reach the source and
hence are unable to affect the system performance.

There are also other threats, which are considered to be
outside the scope of this thesis. These are:

Evadi ng paynment:

A malicious receiver may shirk from paying the cost that
has been computed for it by the source. Necessary
aut hentication and cost recovery techniques need to be
empl oyed in any bidding mechanism to ensure that bidders
keep up their comm t ments.

Comprom sed network el ement:

An adversary may take control of a network element and use
to change the bid values of other receivers or to prevent
bids from reaching the source, effectively tanmpering the
bi ddi ng mechani sm Agai n, effective aut hentication
mechani sms are assumed to be in use to detect if network

el ements are malignant.
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Prot ocol specific vulnerabilities
Our experiments are denmonstrated using PGM, which has been
identified to be having certain vulnerabilities, nmentioned

in [2] as “Short of full authentication of all neighboring
sour ces, receivers, DLRs, and net wor k el ement s, t he
protocol is not inmpervious to abuse”. So would be the case

for any other reliable nulticast protocol wused with the
bi ddi ng mechanism Such protocol specific weaknesses are
outside the scope of this thesis.

8.3. Future work:

While our results conclusively show that by wusing an
auction-based pricing mechanism for a reliable multicast
session, it is possible to reduce the threat of a denial of
service attack on the conplying receivers, there are stil
some avenues left to investigate or pursue further.

A different protocol for carrying cost information:

For the purpose of this thesis, we extend the functionality
of t he PGM protocol to carry the various pricing
informati on. The extension has been added to existing
packet types. It may be more efficient, however, to use a
compl etely different protocol for this purpose. By using
SPM messages to carry cal cul at ed rate i nformation
downstream we depend on the periodic transm ssions of
Anmbi ent SPMs to provide weak reliability. Those receivers
that detect a m ssing SPM can use SPMRs to solicit an SPM
for the source. If strong reliability is required, this may
be achieved well by designing a separate protocol for
carrying the rate information from the receivers to the

source and back to the receivers.
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Support for Local Repairs:

The PGM sinmul ations used for experimenting in this thesis
did not have support for DLRs. If DLRs are brought into the
pi cture, the mechanism for calculating optimm transm ssion
rate does not alter. However, policing will need to be
different. Since most of the repair is not provided by the
source anymore, no bandwidth is wasted by the source for
RDATA transmi ssion if all repairs are done locally. Thus
receivers sending out too many repair requests do not slow
the source. However, PGM specifies that for all the repairs
sent locally, DLRs are required to send NNAKs (Null-NAKs)
to provide flow-control feedback. | f the source is
empl oying AWD, NNAKs that lie in the increment w ndow reset
the transm ssion wi ndow advance timer. These are the NNAKs
t hat can cause source to slow down by delaying transmt
wi ndow advance. Thus, these NAKs need to undergo policing.
Also if DLRs are not able to provide repair, then the NAKs
are redirected to the source. Thus, these NAKs also affect
source data transm ssion rate and need to be policed.
Policing my be done again at net wor k-1 ayer as in
centralized-PGM It is also now possible to do policing at
DLRs. Since nmost of the repair requests received by the DLR
do not affect the data transm ssion rate of the source,
DLRs can implement a generalized policing mechanism sim ]l ar
to the source policing discussed in chapter 4. It can
police specific NAKs, viz. those in increment w ndow, or
those which the DLR will need to redirect to the source
since it does not have its repair avail able.

Periodic rate optim zati on:

The method described in this thesis is for a nmulticast
session where the receivers do not join or |eave once the
session has started. But if the new receivers want to join
or existing receivers want to |eave during a session, then

in such a scenario the optinmum rate at which to transmt
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may also vary. Thus, it is required to recalculate the
optinmum rate and pricing when group nmembership changes. It
is, however, difficult to do so every time a menmber joins

or |leaves the session. A periodic pricing algorithm may

work in such a scenario. Instead of sending poll request
messages before start of sessi on, the sender could
periodically send poll request messages with the various

rate options. The value specified by a receiver for each
rate now corresponds to its value not for the entire
mul ticast session, but for this period of the session till
the next poll request arrives. The change in the nunber of
receivers could thus be taken into account with each cycle
of polling. This also allows for receivers to change their
value for the various rates from cycle to cycle. Wth GVA,
the change in the number of receivers can change the
payments conputations for the other receivers, which may
lead to a new rate being selected. This may not be
acceptable to some receivers. As suggested in [6]:

A utility nodel that properly considers both the val ue of
adm ssion and the value of continuing service over tine
is a prom sing avenue to explore.

Research in synchronized nmulticast:

Research work in 1P multicast has, not given enough
i mportance to applications requiring synchronized and
reliable transm ssions. There are a number of protocols for
providing synchronized receiving, but they lack flow
control mechanisms. This |eaves a door open for further
research at the IP nmulticast |evel
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