
ABSTRACT

Mahalati, Ruhiyyih Reconfiguration of Sub-wavelength Groomed Wavelength Routed Optical Net-

works. (Under the direction of Dr. Rudra Dutta).

Telecommunication networks recently have seen a large increase in traffic demands, espe-

cially data traffic as compared to voice traffic. With the advances in fiber optics and wavelength

division multiplexing (WDM) optical networking is the key to satisfy the data-driven bandwidth

demand. These technologies enable simultaneous transmission of signals on separate high-speed

channels at different wavelengths. While current technologies can provide such huge bandwidth, in

order to utilize efficiently the capacity of each lightpath, a number of independent lower-rate traffic

streams must be multiplexed into a single lightpath. This technique is referred to as traffic groom-

ing. Another most attractive feature of WDM and wavelength routing networks is the possibility

of adaptively creating virtual topologies, or a set of lightpaths, based on network need, giving rise

to the concept of reconfiguration. Till date, however, there has been little or no work on the joint

consideration of the two areas of traffic grooming and reconfiguration, even though it is clear that re-

configuration is at least equally important in the realistic networks of tomorrow which will definitely

need to carry sub-wavelength traffic. This is probably due to two reasons: the common wisdom

has been that the two aspects can be handled separately, and also it is hard to define reasonable

network design goals if the two aspects are considered jointly. In this thesis, we examine this issue

of reconfiguration in groomed networks. The overall focus of this work has been the balancing of

the reconfiguration cost and a good grooming solution. We define suitable goals for an integrated

approach, and provide formulation of the integrated approach as an integer linear program. To

allow a joint consideration of grooming and reconfiguration costs, we mathematically formulate a

representation of the reconfiguration cost in terms of the OXC and DXC reconfiguration that can be

related to grooming costs. We also develop a heuristic strategy for addressing the problem, which

attempts to achieve minimal disturbance reconfiguration by performing local reconfiguration and

delaying the need for global reconfiguration. In order to proactively avoid global reconfiguration, we

introduce the concept of over provisioning at the traffic demand level. Our reconfiguration heuristic

minimizes the need for solving the integer linear program, which is computationally intractable. We

also present numerical results validating our claims.
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Chapter 1

Introduction

Telecommunication networks recently have seen a large increase in traffic demands, espe-

cially data traffic as compared to voice traffic. The evolution of optical networking technologies has

resulted in the realization of high bandwidth and high availability networks not just in the research

laboratories but also in commercial environments; see [8] for a list of optical networking and switch-

ing vendors. The main breakthrough was in implementing optical wavelength division multiplexing

(WDM). WDM is the process of transmitting data simultaneously at multiple carrier wavelengths

over an optical fiber cable keeping the wavelengths sufficiently far apart so that they do not interfere

with each other. Thus, a single strand of fiber can be thought of as a collection of high capacity vir-

tual fibers. A single strand of optical fiber has the potential bandwidth of 50 THz. This bandwidth

can be split across multiple WDM channels with each channel being capable of carrying several Gbps

of data (e.g. Lucent’s offering of 160 wavelengths of 10Gbps capacity [42]). Over the last few years

we have witnessed a wide deployment of point-to-point WDM transmission technology in the Inter-

net infrastructure. Today, WDM systems are widely deployed in long-haul (wide-area) networks.

They have a major presence in the metro-area networks as well. The corresponding massive increase

in bandwidth due to WDM has heightened the need for faster switching at the core of the network.

This coincides with a growing desire to support different levels of Quality of Service (QoS), which

makes it necessary to not only efficiently utilize the greatly increased available bandwidth, but to

manage it with high predictability. Label Switching Routers (LSRs) running Multi-Protocol Label

Switching (MPLS) [14] are being deployed to address the dual issues of faster switching and QoS

support. On one hand, LSRs simplify the forwarding function, thereby making it possible to operate

at higher data rates. On the other hand, MPLS enables the Internet architecture, built upon the

connectionless Internet Protocol, to behave in a connection-oriented fashion that is more conducive

to QoS and traffic engineering [3]. With the further advancement of wavelength selective routing, it
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has become possible to use wavelengths as generalized labels, and create lightpaths or λ-circuits as

the primary transport mechanism in such networks; lightpaths are clear optical channels spanning

several physical fiber links, switched entirely optically at intermediate nodes.

While current technologies can provide such huge bandwidth, a network would typically

need to support sub-wavelength traffic connections as well. In order to utilize efficiently the capacity

of each lightpath, a number of independent lower-rate traffic streams must be multiplexed into a

single lightpath. These observations give rise to the concept of traffic grooming, which refers to the

techniques used to combine lower speed traffic flows onto available wavelengths in order to meet

network design goals such as cost minimization.

With the deployment of commercial WDM systems, it has become apparent that the cost

of network components, especially line terminating equipment (LTE), is a dominant cost in building

optical networks, and is a more meaningful metric to optimize than, say, the number of wavelengths.

In the existing literature, LTE cost minimization is addressed by formulating the problem so that

its objective reflects either the number of LTEs directly, or in a more indirect way by minimizing the

amount of electronic (as opposed to optical) routing performed. Most existing studies concentrate

on some aggregate representation of these i.e., the total number of LTEs (or the total amount of

electronic routing performed) over all of the network nodes is minimized.

One of the most attractive features of WDM and wavelength routing networks is the pos-

sibility of adaptively creating virtual topologies, or a set of lightpaths, based on network need, as is

possible when the optical switches can be reconfigured on-line. To higher client layers, the lightpaths

appear to be physical links due to the very small and highly invariant propagation delays along them

when compared to connections mediated by switching/routing by electronic devices at intermediate

nodes: a consequence of the circuit-switched nature of lightpaths. Changing the physical topology

of the network is usually a very long and costly operation, and cannot usually be undertaken in

response to short- or middle-term changes in network traffic demand. The virtual topology, on the

other hand, can be changed over comparatively far shorter time scales, by simply reconfiguring the

optical switches. Not surprisingly, the topic of efficient and effective reconfiguration strategies for

optical networks has received significant attention in literature.

Till date, however, there has been little or no work on the joint consideration of the two

areas of traffic grooming and reconfiguration, even though it is clear that reconfiguration is at least

equally important in the realistic networks of tomorrow which will definitely need to carry sub-

wavelength traffic. This is probably due to two reasons: the common wisdom has been that the two

aspects can be handled separately, and also it is hard to define reasonable network design goals if

the two aspects are considered jointly.

In this thesis, we examine the issue of reconfiguration in groomed networks. We develop

a framework for considering the question, and propose methods to develop joint design goals. Our

numerical results indicate that a disjoint treatment of the two issues would incur undesirable effects,

thus an OAM strategy based on common wisdom would not be the best practical one.
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The rest of this thesis is arranged as follows. In the next chapter we briefly describe the

context of this thesis and other related work, describing the relevant network architecture mentioned

above in more detail. In Chapter 3 we present a formal definition of the new problem we identify.

The formulation of the integrated approach as an ILP is presented in the Chapter 4. In Chapter 5 we

present the over-provisioning algorithm and the reconfiguration heuristic which is practically more

useful since the computation done by the ILP is prohibitively expensive. Numerical experimentation

validating the performance of the proposed algorithm are presented in Chapter 6. Chapter 7 discusses

possible directions for future research and concludes this thesis.
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Chapter 2

Context

2.1 Architecture of Optical Networks

Computer networks have evolved from transmission links made of copper (Ethernet) to the

copper being replaced by point-to-point fiber (SONET, Gigabit Ethernet) to today’s optical net-

works with wavelength routing. The architecture of current day optical networks has been designed

to exploit the unique features of optics and provides functionality beyond point-to-point optical

transmission.

One of the most significant features of current optical networks is wavelength division

multiplexing (WDM). A single fiber has enormous usable bandwidth (nearly 50 THz). Exploiting

all of this bandwidth using a single very high capacity channel is impossible and impractical. It

is essential to divide this bandwidth into channels of lower capacity and WDM essentially achieves

this. WDM involves transmitting several signals simultaneously on different wavelengths. Each

wavelength runs at the peak rate that the electronic devices at the endpoints can handle. While

conceptually optical time division multiplexing (OTDM) is also an option it is yet to mature as a

technology [43], especially when compared to WDM systems which have already had presence in the

marketplace for several years.

The earliest architectures that were proposed were opaque in that the optical path of

transmission between two endpoints was interrupted at all intermediate nodes, converted to the

electronic form, processed, converted back to the optical form and then transmitted on the outgoing

link to the next intermediate node or the destination node. This conversion process is referred to as

optical-electrical-optical (OEO) conversion. In such opaque networks the buffering and routing (more

precisely, switching) is handled by the electronic equipment and consequently, the OEO conversion
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LTE LTE

OEO ConversionOEO Conversion

Fiber link with WDM

Figure 2.1: Wavelength Division Multiplexing in a Fiber Link

points become the bottleneck in such networks. The other undesirable side effects of OEO conversion

are that it introduces delay, variability of delay, loss of throughput, increased probability of errors

and buffer overflow. Figure 2.1 shows WDM in an optical fiber link. Each wavelength transmitted

requires line terminating equipment (LTE) to convert the signal from the optical form in which it is

transmitted, to the electronic form suitable for use by today’s computers. A WADM passes traffic on

certain wavelengths through without interruption or optoelectronic conversions. Figure 2.2 shows

a WADM that supports W wavelengths. In the figure, the wavelengths λ1 and λ2 are dropped

(terminated) and added whereas the other wavelengths pass through optically. A node can be made

transparent with respect to some of the wavelengths by making such nodes optically bypass any

signal transmitted on these wavelengths using wavelength add/drop multiplexers (WADM).

Shifting away from opaque networks, the other extreme is a transparent optical network

architecture. There exists no electronic routing in such networks; all the signals are switched in

the optical form at the intermediate nodes. Some of the advantages of transparency is that the

throughput of the fiber can be exploited to the fullest without any restrictions on data rates and

data formats. Transparency also makes architecture of the optical nodes and network control simple,

but they fail to perform 3R (regeneration, reshaping, retiming), which is a benefit of OEO conversion.

Such transparent optical network architectures may however not be feasible in realistic situations

due to constraints on the number of wavelengths as well as hardware constraints at the nodes. From

a network design point of view, both opaque and transparent networks can be just as costly, as

illustrated in an example in [19]. Consequently, the hybrid or “almost all-optical” network which

combines the features of both the worlds has been accepted to be the candidate for next generation

wide area networks.

A hybrid network may comprise of a few opaque nodes and transparent nodes. However

opaque nodes are known to have several problems associated with them. The large amount of LTE

required at such nodes makes them too expensive or impractical to deploy due to high interconnection

costs, power consumption and space requirements. As illustrated in [19], having none of the nodes

perform any electronic routing is also not a viable solution. Thus, the networks need to be equipped

with translucent nodes, in that such nodes are transparent with respect to some of the wavelengths
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Figure 2.2: Wavelength Add/Drop Multiplexer

and opaque with respect to others.

2.1.1 Optical Cross Connects

A more powerful component in optical networks is the optical cross-connect (OXC) which

can optically switch a signal from a particular input port (and hence, a fiber link) to a particular

output port, independent of the other wavelengths. OXC allows optical network to be reconfig-

urable by adapting to the changed traffic conditions without having the need to change the physical

topology. The design of OXC must adhere to the characteristics of the traffic flowing, in order to

implement a cost-effective and flexible architecture as illustrated in [62]. There are different OXC

architectures which are distinguished primarily on the basis of the switching fabric [62].

The OXCs provide the switching and routing functions for supporting logical data con-

nections. An all-optical OXC is one whose switching fabric is optical and does not require OEO

conversion of the incoming signals for switching purposes. All-optical OXCs operate completely in

the optical domain and have higher capacity and lower cost per port than other OXC architectures.

Figure 2.3 shows the architecture of a typical all-optical OXC. The signals coming in over different

fibers are first demultiplexed. All the signals at a particular wavelength are sent to an optical switch

dedicated for that wavelength. The signals from the outputs of the optical switches are multiplexed

back together onto the outgoing fibers. If W is the number of wavelengths each fiber carries, Ns

the number of incoming/outgoing fibers together with any inputs/outputs from the DXC, W mux-

demux pairs and W Ns ×Ns switches are required to implement the OXC shown in the figure. The

Ns × Ns optical switches can be configured such that any Ns − Nf wavelengths, Nf the number

of incoming/outgoing fibers, can be added or dropped locally from and to any fiber. For the OXC



7

1λ 2λ 3λ 4λλ4λ3λ2λ1

Demux

wavelength conversion and regeneration
Local add/drop for low−speed grooming,

Mux

Optical Switch

λ

4λ

3λ

2λ

1

Optical Switch

Optical Switch

Optical Switch

Figure 2.3: An all-optical OXC with local add/drop

shown in Figure 2.3 Nf is 3 and Ns is 6. With this configuration most of the switching is in the

optical domain, minimizing the cost and maximizing the capacity of the network, while allowing us

to route the signals up to the electronic layer for the purposes of low-speed grooming, wavelength

conversion and signal regeneration. It should be noted that what has been presented is a functional

description of the working of an OXC. An optical cross-connect may be implemented using various

technologies such as liquid crystal and MEMS (micro electromechanical systems), but the essential

function remains the same.

2.1.2 Digital Cross Connects

The structure of an optical node is shown in Figure 2.4. Digital Cross Connect (DXC)

is deployed along with each OXC, to offer a limited degree of OEO capability, for regeneration,
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protection and grooming. Some of the wavelengths on some of the input ports of the OXC may be

carrying traffic destined for the access node directly connected to this OXC. These wavelengths are

terminated at the DXC, where the signal is extracted from the optical domain and converted into

electronic form, which can then be delivered to the higher layers. Certain signals on these wavelengths

may be destined for other nodes, these are converted back to optical form at the DXC and injected

to an output port of the OXC. Thus, the DXCs perform grooming by extracting and switching a

large number of lower-speed streams at the nodes. The DXC considered here is a monolithic DXC

with limited capacity. A monolithic DXC has a single switching fabric that is capable of switching

TDM slots on any of the wavelengths from the input ports to any other wavelength on any output

port. A full capacity DXC can terminate all the signals from the OXC from all the incoming fiber

links and generate traffic for all the outgoing fiber links of the OXC, however, a limited capacity

DXC operates at capacity less than this.

2.1.3 Optical Mesh Topology

The rapid advancement and evolution of optical technologies makes it possible to move

beyond point-to-point WDM transmission systems to an all-optical backbone network that can

take full advantage of the available bandwidth by relaxing the need for per-hop packet forwarding.

Typically, the backbone networks have comprised of several high-speed routers interconnected as

SONET ring networks and such rings themselves interconnected to form rings of rings. However, with

the advent of the optical cross-connect slowly the trend is shifting towards a generalized arbitrary

mesh topology as shown in Figure 2.5. Such a network consists of a number of optical cross-connects
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(OXCs) arranged in some arbitrary topology. Each OXC can switch the optical signal coming in on a

wavelength of an input fiber link to the same wavelength in an output fiber link. The OXC may also

be equipped with converters that permit it to switch the optical signal on an incoming wavelength of

an input fiber to some other wavelength on an output fiber link without OEO. The main mechanism

of transport in such a network is the lightpath, which is a communication channel established between

two LSRs (or other edge devices) over the network of OXCs, and which may span a number of fiber

links. A lightpath is a generalization of the MPLS concept of a label-switched path (LSP) with the

wavelength color corresponding to the label and the cross-connect matrix corresponding to the label

forwarding table [14]. Lightpaths are setup between different LSRs by appropriately configuring the

LSRs and the OXCs in the network. The lightpaths usually carry several lower rate circuits so that

its bandwidth is used efficiently. An LSR, as shown in the figure, is connected to an access network.

The access networks sink and source traffic to and from the backbone network. To the backbone

network it appears as if the LSR is generating all the traffic. Thus, in the current context a ‘node’

refers to the OXC and the LSRs it is connected to. Since the abstraction does not alter the problem,

such an assumption is made for the purpose of succinctness.

2.2 Virtual Topology Design

Often computer networks are viewed from a graph theoretic viewpoint as a graph. The

vertices of such a graph typically represent routers, switches etc., and the graph edges the physical

links. The graph equivalent of a computer network denotes the physical topology of the network.

In optical WDM networks, the graph denoting the physical topology of the network has an edge

between nodes if there exists an optical fiber connecting the nodes. Selectively optically bypassing

certain wavelengths at certain nodes in optical networks, introduces the concept of logical or virtual

connectivity between the endpoints of a lightpath; while the two nodes are not physically connected

directly, the absence of any interruption or electronic conversion in the channel between the nodes

logically connects them. A graph connecting nodes that are logically or virtually connected can be

obtained for a configured optical network. A graph thus obtained is said to denote the logical or

virtual topology of the network. The logical topology hides the details of the physical topology. A

given physical topology can be used to realize several logical topologies and similarly, a given logical

topology can realized using several different physical networks.

One of the major concerns for service providers and an active research problem has been to

design a logical topology (or stated differently to determine what lightpaths need to be set up) that

can satisfy the requirements of the upper layers. The virtual topology design problem has similarities

with several topology design problems [17]. An elaborate survey of research in the area of virtual

topology design can be found in [17]. In general, the virtual topology design problem can and has

been formulated as an optimization problem optimizing some metric of interest such as throughput,



10

OXC
LSR

Fiber Link (OC−48)

Access Network

Lightpath

Lower rate circuits

OC−3

OC−6

OC−12

Backbone Network

Figure 2.5: A typical optical network

amount of electronic routing or the amount of LTE used.

The fact that a given physical topology can be used to realize several logical topologies,

implies that optical networks lend themselves very well to reconfigurability. Indeed, reconfigurability

is seen as one of the salient strengths of optical networks. A virtual topology is designed on the basis

of observed patterns in traffic for a given physical topology. Being able to realize a different virtual

topology on the same physical topology provides adaptability (when traffic patterns change), self-

healing capability (when physical topology changes due to failure of components) and upgradability.

The virtual topology design problem is known to be NP-complete because it is in essence an m-

commodity flow problem. Hence, several heuristic solutions have been proposed in literature.
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2.3 Traffic Grooming

With the deployment of commercial WDM systems, it has become apparent that the cost

of network components, especially line terminating equipment (LTE), is a dominant cost in building

optical networks, and is a more meaningful metric to optimize than, say, the number of wavelengths.

Furthermore, with currently available optical technology, the data rate of each wavelength is of the

order of 2.5-10 Gbps, while channels operating at 40 Gbps will be commercially available in the near

future. In order to efficiently utilize the capacity of each lightpath, a number of independent lower-

rate traffic streams must be multiplexed into a single lightpath. These observations give rise to the

concept of traffic grooming, which refers to the techniques used to combine lower speed components

onto available wavelengths in order to meet network design goals such as cost minimization. Traffic

grooming has received considerable attention recently. For reviews of the traffic grooming problem

area, see [19]; it also provides a detailed example and a precise formulation as an ILP.

An instance of the traffic grooming problem is specified by, (i), the traffic demand matrix

specifying the amount of traffic that flows between all nodes in the network, (ii), the number of

wavelengths supported by each fiber (usually assumed to be the same), (iii), the grooming factor

and (iv), a relevant objective (typically cost) function. The elements of the traffic demand matrix

represent aggregate traffic between the various source-destination pairs in multiples of some base

rate and the grooming factor represents the bandwidth of a single wavelength in multiples of the

same unit. An instance of the traffic grooming problem can conceptually be considered to comprise

of the following three subproblems (SPs):

1. Virtual topology SP: The SP comprises of determining a set of lightpaths that need to be set

up to satisfy the given traffic requirements. The set of lightpaths determine the virtual topology

to be realized and can be represented as a directed graph, Gv(V,Ev) with Ev comprising of

unweighted edges between nodes that are connected by a lightpath and V comprising of vertices

each of which corresponds to a node in the network.

2. Lightpath routing and wavelength assignment SP: The RWA SP concerns assigning a

path of links and a wavelength on each of the links for each of a multiset of lightpaths. The

virtual connectivity graph along with lightpath routing and wavelength assignment is denoted

by T . One version of the RWA SP assigns the same wavelengths in all the links of a lightpath.

Such an assignment is said to obey the wavelength continuity constraint. The version of RWA

SP that does not enforce the constraints requires the nodes to be equipped with wavelength

converters to convert signal on wavelength to another. The RWA SP is NP-hard in general

network topologies [17]. Polynomial time algorithms exist to solve the RWA SP for simpler

elemental topologies such as the path, star [63] and spider networks [64].

3. Traffic routing SP: The traffic routing SP concerns routing the sub-wavelength traffic de-

mands of a source-destination pair to one or more lightpaths set up. This mapping of traffic
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on the virtual topology T is denoted by G. This traffic routing SP too is inherently hard.

Even in the simplest physical topology, the path network, in which the RWA SP can be solved

in polynomial time, the traffic grooming problem is NP-hard even when a candidate virtual

topology is provided [15]. The fact that even when two of the SPs of traffic grooming are elim-

inated (virtual topology design and RWA) traffic grooming is hard, implies the traffic routing

problem is inherently hard, even in its simplest form.

While the traffic grooming problem comprises of these SPs, an optimal solution can be

obtained only by considering all the three SPs in an integrated manner. However, due to the

inherent hardness of the problem the practical approach taken is to solve the SPs separately and

then combine the sub-solutions to obtain a feasible solution. Note that arbitrarily solving the three

SPs separately and then trying to combine may not in general provide feasible solutions.

2.3.1 Traffic Grooming Literature Survey

In this section we briefly review and survey recent literature in the area of traffic grooming

in general.

The static version of the problem is a network design problem—a problem of how best to

configure the network to support a static traffic matrix. The static traffic matrix may be obtained

from estimates of traffic in the network. The goal is to minimize some measure of network cost, such

as the number of LTEs used for the design. The dynamic version of the problem, on the other hand

is mostly one of how best to set up connections (lightpaths), usually again to minimize network

equipment used. However, minimizing blocking probability may also be a concern. Most of the

research considers the network design aspect of grooming rather than blocking characteristics for

dynamic traffic. Most studies have considered the static version of the problem [11,12,18,24,26,39,

41,54,55,60,61,65]. There have been a few studies that have considered the dynamic version of the

problem [9,26].

The grooming problem being NP-complete, all solutions proposed in the literature are sub-

optimal, in general but for specific scenarios (however unrealistic) optimal solutions are obtainable

and have been proposed [10]. The approaches in literature are mainly one of three kinds: heuristics

specific to traffic grooming, decomposition based approaches and solutions based on transforming

the grooming problem to a different well known problem and then employing heuristic solutions

proposed in those contexts.

Several heuristic solutions that specifically address grooming (as opposed to those that em-

ploy meta-heuristics like genetic programming etc.) [9,10,26,61,66] have been proposed in literature.

Typically, the performance of the heuristics is studied for different traffic patterns and compared

with theoretical bounds. A few of the studies have accorded a rigorous theoretical analysis of the

heuristic solutions proposed [60] and provided approximation ratios for the heuristic algorithms.
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As stated earlier the grooming problem comprises of three other hard problems which need

to be considered in an integrated manner to obtain the optimal solution. The decomposition based

approaches, break down the grooming problem by ignoring some of the constraints of the problem and

considering the three problems in isolation. This significantly reduces the complexity of the problem

but at the cost of sub-optimality. Some of the constraints become trivial or computationally tractable

for certain topologies e.g. the routing constraints in the RWA SP for the unidirectional ring or path

network. Wavelength assignment is solvable in polynomial time in path networks [29]. Thus, the

RWA SP is completely eliminated in path networks. One of the approaches in literature has been

to consider complex topologies as consisting of simpler topologies (solving which is relatively easier)

and to combine solutions to several instances of the simpler topology to obtain an approximate

solution for the more complex topology. Finally, some of the studies employ meta-heuristics such as

simulated-annealing and genetic algorithms to solve the grooming problem [61].

2.4 Reconfiguration

One of the key features of multi-wavelength optical networks is rearrangeability, i.e. the

ability to dynamically optimize the network and this ability is a consequence of the independence

between the virtual and the physical topology as discussed in Section 2.2. A virtual topology would

not be more useful than a physical topology if it was as incapable of change as the latter. The

primary advantage of a virtual topology is that it can be changed on demand much more easily than

the physical topology. Reconfiguration of a virtual topology may be carried out for two reasons: (i)

To reoptimize the virtual topology under a changed traffic pattern, or even a changed cost metric, (ii)

To create a new topology capable of serving the current traffic pattern, such that the new topology

does not use some network components which have failed or are being withdrawn from service.

Reconfiguration to recover from failure is usually called restoration.

In this thesis we focus on reconfiguration for reoptimization, when the traffic pattern

changes. The objective function value determines how best the virtual topology is suited for the

given traffic demand. With the change in the traffic pattern the objective function may not re-

main optimal. The virtual topology needs to be changed to optimally reflect the new objective.

This change requires reconfiguration of the network components (OXCs and DXCs) to establish

the lightpaths present in the new virtual topology but absent in the current topology. Similarly

the lightpaths absent in the new virtual topology must be deleted. The metric of reconfiguring the

OXCs and the DXCs appropriately reflects the amount of delay experienced by the traffic being

switched. The reconfiguration solution is a tradeoff between the objective function value related to

the general objective function value and the number of changes to the virtual topology. Some of the

other issues involved in reconfiguration are discussed below.

1. Disruption to the traffic: The number of lightpath changes in the process of transition to
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the new topology determines the extent of disruption to the traffic in the network. Since the

traffic carried by the lightpaths is of the order of gigabits per second, the disruption in the

traffic needs to be minimized. A goal of reconfiguration process is to minimize the impact of

reconfiguration on the carried traffic, making the transition from the old virtual topology to

the new one transparent to the users.

2. Network availability during reconfiguration: The transition to the new virtual topology can

either be done by reconfiguring all the network components concurrently or by applying step-

by-step changes until the new topology is implemented. For the first approach a significant

amount of the network may be unavailable during the transition period. But if the network

must continue to operate during the process of reconfiguration (which is more practical), shut-

ting down the links and reconfiguring each OXC etc. is not permitted. Then the transition

from the old virtual topology to the new topology must be carried out in a sequence of reconfig-

uration steps, where network component reconfigurations in any given step can be performed

concurrently. Only a few nodes will be shut down at a time, but the overall transition to the

new virtual topology would take longer to complete in this case.

3. Time spent on reconfiguration: During the time period when changes in the optical layer occur,

the lightpaths involved in transition cannot be used. Also, the network is very vulnerable during

the transition period to the failure of the protocol controlling the reconfiguration process. Thus,

the aim of reconfiguration process is to reduce the total time spent on reconfiguring to the new

topology. However, there is a tradeoff between the time required to reconfigure and the network

availability during the process of transition.

The virtual topology design problem is computationally intractable [17,57]. The reconfigu-

ration problem not only optimizes the objective function for the virtual topology design problem but

also tries to minimize the number of changes. Hence, reconfiguration problem is also computationally

intractable.

2.4.1 Reconfiguration Literature Survey

In this section we briefly review the literature on reconfiguration studies.

The possible approaches to this problem as found in literature are discussed below.

1. The first approach is to solve the virtual topology design problem for the new traffic, without

any consideration of the current virtual topology. The second step in this approach is to

implement the new virtual topology with the aim of minimizing the number of changes from

the current virtual topology. This approach always results in an optimal value with respect to

the objective function at the cost of the number of changes to be made.
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2. The second approach is to solve the the virtual topology design problem for the new traffic at

the same time minimize the number of changes to be made. This approach is NP-complete in

nature [5]. Several heuristics have been proposed to solve this problem.

The literature on reconfiguration can be viewed as falling in two broad categorizations,

namely, reconfiguration of broadcast optical networks and reconfiguration of wavelength routed

optical networks (WRONs). A broadcast optical network has a single broadcast medium which is

accessed by all the nodes in the network. On the other hand, a WRON is a WDM network where

signals at intermediate nodes are switched on the basis of their wavelengths. The virtual topology

design problem is different for broadcast and wavelength routed optical networks because with a

broadcast medium, the physical topology does not constraint the virtual topologies that can be

implemented. Further, there is no possibility of wavelength reuse in broadcast networks since each

lightpath needs a unique wavelength. Accordingly, the reconfiguration issues are different, and we

discuss the literature below under these different heads.

As mentioned above, the two conflicting objectives of the reconfiguration process are the

optimal objective function and the number of changes required to achieve the new virtual topology.

The various objective functions considered are average packet delay [20,34,36,40,50], total network

throughput [2, 5, 6, 33, 35, 45–47, 59] the average weighted hop distance [7, 21, 48, 49, 51, 53]. The

frequency with which reconfiguration is undertaken also varies; it may be at regular intervals [31,45–

47], triggered by a given amount of change in the traffic matrix or on-demand [7, 20, 33–35, 48, 51],

upon network events such as packet loss or even packet arrival, etc.

2.4.1.1 Broadcast Optical Networks

Initial interest in reconfiguration was concentrated on broadcast optical medium LANs [5,6,

21,35–37] where every station accessing the shared medium has a given number of optical transmitters

and receivers, and reconfiguration consists of retuning these. Broadcast networks where traffic is sent

from one node to another using a sequence of lightpaths are also known as multihop networks. The

issues involved in reconfiguring multihop networks by retuning a set of slowly tunable transmitters

or receivers have been studied in [36, 37]. In [36], the problem of obtaining a virtual topology

that minimizes the maximum link flow, given a set of traffic demands, was studied. While in [37],

algorithms were developed for minimizing the number of branch-exchange operations required to

achieve a target virtual topology, when traffic changes. This was an attempt at logically reconfiguring

the network in a way that is minimally disruptive to the traffic, since only two links were disrupted

at any given time. A branch-exchange operation can be defined as the swapping of destination

nodes between two source-destination pairs. The problem of reconfiguring a single-hop network by

retuning a subset of slowly tunable receivers in response to changing traffic and network conditions

was studied in [5]. The reconfiguration problem was formulated as a Markov decision process in [6],
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with the degree of load balancing and the number of retunings as the two conflicting objectives. A

survey of reconfiguration issues arising in broadcast optical networks has been done in [6].

2.4.1.2 Wavelength Routed Optical Networks

More recently, attention has shifted to wavelength routed wide area networks and the

reconfiguration issues involved in wavelength routed wide area networks [2, 4, 7, 20, 23, 28, 33, 34,

40, 44–48, 50, 51, 53, 56, 57, 59], where the reconfiguration steps consist of reconfiguring the optical

switching state of the OXCs in the network. The different approaches for solving the reconfiguration

problem as found in literature are either exact solutions or heuristics. We briefly describe these

approaches here.

Exact solutions employing Integer Linear Programming (ILP) formulations have been pro-

posed in [7,33,36,51]. The approach in [7] is to obtain the new virtual topology without considering

the current virtual topology. Followed by the effort to minimize the number of changes required in

the implementation of the new virtual topology. This method guarantees an optimal virtual topol-

ogy for the new traffic, but with no provision for the tradeoff between the number of changes and

the objective function value. In [51], a modification to the formulation given in [7] was proposed to

include an upper bound for the number of reconfiguration steps in the formulation. However, these

exact solutions become intractable for large networks.

Several heuristics have been proposed that try to minimize the disruption to the network

by making small elemental changes to the virtual topology at each step [23, 45–47, 59]. In [46], an

iterative reconfiguration algorithm has been proposed that reduces the maximum link load of the

network for rapid changes in the traffic pattern. The “dynamic single step optimization” algorithm

proposed here, implemented a single 3-branch exchange or a 2-branch exchange at regular intervals,

to minimize the disruption caused to the network. The adaptation mechanism proposed in [23],

assumed that the future traffic pattern was not known and the fluctuations in the traffic are adopted

by adding or deleting a single lightpath at a time. This algorithm tried to delete a lightpath only

after the traffic on that virtual link was rerouted. This was an attempt to reconfigure in a “hitless”

(minimal disruptive) manner. The algorithm proposed in [59] also made only a single lightpath

change at every step and aimed at maximum network availability.

In [56] reconfiguration has been proposed as an on-line process based on a two stage ap-

proach. The first stage, reconfiguration stage, determined the changes to be made in the virtual

topology with the aim of minimizing the objective function value and limiting the number of changes

within a pre-specified value. Due to the continual application of heuristics to reconfiguration, the ob-

jective function value might deviate from the optimal value. Thus, the second stage in the proposed

algorithm, optimization stage, was used to bring the objective function value of the virtual topology

closer to the optimal value. A reconfiguration algorithm for optical ring networks has been proposed

in [20]. This algorithm was based on the concept of splitting and merging existing lightpaths, and



17

cost-benefit analysis was used to reduce the network reconfiguration cost. The objective of the algo-

rithm was to reduce the number of lightpaths to be reconfigured, while the network congestion was

kept low. In [48], a heuristic tool known as the Virtual Permanent Reconfiguring Mechanism has

been proposed. This tool was used to dynamically reconfigure wavelength connections in a WDM

transport network with a given physical topology. A standard-deviation threshold detection scheme

was used to detect load distribution changes and a new optimum logical connectivity was computed

whenever the threshold limit was reached.

While different authors take different approaches to the reconfiguration problem, we note

two commonalities: (i) Usually routing of sub-wavelength traffic on the virtual topology is not inte-

grated into the reconfiguration problem, and reconfiguration is not allowed to change the routing of

traffic on lightpaths, (ii) as a consequence, if the optimality of the new virtual topology is considered

inside the scope of the problem, it must be possible to express such optimality in terms of lightpath

traffic, without referring to sub-wavelength traffic.

The reconfiguration heuristic proposed by us considers the reconfiguration of sub-wavelength

traffic on lightpaths as opposed to the reconfiguration of the entire lightpath. To the best of our

knowledge, there is not a single study in literature on reconfiguration that considers sub-wavelength

traffic. Our reconfiguration heuristic for WRONs, discussed in Chapter 5, tries to achieve mini-

mal disturbance reconfiguration by performing frequent local changes accompanied with infrequent

global optimal changes.

2.5 Our Contribution

Our primary contribution is in recognizing the need for investigating the usefulness of

an integrated approach for reconfiguration of optical networks with sub-wavelength traffic. The

overall focus of this work has been the balancing of the reconfiguration cost (disturbance to the

network) and a good grooming solution. We define suitable goals for an integrated approach, and

provide formulation of the integrated approach as an integer linear program. To allow a joint

consideration of grooming and reconfiguration costs, we mathematically formulate a representation

of the reconfiguration cost in terms of the OXC and DXC reconfiguration that can be related to

grooming costs.

We also develop a heuristic strategy for addressing the problem, which attempts to achieve

minimal disturbance reconfiguration by performing local reconfiguration and delaying the need for

global reconfiguration. In order to proactively avoid global reconfiguration, we introduce the concept

of over provisioning at the traffic demand level. Our reconfiguration heuristic minimizes the need

for solving the integer linear program, which is computationally intractable.
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Chapter 3

Problem Definition

In this chapter, we discuss the need for an integrated approach for reconfiguration of a

network where the traffic is of sub-wavelength nature. We also define the integrated problem and

the various assumptions and notations used in this thesis.

3.1 Integrated Approach

Reconfiguration strategies that do not account for sub-wavelength traffic are of limited or

little use in groomed networks. Such strategies are sufficient when the bandwidth of the typical

wavelength channel provided by the optical technology of the time is small enough that it is reason-

able to think of source-destination traffic on the backbone in units of lightpaths. With the coming

age of Tbps (and beyond) this may no longer be true. Thus, reconfiguration problem needs to be

attended for sub-wavelength traffic networks. Independently operating grooming and reconfigura-

tion strategies, however good in themselves, are not likely to work well together. Indeed, they may

end up working against each other. A reconfiguration strategy that seeks to minimize the number of

reconfiguration steps may dictate a final virtual topology that results in very high OEO switching,

thus destroying the good grooming characteristics obtained by the grooming strategy.

From this point of view, there are two shortcomings of past reconfiguration strategies:

(i) They cannot rearrange traffic routing over lightpaths, (ii) Temporary disruption to traffic is

considered in terms of lightpath disruption, not source-to-destination traffic. Several approaches to

reconfiguration in literature are based on multiple phases [46,50,56,57] (the phases may be identical

to the steps we mentioned in Section 2.4). The objective of such phasing is often to minimize the

disruption experienced by existing traffic. Spare store-and-forward (i.e. OEO switching) capability
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in the network at the time has been assumed sufficient to protect the traffic from disruption for

broadcast LANs [6, 37]. With the much higher speed and bandwidth of the optical networks of

tomorrow, this may be reasonably assumed for each phase of the reconfiguration, but not the overall

reconfiguration process (because variability of delay and probability of loss would be correspondingly

higher for the much longer time scale of all the phases combined). Moreover, OEO switching is

exactly what we want to minimize from a grooming standpoint. Finally, for a groomed network,

we need to specify not only the final topology (with RWA) but also the grooming solution (with

traffic routing), and disruptions to traffic streams must take into account all disruptions to source-

to-destination traffic (some of which may not involve disruptions to lightpaths because of OEO

switching). The above considerations force us to recognize a new problem which cannot be addressed

by existing strategies: reconfiguration of a topology as well as traffic assignment in a groomed

network, to minimize or limit the disruption caused to groomed traffic components in each phase,

and no loss of traffic between phases.

3.2 Cost Calculation

In this section we discuss the various cost functions considered for traffic grooming and

reconfiguration in literature. We also formulate a cost function for our integrated approach.

3.2.1 Grooming and Reconfiguration Cost Calculation

Grooming Cost Functions: In the existing literature, grooming cost minimization is addressed

by formulating the problem so that its objective reflects the network cost incurred in electronically

forwarding traffic at intermediate nodes. One measure is to directly incorporate the number of LTEs

into the cost function. A more fine-grained measure of electronic routing is to focus on the actual

amount of traffic (in bytes per unit time) that is electronically routed in any grooming solution. This

does not directly capture equipment cost, but it more accurately captures indirect costs such as delay

or probability of loss in electronic equipment, and avoids penalizing traffic injection/termination in

the network. Either of these measures may be used on the basis of total over all the network nodes,

or the maximum which occurs at any node.

In our work, we adopt the total amount of electronic routing in the network as the grooming

cost measure. We discuss the usefulness of this measure later in this section.

Reconfiguration Cost Functions: The reconfiguration cost functions used in literature

have been of many types. They have been generally expressed in terms of the network equipment that

are involved in a reconfiguration, such as the number of wavelength routers that need to have their

optical switching reconfigured, or the total number of optical switchings that need to be changed to

implement the new lightpaths and eliminate old ones. Other metrics have focused on the number of
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elementary reconfiguration operations, such as lightpath pairwise exchanges, that must be performed

to migrate from one topology to another.

In general terms, we focus on the number of individual reconfigurations of network equip-

ment as well. However, for reasons we explain below, we investigate some detailed options of defining

reconfiguration costs such that they will be suitable for comparison with grooming costs.

3.2.2 Integrated Cost Calculation

In this thesis, we formulate an integrated approach for implementing reconfiguration of

wavelength routed optical networks, where the traffic carried by the network is sub-wavelength in

nature. To the best of our knowledge, such formulations do not currently exist in literature. We

have formulated the integrated approach as an integer linear program (ILP) with the objective of

striking a balance between the grooming gain obtained by reconfiguring to the new virtual topology

and the reconfiguration cost. The grooming gain is obtained in terms of the reduced amount of

electronic switching required by reconfiguring to the new virtual topology under the changed traffic

conditions. As discussed in Section 2.1 one of the undesirable effects of OEO conversion is that it

introduces delay. This is because the lightpath is terminated at the node where OEO conversion

needs to be done. The signal is then extracted from the optical domain to the electronic domain,

processed and then converted back to the optical domain. Thus, the grooming cost calculated in

terms of total amount of electronic switching models the total traffic weighted delay in the network.

On the other hand, we calculate the reconfiguration cost in terms of the number of OXCs and DXCs

that need to be reconfigured. Every time an OXC or a DXC needs to be reconfigured, the traffic

being switched through them is delayed. Thus, the reconfiguration cost as calculated by us models

the total delay experienced by the traffic at the nodes that need to be reconfigured. This provides

the common basis on which to combine and compare grooming and reconfiguration costs.

The grooming cost is a constant operating cost to the network while the reconfiguration

cost is a transient cost incurred only at the time of reconfiguration. A badly groomed network

will continue to incur a high grooming cost until either the network conditions change again or

reconfiguration is undertaken. On the other hand, a bad reconfiguration strategy would result in a

high reconfiguration cost only at the time of reconfiguring the network. Thus, to be able to reflect

the grooming gain effectively in comparison to the reconfiguration cost we multiply it by a factor of

γ. γ is therefore related to the average delay between reconfigurations.

In order to avoid frequent reconfigurations for a very little gain in grooming we introduce

another parameter δ. We allow a transition from the old virtual topology to a new virtual topology

only when the grooming gain is at least δ times more than the reconfiguration cost, thus, avoiding

“flapping”. Both these parameters γ and δ are highly dependent on the physical topology, traffic

pattern being supported by the network, operating policy etc. It is upto the network administrator

to determine the values of these parameters based on the characteristics of the network. The deter-
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mination of the exact values of these factors for any particular set of conditions is beyond the scope

of this thesis work.

3.3 Assumptions

In this thesis we have assumed the following:

• Each node is equipped with WADMs to selectively optically bypass signals of certain wave-

length(s).

• Each node is equipped with digital cross-connects so that a traffic component arriving at a

node on one wavelength may be switched electronically to a different one as it is routed to its

destination.

• The physical links and lightpaths are directed and each physical link is represented by a single

fiber.

• Wavelength continuity constraint is assumed to hold i.e. a lightpath should be assigned the

same wavelength on all the links between its endpoints. From a practical perspective, this

means we assume wavelength converters are absent in the network.

The above are standard assumptions made in the literature, which is our reason for making

them. However, we make two additional specific assumptions regarding bifurcation of traffic and

multiple lightpaths that are more closely related to our work.

• Bifurcated routing of traffic [19] is not allowed and the total traffic for any source-destination

(s-d) pair is at the most equal to the capacity C of a wavelength (i.e. t(sd) ≤ C). Disallowing

bifurcated routing implies that the entire traffic (t(sd)) for a particular s-d pair follows the

same lightpath or a sequence of lightpaths from source to destination.

• No more than a single lightpath is allowed between any two nodes.

The need for the last two assumptions is generally in reducing the complexity of the problem

to manageable levels. In particular, if multiple lightpaths from a source to a destination is allowed,

deciding which of them a particular sub-wavelength traffic component traverses is often not included

as part of a realistic grooming solution, and picking an option which is most useful from our point

of view is non-trivial. Though this is outside the scope of our work, we demonstrate this briefly in

Section 5.1.5. The other assumption is prompted by similar considerations.
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3.4 Notations

The notations used for the problem formulation in this thesis are mostly consistent with [19].

We consider an arbitrary mesh topology of N nodes, with the nodes numbered from 0 to N − 1.

Each directed link in the topology has a unique link id. All the nodes are assumed to be equipped

with wavelength add/drop multiplexers (WADM) (similar to the one shown in Figure 2.2), which

can pass each wavelength through optically, or add/drop it from/to an electronic cross-connect.

The network under study supports dynamic (i.e. time varying) traffic streams of lower rates

that are multiplexed onto higher capacity lightpaths. We assume that the traffic demand placed on

the network can be reasonably represented in an aggregate static manner, as is likely to be the

case for some backbone networks, then the virtual topology is also static. Let us denote this initial

topology (with RWA) by T and the initial groomed solution (with traffic routing) by G. When the

aggregate traffic changes beyond some significant amount over a long time scale (hours or days), the

problem is to find a different virtual topology T ′ as well a final groomed solution G′ which not only

requires the least reconfiguration effort but also gives a good grooming solution under the changed

conditions.

The endpoints of a physical link are denoted by l, m and s, d denote the source and

destination of the traffic while i, j denotes the endpoints of a lightpath. The lightpath indicator bij

is a binary variable that denotes whether a lightpath exits from node i to j, while bij(l,m) indicates

if such a lightpath traverses the physical link from node l to m. The link indicator plm is 1 if a

physical link exists between nodes l and m. The traffic indicator d
(sd)
ij is 1 if the lightpath from i to

j carries traffic from source s to destination d. The link-path-wavelength indicator c
(k)
ij (l,m) is 1 if a

lightpath from node i to j on wavelength k traverses the physical link from node l to m. The traffic

demands between pairs of nodes in the physical topology are given by the traffic matrix T = [t(sd)].

We assume that the network supports traffic streams at rates that are a multiple of some basic rate

(e.g., OC-3, 155 Mbps). We let C denote the capacity of each wavelength expressed in units of this

basic rate and W be the total number of wavelengths supported by each fiber. Thus, C denotes

the maximum number of traffic units that can be multiplexed on a WDM channel (wavelength).

For example, if each wavelength runs at OC-48 (2.5 Gbps) rates and the basic rate is OC-3, then

C = 16. Each quantity t(sd) ∈ {0, 1, 2, · · · , C} is also expressed in terms of the basic rate, and it

denotes the number of traffic units that originate at node s and terminate at node d. The lightpath

from node i to j carries aggregate traffic tij and t
(sd)
ij denotes the amount of this traffic which is due

to the demand t(sd). Thus, virtual topology solution T is denoted by the variables c
(k)
ij (l,m), bij and

bij(l,m). While a groomed solution G is given by d
(sd)
ij , t(sd) and t

(sd)
ij .
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Chapter 4

Integrated Approach Formulation

In this chapter, we formulate an integrated approach for performing reconfiguration of a

sub-wavelength groomed network topology. Given the physical topology, the initial traffic matrix

T and the changed traffic matrix T ′ and an initial optimal groomed solution G, we calculate a new

groomed solution G′ that balances the grooming gain against the reconfiguration cost incurred in

the transition from G to G′.

4.1 Reconfiguration Cost Calculation

As we mentioned in Section 3.2, there are good metrics for grooming cost available in the

literature, but no good metric to reflect global reconfiguration cost has been defined. Accordingly, in

formulating the integrated problem, we first propose a method to capture network reconfiguration

costs. The effort in reconfiguring the network consists of the effort in reconfiguring the network

components. Therefore, the reconfiguration cost incurred in the transition from the old grooming

solution to the new one is calculated in terms of the number of OXCs and DXCs that need to be

reconfigured. This approach is based on the fact that the establishment of a new lightpath absent in

the old virtual topology but present in the new virtual topology and/or similar elimination of an old

lightpath, requires reconfiguration of the OXC as well as the DXC. The OXC has to be reconfigured

because a wavelength channel has to be switched to/from DXC port, and the DXC because it has to

switch the tributary traffic components in the wavelength channel. On the other hand, a change in

the optical switching of a lightpath in the new virtual topology when compared with the old topology

requires only the OXC to be reconfigured. We describe below a procedure for reconfiguration cost

calculation by obtaining a matrix representation for each node for the old groomed solution G and
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the new one G′ and then calculating the distance between these two matrices in order to determine

the number of OXC and DXC changes.

4.1.1 Matrix Representation of Each Node

As shown in Figure 2.4, an optical node is represented by an OXC attached to a DXC.

Here, we represent the same structure of the node as a matrix, in terms of the optical or electronic

switchings performed at that node. Each node n in the physical topology is represented by a W ×Ns

matrix, where Ns represents the total number of OXC inputs. Nf are the total number of incoming

optical fibers for node n, while Ns−Nf are the total number of DXC outputs (i.e. the total number

of lightpaths originating from a DXC on each wavelength). The maximum number of useful DXC

inputs/outputs for n are W× {maximum of incoming or outgoing fiber links at n}. Applying the

following rules we determine whether a lightpath is being electronically generated or terminated or

is being optically switched, using the link-lightpath-wavelength indicator variables {c(k)
ij (l,m)} from

the groomed solution G. To determine the switching state of node n, only those c
(k)
ij (l,m) values

need be considered in which either l or m is equal to the node number n. Moreover, among these,

only the indicators which are non-zero (that is, have a value of 1) indicate some actual switching

action.

• The electronic generation of a lightpath at node n on wavelength k is indicated by an indicator

with (n = l = i).

• Electronic termination of a lightpath at node n on wavelength k is indicated by (n = m = j).

• An optical switching of a lightpath at a node n is indicated by ((n = m) 6= j). In that case a

pair of non zero c
(k)
ij (l, n) and c

(k)
ij (n,m) values exist which can be used to determine that the

traffic from fiber link incoming from node l is being switched to the outgoing fiber to node m.

We now represent the switching state of the node n by a matrix. The row of the matrix

represents wavelength, and the column represents incoming ports, either from fiber link or the DXC.

First, a global identification for each directed fiber link in the network is established.

• Electronic Termination: We represent this by a symbol ‘O’. The symbol ‘O’ in the matrix

at row k and column fi, indicates that the traffic on wavelength k for incoming fiber fi is

electronically terminated at the node n.

• Electronic Generation: We represent this by a fiber number fo in one of the columns from

Nf + 1 to Ns in row k. The columns Nf + 1 to Ns represent DXC outputs per wavelength,

thus a fiber number fo in any of these columns means that the traffic on the wavelength k for

the outgoing fiber fo is electronically generated at the node n.
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Figure 4.1: Physical and virtual connectivity for node n

• Optical Switching: We represent this by a fiber number fo in one of the columns from 1 to

Nf in row k. A fiber number fo in column fi, 1 ≤ fi ≤ Nf , represents that the traffic on

wavelength k is switched from the fiber fi to fiber fo.

• Don’t Care: We represent this by a symbol ‘X’. The symbol ‘X’ in the matrix at row k and

column fi, represents that the wavelength k on incoming fiber fi does not carry any traffic

for/through the node n.

According to these rules, in each row an outgoing fiber number fo or an ‘X’ would be valid

entries in any column. The symbol ‘O’ is valid in only the first Nf columns, but not in the later

Ns−Nf columns. We demonstrate the above explained rules using the example shown in Figure 4.1

which shows the physical connectivity and the virtual topology for node n. There are three incoming

fiber links F1, F2 and F3 to node n, and three outgoing fiber links F4, F5 and F6 from node n. Let

the solid red line represent wavelength number 1, while the dotted green line represents wavelength

number 2. We consider only those non zero c
(k)
ij (l,m) values from the grooming solution, where n is

one of the endpoints for the physical link (l,m). c
(1)
l1,m2(l1, n) = 1, c

(1)
l1,m2(n,m2) = 1, c

(2)
l2,n(l2, n) = 1,

c
(2)
n,m1(n,m1) = 1 and c

(1)
n,m3(n,m3) = 1, these values are used to obtain the matrix representation

for node n, which is given below.

F1 F2 F3 dxc1 dxc2

1

2

(
F5 X X F6 X

X O X F4 X

)
(4.1)
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Here dxc1 and dxc2 represent the DXC inputs (assuming there are two DXC inputs/outputs

per wavelength). The traffic on wavelength 1 on F1 is optically switched to F5, while traffic for F6

is electronically generated at node n. The traffic on wavelength 2 on F2 is electronically terminated

at node n and traffic for F4 is electronically generated on wavelength 2, all the other states are don’t

cares for node n.

4.1.2 Distance Calculation between Matrices

The matrix representation of the nodes as defined above, changes with any change in the

virtual topology. Whenever the traffic matrix changes, requiring a virtual topology change, the

amount of reconfiguration effort required in performing this change is obtained by calculating the

distance between the old and the new matrix representations for each node. Using the following

steps we determine the distance between the matrices for a node n, in terms of whether an OXC

and/or DXC would require reconfiguration or not.

In our model, a change from any state to a don’t care state does not require any reconfig-

uration effort while a change from a don’t care to any other state always requires reconfiguration.

This is a reasonable assumption because when the state of a node for a lightpath changes to don’t

care it means no one is receiving the data from that lightpath. Hence, we do not need to reconfigure

the OXC/DXC for such cases and the OXC/DXC can continue switching the data on the don’t care

lightpath without affecting any other lightpaths. But every state change from a don’t care to any

other state must now be assumed to require reconfiguration since we cannot assume anything about

the state of the node before the don’t care. We found this to be a practical assumption because

maintaining all the don’t care states would not only increase the complexity, but would also be

impossible to implement if the initial grooming solution did not provide the information about the

don’t care states. We make the following observations regarding reconfiguration which are generally

true:

1. Elements in column numbers 1 to Nf : The elements in these columns are compared position

wise in the old and new matrices.

• Any state (fiber number or ‘X’ or ‘O’) changing to another fiber number : This is a case

of optical switching, thus requires reconfiguration of the OXC only while the DXC is not

affected.

• Any state (fiber number or ‘O’) changing to a Don’t Care X’ : This neither affects the

OXC nor the DXC.

• Any state (fiber number or ‘X’) changing to a ‘O’ : This is a case of electronic termination,

thus requires both the OXC and the DXC to be reconfigured.
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Figure 4.2: Old and new virtual topology for node n

2. Elements in column numbers Nf +1 to Ns : These columns are for DXC outputs (i.e. electronic

generation) and contain either a ‘X’ or a fiber Number. These elements are not compared

position wise, as a fiber number in any of these columns means that traffic on that fiber link

is generated electronically at node n. The reason for ignoring the exact position for these

columns is that the DXC switches the signals sent by the OXC from the input ports to the

output ports which are connected to the OXC. The DXC does not switch the signals from an

incoming fiber to an outgoing fiber. It is the OXC that is responsible for switching the signals

from the DXC to the outgoing fibers.

• A fiber Number absent in the new matrix (i.e. fiber Number changing to a Don’t Care

‘X’): This neither affects the OXC nor the DXC.

• A fiber Number present in the new matrix (but absent in the old matrix): This is a

case of electronic generation. Electronic generation will affect both the OXC and the

DXC, but if a lightpath is terminating and originating electronically at node n on the

same wavelength then we consider this to be a single change to the OXC and a single

change for the DXC. We do not consider this as two separate changes because most

realistic OXC/DXC fabrics can be reconfigured to implement one lightpath deletion and

one establishment in one reconfiguration and this is also in keeping with other relevant

work found in literature [37].

We illustrate the change in the matrix representation for node n corresponding to the old and

the new virtual topologies shown in Figure 4.2 by the following matrix representations.

F1 F2 F3 dxc1 dxc2

1
(

F4 X X X X
) =⇒

F1 F2 F3 dxc1 dxc2

1
(

O X X F4 X
)

The traffic on wavelength 1 on fiber F1 is optically switched to fiber F4 in the old virtual

topology, while in the new virtual topology traffic on wavelength 1 on fiber F1 is electronically
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Figure 4.3: Old and new virtual topology for node n

terminated at node n and then electronically generated on fiber F4 on wavelength 1. Such a

change is counted as a single change to the OXC and the DXC. Another example when the

OXC and the DXC are reconfigured just once is shown in Figure 4.3 and the following matrices

represent the state of node n in the old and the new virtual topology.

F1 F2 F3 dxc1 dxc2

1
(

O X X X X
) =⇒

F1 F2 F3 dxc1 dxc2

1
(

O X X F4 X
)

In this example the traffic on wavelength 1 on incoming fiber F1 is electronically terminated

at node n, while in the new topology the traffic on wavelength 1 on incoming fiber F1 is

electronically terminated at node n and then electronically generated on outgoing fiber F4.

Since, this is again an example of a single lightpath deletion and termination, the OXC and

the DXC will be reconfigured only once.

We summarize the above as the following distance calculation method between an old and

a new matrix.

• Any lightpath established in the new topology, but absent in the old virtual topology requires

both the OXC and the DXC to be reconfigured.

• A lightpath optically switched in the new topology, but switched onto a different fiber in the

old topology requires only the OXC to be reconfigured.

• A lightpath terminated and originated at a node on a particular wavelength, which was not

the case in the old topology requires both the OXC and the DXC to be reconfigured. But this

causes a single reconfiguration change to both the OXC and the DXC.
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4.1.3 Global Reconfiguration Cost Calculation Methods

As discussed above, we calculate the distance between different matrix representations

(under changed traffic conditions) to determine whether an OXC/DXC requires reconfiguration or

not. Here we propose four different methods for calculating the reconfiguration cost based on the

methodology of reconfiguring the OXC and the DXC.

Different OXC fabrics have different actual implementations [62], which determine what

reconfigurations can be performed on the switch simultaneously, or how much reconfiguration effort

a given reconfiguration of the switch should be modeled as. For this reason, we try to develop

a general framework with several different possible models for the OXC reconfiguration cost. We

concentrate more on the OXC reconfiguration cost than on the DXC reconfiguration cost, because

signals handled by the OXC, being optically switched, are likely to be more sensitive to the delay

caused by the reconfiguration process.

We make the reasonable assumption that the DXC under consideration is a monolithic

DXC with limited capacity. Electronic termination and electronic generation result in the same

amount of reconfiguration effort/cost. In the first three methods described below we consider a total

cost of β for any number of electronic terminations/generations done by a single DXC. That is, the

reconfiguration of the DXC is binary in nature. We use the following method in reconfiguration cost

calculation I, II and III to determine if the DXC under consideration for node n needs reconfiguration.

• When the total number of ‘O’ in the new matrix representation is more than that in the old

matrix, the DXC needs reconfiguration. We represent this by is dxc reconfign = 1; otherwise

if DXC does not need reconfiguration, is dxc reconfign = 0.

• If is dxc reconfign = 0, we now count the total number of fiber numbers in columns from

Nf +1 to Ns, if this total is more in the new matrix then the DXC needs reconfiguration. And

we represent this the same way, by making is dxc reconfign = 1 else is dxc reconfign = 0.

Reconfiguration Cost I: In this cost calculation method we consider a cost of α1 for

each OXC reconfiguration. According to this method any number of changes in the new matrix

representation for node n, that require OXC reconfigurations would result in a cost of α1 for node n.

This is a coarse-grained representation of the OXC reconfiguration cost. In this case it is assumed

that a single reconfiguration change is as costly as multiple reconfiguration changes required by

a particular OXC. This is a valid assumption in situations where all the changes required by an

OXC are performed simultaneously. If the distance calculation between the old and the new matrix

representation for a node n, requires OXC reconfiguration, we represent this by a boolean variable

is oxc reconfign. If the OXC requires reconfiguration then is oxc reconfign is equal to 1 otherwise

its 0. We determine the values of is oxc reconfign and is dxc reconfign for all the N nodes in the

network, and then calculate the total reconfiguration cost using the following equation.
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RC − I =
N−1∑
n=0

is oxc reconfign α1 +
N−1∑
n=0

is dxc reconfign β (4.4)

RC− I value varies from zero to N(α1 +β). The cost is zero when no reconfiguration is needed and

its maximum when all the N nodes require both the OXC and the DXC to be reconfigured.

Reconfiguration Cost II: We consider the reconfiguration cost of the OXC to be wave-

length dependent in this cost calculation method. Any change on a particular wavelength (irrespec-

tive of the fiber number) in the new matrix representation that requires OXC reconfiguration will

incur cost α2. This method is based on the assumption that any change on a particular wavelength

affects only the Ns×Ns switch for that wavelength and the other Ns×Ns switches in the OXC are

not affected. This reflects the reconfiguration cost well for an OXC in which the implementation of

the fabric is by replicating wavelength planes in the switch, such as the one shown in Figure 2.3. We

use the distance calculation rules (Section 4.1.2) to determine if the OXC requires reconfiguration.

The boolean variable is oxc reconfig wavelengthk
n is 1 if the OXC at node n requires reconfigu-

ration at wavelength k. The total reconfiguration cost according to this method is given by the

following equation.

RC − II =
n=N−1,k=W−1∑

n=0,k=0

is oxc reconfig wavelengthk
n α2 +

N−1∑
n=0

is dxc reconfign β (4.5)

RC − II varies from zero to N((Wα2) + β). The cost is 0 when none of the N nodes require any

reconfiguration. The cost is maximum when all the N nodes require both the OXC and the DXC to

be reconfigured and the OXCs need reconfiguration on every wavelength.

Reconfiguration Cost III: In this cost calculation method we consider a cost of α3 for

the each OXC reconfiguration. Here the OXC reconfiguration cost is even more fine-grained. Some

cost is incurred for every change on each wavelength. This is a suitable method for reconfiguration

cost calculation when all the changes in the new virtual topology are implemented individually

irrespective of the other changes. The variable used to indicate the total number of changes required

by an OXC at node n is oxc reconfig countn. We increment the value of oxc reconfig countn by

1, for every change in the matrix representation that requires reconfiguration of the OXC at node

n. The total reconfiguration cost is given by the following equation.

RC − III =
N−1∑
n=0

oxc reconfig countn α2 +
N−1∑
n=0

is dxc reconfign β (4.6)

RC − III varies from zero to
∑

n NsWα3 + Nβ. The maximum cost is incurred when

all the N nodes require the DXC to be reconfigured, and the OXC needs reconfiguration for every

wavelength on each column.

Reconfiguration Cost IV: All the three reconfiguration cost calculation methods that

we formulated above are good approximations of the total reconfiguration cost incurred by a network

in terms of the network components. However, all these cost functions are non linear in nature and
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as we discuss in Chapter 6, these cannot be implemented using CPLEX. CPLEX is a software

used to solve linear optimization problems and we use this software to prove the correctness and

efficiency of our proposed ILP and benchmark the performance of our heuristic against optimal

results. Thus, in order to be able to implement the reconfiguration function in the ILP, we have

formulated reconfiguration cost IV which is linear in nature. This reconfiguration cost function is

used by the ILP formulation in Section 4.3.

In this cost function we count every change in the matrix representations that needs the

OXC and/or DXC to be reconfigured as a separate change incurring cost. We assign a cost of α4 for

every OXC reconfiguration and cost β2 for every DXC reconfiguration. We use the c
(k)
ij (l,m) values

from the new groomed solution and x
(k)
ij (l,m) values from the old groomed solution to calculate

the cost, where x
(k)
ij (l,m) is 1 is link-path-wavelength indicator from the old virtual topology. As

discussed in Section 4.1.3, any lightpath which is electronically terminated in the new virtual topology

but was not electronically terminated in the old virtual topology requires both DXC and OXC

reconfiguration. Similarly a lightpath which is electronically generated in the new virtual topology

but was not electronically generated in the old virtual topology also requires both DXC and OXC

reconfiguration. OXC reconfiguration is also required when the optical switching of a lightpath

changes from the old virtual topology to the new one.

As discussed in Section 4.1.1, a lightpath is electronically generated at node n on wavelength

k when (n = l = i) for a non-zero c
(k)
ij (l,m) value. Thus, when c

(k)
nj (n,m) = 1 and x

(k)
nj (n,m) = 0,

it means a lightpath that is electronically generated in the new virtual topology was absent in the

old topology. Based on this observation we formulate the following equation to calculate the total

number of electronic generations in the new topology that were absent in the old topology.

∑
j,k,m

(c(k)
nj (n,m)− x

(k)
nj (n,m))c(k)

nj (n,m) ∀n (4.7)

However, as equation 4.7 is non-linear in nature, thus we formulate the following equivalent

of this equation which is linear in nature.

r1 =
∑

j,k,m

(c(k)
nj (n,m)− x

(k)
nj (n,m))− ((c(k)

nj (n,m)− x
(k)
nj (n,m))x(k)

nj (n,m)) ∀n (4.8)

Similarly, a lightpath is electronically terminated at node n on wavelength k when (n = m = j) for

a non-zero c
(k)
ij (l,m) value. Therefore, when c

(k)
in (l, n) = 1 and x

(k)
in (l, n) = 0, it means a lightpath

that is electronically terminated in the new virtual topology was absent in the old topology. Thus,

we use the linear equation 4.9 to calculate the total number of electronic terminations in the new

topology that were absent in the old topology.

r2 =
∑
i,k,l

(c(k)
in (l, n)− x

(k)
in (l, n))− ((c(k)

in (l, n)− x
(k)
in (l, n))x(k)

in (l, n)) ∀n (4.9)
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Based on our discussion in Section 4.1.1, we know that a lightpath is optically switched

at node n when ((n = m) 6= j). And a pair of non-zero c
(k)
ij (l, n) and c

(k)
ij (n,m) values are used

to determine that the traffic from fiber(l,n) is being switched to fiber(n,m). Thus, in the next two

linear equations we calculate the total number of optical switchings which have changed i.e. these

equations captures all those cases where a lightpath which was being optically switched in the old

topology is still being optically switched but on a different fiber in the new topology. It also counts

all those cases where a lightpath which was being electronically generated or terminated or both in

the old topology is now being optically switched.

r3 =
∑

k,l,m,i 6=n,j 6=n

(c(k)
ij (l, n)− x

(k)
ij (l, n))− ((c(k)

ij (l, n)− x
(k)
ij (l, n))x(k)

ij (l, n)) ∀n (4.10)

r4 =
∑

k,l,m,i 6=n,j 6=n

(c(k)
ij (n,m)− x

(k)
ij (n,m))− ((c(k)

ij (n,m)− x
(k)
ij (n,m))x(k)

ij (n,m)) ∀n (4.11)

The total reconfiguration cost is given by the following linear equation.

RC − IV = φ({xk
ij(l,m)}, {c(k)

ij (l,m)}) = (r1 + r2 + r3 + r4) α4 + (r1 + r2) β2 (4.12)

RC − IV is linear in nature, and conceptually represents the same effort of reconfiguration

that we captured in the previous cost functions. It most closely resembles RC − III. However, the

“if-then” nature of the OXC/DXC reconfiguration cost calculation that is illustrated in Figures 4.2

and 4.3 is fundamentally non-linearizable. As a consequence, RC − IV has a tendency of over

estimating the reconfiguration function when compared to the other three cost functions. RC − IV

considers a lightpath termination and generation at a node n on a particular wavelength as two

separate changes to both the OXC and the DXC, all the other methods consider this as a single change

to both the OXC and the DXC. RC− IV considers every change that requires DXC reconfiguration

as a separate change involving a cost β2 as opposed to the other three cost functions which consider

a cost of β for any number of reconfigurations to the same DXC, making further overestimate.

4.2 Traffic Grooming Gain Calculation

As discussed in Section 3.1, the traffic grooming cost can be calculated in various ways. We

adopt the “total electronic switching” defined as the grooming cost in [19], because it best reflects

the global cost related to total traffic delay which is our focus. This cost function calculates the total

amount of traffic that needs to go through OEO conversion at intermediate nodes before reaching

the destination. We calculate the grooming cost from the following equation.

Grooming Cost =
∑

s,d,i,j

d
(sd)
ij t(sd) −

∑
s,d

t(sd) (4.13)
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This equation calculates the amount of total traffic that flows over intermediate nodes before

reaching the destination. The summation of the variable d
(sd)
ij for a particular s-d pair gives the total

number of lightpaths that the traffic from source s to destination d will flow over. We subtract 1

from the total number of lightpaths to give the total number of intermediate nodes between s and

d. We then multiply the total number of intermediate nodes with the total amount of traffic from s

to d, which gives the total amount of traffic that undergoes OEO conversion i.e. the total amount

of electronic switching.

Given an old grooming solution G and a new grooming solution G′ for new traffic, we

formulate the grooming gain in terms of the reduction in the grooming cost achieved by reconfiguring

to the new groomed solution from the old one. We calculate this reduction in the grooming cost by

subtracting the new grooming cost from the old grooming cost. Here by old grooming cost we mean

the total grooming cost incurred when the new traffic is mapped on the old virtual topology. The

new grooming cost is given by the equation 4.13, where t(sd) is the new traffic. The old grooming

cost is obtained by mapping the new traffic on the old virtual topology because we want to calculate

the total amount of electronic switching that would be performed under current traffic conditions,

if we do not reconfigure to a new virtual topology. We formulate grooming gain as follows.

ψ({y(sd)
ij }, {d(sd)

ij }, {t(sd)}) = (
∑

s,d,i,j

y
(sd)
ij t(sd) −

∑
s,d

t(sd))− (
∑

s,d,i,j

d
(sd)
ij t(sd) −

∑
s,d

t(sd)) (4.14)

Here {y(sd)
ij } are the traffic indicators from G, while {d(sd)

ij } are the traffic indicators from

G′. [t(sd)] is the new traffic matrix. We calculate the grooming gain assuming that the old grooming

solution G can still carry the new traffic. This is because if the traffic pattern changes to such an

extent that G cannot carry the new traffic, then obtaining grooming gain by reconfiguring to G′ is

irrelevant as G has already become infeasible and traffic injected into the network is being lost in

the network. We assume that such situations are strictly forbidden and lie outside the scope of the

frame work we are addressing. Practically, this can be achieved by planned over-provisioning, which

we discuss in the next chapter, and call admission control, which is outside our scope.

For any traffic candidate, the optimal grooming solution G can be obtained by solving

the Integer Linear Program given in [19]. However, we add the following constraints to the ILP

according to the assumptions made in our thesis in Section 3.3.

bij ε 0, 1, ∀i, j (4.15)

tsd ε 0, 1, · · ·C, ∀s, d (4.16)

d
(sd)
ij ε 0, 1, ∀s, d, i, j (4.17)

t
(sd)
ij = d

(sd)
ij t(sd), ∀s, d, i, j (4.18)

The constraint 4.15 limits the total number of lightpaths between any two nodes to 1. Constraint 4.16

ensures that the total traffic for any s-d pair cannot be greater than the capacity C of a lightpath.
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Constraints 4.18 and 4.17 enforce no bifurcation of traffic for a particular s-d pair i.e. the total

traffic from s to d flows over the same sequence of lightpaths.

4.3 Problem Formulation as an Integer Linear Program

The objective of the integrated ILP is to maximize the grooming gain minus the reconfig-

uration cost as discussed in Section 3.2.2. We formulate the integrated problem as follows.

Maximize:

ψ({y(sd)
ij }, {d(sd)

ij }, {t(sd)})γ − φ({xk
ij(l,m)}, {c(k)

ij (l,m)})− δ (4.19)

Subject to:

Integer Constraints:

bij ε 0, 1, ∀i, j (4.20)

tsd ε 0, 1, · · ·C, ∀i, j (4.21)

d
(sd)
ij ε 0, 1, ∀s, d, i, j (4.22)

Physical Topology Constraints:

bij(l,m) ≤bijplm, ∀i, j, l,m (4.23)

c
(k)
ij (l,m) ≤plm, ∀i, j, k, l,m (4.24)

Lightpath Routing SP Constraints:

∑
i,j

bij(l,m) ≤W, ∀l,m (4.25)

N−1∑
l=0

bij(m, l)−
N−1∑
l=0

bij(l,m) =




bij , m = i

−bij , m = j

0, m 6= i,m 6= j


 ∀m, i, j (4.26)

Lightpath Wavelength Assignment SP Constraints:

W−1∑
k=0

c
(k)
ij (l,m) =bij(l,m), ∀i, j, l,m (4.27)

∑
i,j

c
(k)
ij (l,m) ≤1, ∀k, l,m (4.28)

N−1∑
l=0

ck
ij(m, l)−

N−1∑
l=0

c
(k)
ij (l,m))



≤ bij , m = i

≥ −bij , m = j

= 0, m 6= i,m 6= j


 ∀i, j, k,m (4.29)
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Traffic Routing SP Constraints:

tij =
∑
s,d

t
(sd)
ij , ∀i, j (4.30)

tij ≤bijC, ∀i, j (4.31)

t
(sd)
ij =d

(sd)
ij t(sd), ∀s, d, i, j (4.32)

N−1∑
j=0

t
(sd)
ij −

N−1∑
j=0

t
(sd)
ji =




t(sd), i = s

−t(sd), i = d

0, i 6= s, i 6= d


 ∀s, d, i (4.33)

In the ILP objective 4.19, the function ψ({y(sd)
ij }, {d(sd)

ij }, {t(sd)}) is the grooming gain

discussed in Section 4.2 and φ({xk
ij(l,m)}, {c(k)

ij (l,m)}) is RC − IV as calculated in Section 4.1.3.

The factors γ and δ are constants, as explained in Section 3.2.2.

Most of the constraints are self explanatory and have been discussed in [19]. The integer

constraints 4.20, 4.21 and 4.22 have been explained in the previous section. The physical topology

constraints 4.23 and 4.24, constraint the establishment of the lightpaths to the given physical topol-

ogy. The lightpath routing constraint 4.25 limits the total number of lightpaths on a physical link to

the number of wavelengths W supported by a physical link. Constraint 4.26 asserts the conservation

of every lightpath at every physical link endpoint. Constraint 4.27 ensures that a lightpath, if it exits

in the virtual topology, has a unique wavelength. Constraint 4.28 enforces that a wavelength can

be used at most once in every physical link, avoiding wavelength clash. Constraint 4.29 asserts the

conservation of every wavelength at every physical link endpoint for each lightpath. Constraint 4.30

asserts that the total traffic on a lightpath is a sum of all sub-wavelength elements on that lightpath

due to different source-destination pairs. Constraint 4.31 asserts that if a lightpath exists, the total

traffic on the lightpath cannot exceed the capacity C of the lightpath. We will refer to this constraint

as the capacity constraint throughout this thesis. Constraint 4.32 is the no bifurcation constraint

explained in the previous section and constraint 4.33 is an expression of the conservation of traffic

flow at lightpath endpoints.
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Chapter 5

Minimal Disturbance

Reconfiguration By

Over-Provisioning

While the ILP presented in the last Chapter provides a method of solving the integrated

grooming and reconfiguration problem we have articulated, it will take significant computation time

to actually obtain a solution by employing an ILP solver. Realistically, sometimes this computational

effort will have to be invested, but it would be desirable to have to do so only at long intervals, such

that the average computational cost incurred is small. Further, some swifter means to react to

traffic changes by reconfiguration is desirable than would be the case if the ILP were to be solved. In

this chapter, we present a heuristic algorithm designed to serve as an overall reconfiguration control

algorithm with these concerns in mind.

A practical strategy to address those concerns must have the following goals. The heuristic

approach must (i) avoid resorting to the full ILP whenever possible, (ii) ward off failure of the

network, that is a situation in which any increase in the traffic components would cause the current

grooming solution G to fail to carry the new traffic, (iii) avoid adopting grooming solutions that

are very much suboptimal, in decreasing order of importance. The rationale is as follows: the first

concern must be to minimize ILP use, otherwise this heuristic may become equivalent to simply

running the ILP each time. Secondly, we know that if any feasible solutions to the changed traffic

conditions exist, the ILP approach would find the optimal such feasible solution. However, feasibility
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is more attainable than optimality, so by avoiding the ILP, we must lower our sights to at least remain

feasible. Since the heuristic will run repeatedly on the same network (with successively changing

traffic patterns), the feasibility concern is represented by the next goal, which makes the heuristic

somewhat proactive in seeking continued feasibility. Finally, we still want to address the grooming

cost concern, even though it has to be subjugated to the first two needs. Briefly, the second and

third goals describe the reconfiguration and the grooming goals respectively.

Since the problem is intractable in nature, a tractable heuristic is unlikely to attain globally

optimal solutions. For this reason, we attempt to apply heuristic methods when it appears that the

new traffic matrix represents a local change in traffic, in some sense. When the reach of the change

in traffic is close to global, the heuristic simply indicates that the ILP solution approach should be

employed.

As we remarked in Section 4.2, warding off failure can be done by planned over-provisioning.

In the next section, we present this important idea of over-provisioning at the traffic demand level,

and present the heuristic approach in the following sections.

5.1 Over-Provisioning of Traffic Matrices

By over-provisioning at the traffic demand level, we mean that given a groomed solution

G, we apply a modified version of this solution, Gop to the actual network. In Gop, some or all traffic

elements are increased by some amount such that the network is made to carry as much traffic

as possible on all the lightpaths without violating the capacity constraint. This method increases

the probability of a new traffic matrix being supported on the existing virtual topology, as we

demonstrate below in Section 5.1.1.

We then propose various methods of calculating the total amount of over-provisioned traffic

that can be assigned to each s-d pair in this section. Once the amount of over-provisioning that

needs to be done is determined from an optimal groomed solution G, the OXCs and the DXCs are

configured to carry this over-provisioned traffic instead of the original traffic. However, it has been

assumed that the control information about the actual amount of traffic and other management

related functions are handled by a separate control unit. The control unit is responsible for directly

communicating with the OXCs and the DXCs and issuing configuration commands. The study of

the control unit and the flow of control messages is beyond the scope of our work.

The proposed method of over-provisioning will not result in a bad grooming solution i.e.

an increase in the grooming cost. This is because we start with an optimal groomed solution G
and we calculate the grooming cost from the original traffic. We do not calculate the grooming

cost from the over-provisioned traffic because it is the OEO conversion that the original traffic

undergoes determines that total delay. It does not matter if the over-provisioned traffic is delayed

or is transmitted erroneously. By over-provisioning we only try to utilize the extra capacity in the
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network, which would otherwise be wasted. However, over-provisioning can only be done if there

is some extra capacity on the established lightpaths. Thus, if bij = 1 and C −
∑

s,d t
(sd)
ij > 0,

then there is some capacity on the lightpath ij which is not used by the current traffic. We can

over-provision such a lightpath only to a limit where
∑

s,d t
(sd)
ij becomes equal to C, otherwise the

capacity constraint would be violated.

5.1.1 Family of Traffic Matrices Supported

To show that over-provisioning helps in continued feasibility, we determine the set of all

traffic matrices that can be carried on a given virtual topology T using a grooming solution G without

requiring any reconfiguration of the nodes (OXCs/DXCs).

Given a groomed solution G for a traffic matrix Told = [t(sd)
old ], any new traffic matrix

Tnew = [t(sd)
new] whose elements can be mapped on the existing lightpaths given by G without violating

the capacity constraint (see Section 4.3), will be supported. Thus, all the traffic matrices which are

a subset of the current traffic matrix can be carried on the existing virtual topology.

T4 = Tnew − Told (5.1)

The new traffic can be carried on the existing virtual topology if all the elements of T4
are <= 0, although the mapping of the traffic on the lightpaths might not be optimal with respect

to the grooming cost. Any new traffic demand for a particular s-d pair which does not exceed the

total traffic for that s-d pair can be routed on the existing topology. We determine this based on the

architecture and functioning of the OXC and the DXC. When an OXC/DXC has been configured

to switch a certain amount of traffic on its input/output links, it will continue to switch that same

amount of traffic until its reconfigured. Thus, if the traffic demand on any link reduces from its

original assignment and the OXC/DXC has not been reconfigured then the OXC/DXC will continue

to switch the original amount of traffic, the extra traffic could be all 0 bits or don’t cares. On the

other hand, if the traffic demand on any link increases more than the initial assignment, then the

OXC/DXC need to be reconfigured to be able to switch the total new traffic. Based on this fact, we

determine that a grooming solution G that can carry C amount of traffic on all its lightpaths can

support more number of traffic matrices as compared to a grooming solution that carries less than C

amount of traffic on its lightpaths. In general, of two grooming solutions which differ only in some

spare capacity on some lightpath that is (1) left unassigned by one solution G1, and (2) assigned

as over-provisioning to one or more traffic elements traversing that lightpath by another solution

G2, the latter solution supports a strictly superset of possible traffic changes than the former one.

This demonstrates that an over-provisioned grooming solution has a higher chance of supporting an

arbitrary change in the traffic matrix.
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5.1.2 Initial Over-Provisioned Amount

In order to decide by how much to over-provision each sub-wavelength element on a par-

ticular lightpath, we determine the sub-wavelength elements on all the lightpaths using the variable

values given by G. We represent the total number of sub-wavelength elements on an existing light-

path from i to j (i.e. for each bij = 1) by sij . We increment the value of sij by 1 for each t
(sd)
ij 6= 0

for the lightpath from i to j. To be able to over-provision each traffic element, we not only need

to determine the total number of sub-wavelength elements on a lightpath but also to uniquely iden-

tify them on each lightpath. Since as per the assumption made in this thesis there can only be a

single lightpath from i to j, every non-zero t
(sd)
ij can be mapped only to one lightpath, uniquely

identifying the sub-wavelength elements. We propose three different methods of calculating the

initial over-provisioned amount i.e. the maximum possible amount which can be allocated to each

sub-wavelength element on a per lightpath basis. As discussed earlier, this over-provisioned amount

should not violate the capacity constraint on any lightpath. After determining the initial maximum

possible over-provisioned amount, we calculate the actual amount by which each traffic element will

be over-provisioned in Section 5.1.3. This actual amount of over-provisioning might be different from

the maximum value calculated below due to the capacity constraint.

We propose the following three methods for calculating the initial over-provisioned amount

for each sub-wavelength element on each lightpath.

1. Equal allocation: In this method we allocate the following equal amount of over-provisioned

traffic to each t
(sd)
ij on a lightpath from i to j.

t over
(sd)
ij =

{
(C −

∑
s,d t

(sd)
ij )/sij , t(sd) 6= 0

0, otherwise

}
∀s, d, i, j (5.2)

This is a fair allocation method, as each sub-wavelength element is over-provisioned by the

same amount, irrespective of the actual amount of traffic carried by them.

2. Prorated allocation: In this method we assign the maximum amount of over-provisioned

traffic to a sub-wavelength element that carries the maximum amount of original traffic t(sd).

This method is based on the assumption that the current magnitude of a sub-wavelength

element is representative of its possible future growth; thus a larger traffic element has greater

potential/possibility of having increased traffic demand in the future. Thus, in this method we

the allow the maximum sub-wavelength element to be over-provisioned the most. The over-

provisioned value to be assigned to each sub-wavelength element on a particular lightpath is

given by the following equation.

t over
(sd)
ij =

{
(t(sd)

ij /
∑

s,d t
(sd)
ij ) (C −

∑
s,d t

(sd)
ij ), t(sd) 6= 0

0, otherwise

}
∀s, d, i, j (5.3)
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3. Inverse allocation: In this method we assign the minimum amount of over-provisioned traffic

to a sub-wavelength element that carries the maximum amount of original traffic t(sd). This

method is based on the assumption that all sub-wavelength elements have similar averages over

time, so one that is already carrying the maximum traffic will probably have the least increase

in traffic demand in future. In the following equation we make sure that the smallest sub-

wavelength element (in terms of amount of traffic carried by it) on that particular lightpath

gets the maximum amount of over-provisioned traffic. The total over-provisioned traffic is

given by the following equations.

t over
(sd)
ij =

{
((

∑
s,d t

(sd)
ij − t(sd))/

∑
s,d t

(sd)
ij (sij − 1)) (C −

∑
s,d t

(sd)
ij ), t(sd) 6= 0

0, otherwise

}
∀s, d, i, j

(5.4)

Any of the above three methods can be used to determine the initial over-provisioned amount. The

administrator’s knowledge of network and traffic characteristics would determine the appropriate

one.

5.1.3 Different Methods of Over-Provisioning

Traffic from a particular source to destination may flow over many lightpaths. The amount

of over-provisioned traffic t over
(sd)
ij as calculated above may be different on different lightpaths for

the same traffic element t
(sd)
ij . The maximum amount of over-provisioned traffic that we can actually

assign to a particular s-d pair is the minimum of all the over-provisioned values calculated on all the

lightpaths where the traffic for this s-d pair flows. We choose the minimum value to guarantee that

the capacity constraint is not violated on any of the lightpaths. We propose the following methods

for calculating the final over-provisioned traffic by which each s-d pair traffic will be incremented.

Equal Over-provisioning Method: In this method, we select the minimum of all

t over
(sd)
ij values calculated for all the s-d pairs, using any of the three methods described in the

previous section. We denote this minimum value by tmin and all the s-d pairs carrying traffic are

over-provisioned by this value. Thus, in this method each sub-wavelength element is over-provisioned

by an equal amount. We denote the final traffic matrix after over-provisioning by Tprov = [t(sd)
prov]

and calculate this matrix according to the following equations.

tmin = Minimum(t over
(sd)
ij ), ∀t(sd) 6= 0, s, d, i, j (5.5)

t(sd)
prov =

{
t(sd) + tmin, t(sd) 6= 0

0, otherwise

}
∀s, d (5.6)

Selective Over-provisioning Method: In this method, instead of selecting a minimum

tmin value and over-provisioning each s-d pair carrying traffic by this value we determine a different
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over-provisioned amount for each s-d pair. In this method we over-provision each s-d pair by the

minimum of all the t over
(sd)
ij values on all the lightpaths that the traffic from s to d flows. Thus, we

over-provision all the s-d pairs by a different value, denoted by t
(sd)
min. We use the following equations

in Selective method to calculate the final traffic matrix after over-provisioning.

t
(sd)
min = Minimum(t over

(sd)
ij ), ∀t(sd) 6= 0, i, j

}
∀s, d (5.7)

t(sd)
prov =

{
t(sd) + t

(sd)
min, t(sd) 6= 0

0, otherwise

}
∀s, d (5.8)

Iterative Over-provisioning Method: In this method, we try to over-provision each s-d pair by

a maximum amount, though all the lightpaths may still not be over-provisioned upto the maximum

capacity C. Using any method it may not be possible to over-provision all the sub-wavelength

elements to such an extent that all lightpaths carry total traffic equal to C. This is due to certain

sub-wavelength elements flowing over bottle neck lightpaths, these are the lightpaths carrying the

maximum total traffic. In Iterative method, we calculate the t
(sd)
min values as done in the Selective

method. Then we over-provision one of the s-d pairs by this amount given by the following equation.

t(sd)
prov = t(sd) + t

(sd)
min (5.9)

After fixing the over-provisioned amount for a particular s-d pair, we recalculate t over
(sd)
ij

for all the other s-d pairs. The only difference this time in calculating t over
(sd)
ij is that, the s-d pair

which we have already over-provisioned will not be considered as a sub-wavelength element on any

of the lightpaths that it flows. And the total capacity of all the lightpaths over which t(sd) flows will

now be considered as C − t
(sd)
prov instead of C. After recalculating t over

(sd)
ij for rest of the s-d pairs,

we recalculate the t
(sd)
min values also. We keep iterating through these steps until all the non-zero t(sd)

values have been over-provisioned.

We have also determined the following five variations to the Iterative method based on the

order in which each s-d pair is selected and over-provisioned.

• Iterative-Min: The s-d pair that carries the minimum traffic is over-provisioned before the

others. Thus, at each iteration we select the minimum t(sd) which has not yet been over-

provisioned.

• Iterative-Max: The s-d pair that carries the maximum traffic is over-provisioned before the

others. Thus, at each iteration we select the maximum t(sd) which has not yet been over-

provisioned.

• Iterative-Ratio: The s-d pair that has the minimum ratio given by t
(sd)
min/t(sd), is over-provisioned

before the others. Thus, at each iteration we select that s-d pair which has the minimum value

of t
(sd)
min/t(sd) and has not yet been over-provisioned.
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Figure 5.1: A Virtual Topology Representation Carrying Sub-wavelength Traffic

• Iterative-Max-lightpath: The s-d pair that has traffic flowing over the maximum number of

lightpaths, is over-provisioned before the others. Thus, at each iteration we select the t(sd)

that flows over the maximum number of lightpaths and has not yet been over-provisioned.

We formulated this method based on the observation that the more number of lightpaths a

particular traffic elements flows on, the higher is the probability that one of those lightpaths

would be a bottle neck lightpath. By a bottle neck lightpath we mean, a lightpath which carries

maximum traffic and has very little extra capacity that can be used for over-provisioning as

compared to the other lightpaths.

• Iterative-Min-Max: The s-d pair that has the maximum t
(sd)
min value is over-provisioned before

the others. Thus, at each iteration we select the s-d pair that has the maximum t
(sd)
min value

and has not yet been over-provisioned.

We use the virtual topology given in Figure 5.1 to explain the Equal, Selective and Iterative methods.

Let, C = 15 and the traffic matrix T to be over-provisioned is given below. This instance has been

constructed with only single-hop lightpaths, and only one loop-free routing available for any traffic

element; thus the t
(sd)
ij are obvious from the t(sd).

T =




0 3 4 0

7 0 5 0

2 0 0 0

3 0 0 0




We use the Equal Allocation method defined in Section 5.1.2 to calculate t over
(sd)
ij val-

ues. These values are t over
(01)
01 = 4, t over

(02)
01 = 4, t over

(12)
12 = 3, t over

(02)
12 = 3, t over

(10)
13 =
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8, t over
(20)
23 = 13, t over

(10)
30 = 1, t over

(20)
30 = 1, t over

(30)
30 = 1.

For the Equal method we select the minimum t over
(sd)
ij value which is 1 for this example,

thus tmin = 1. Following is the over-provisioned traffic matrix calculated using the Equal method.

Tprov =




0 4 5 0

8 0 6 0

3 0 0 0

4 0 0 0




In order to calculate the over-provisioned matrix according to the Selective method, we

calculate the following t
(sd)
min values, t

(01)
min = 4, t

(02)
min = 3, t

(12)
min = 3, t

(10)
min = 1, t

(20)
min = 1, t

(30)
min = 1.

Following is the over-provisioned traffic matrix calculated using Selective method.

Tprov =




0 7 7 0

8 0 8 0

3 0 0 0

4 0 0 0




To calculate the over-provisioned matrix by the Iterative-Max method, we first calculate

all the t
(sd)
min values as calculated in Selective method. The maximum traffic element is t(10), thus we

over-provision it by t
(10)
min and we recalculate all the t over

(sd)
ij and t

(sd)
min values. Similarly fixing t(12),

then t(02), then t(01) and then t(30), we get the following over-provisioned traffic matrix.

Tprov =




0 8 7 0

8 0 8 0

3 0 0 0

4 0 0 0




For this example the total amount of traffic after over-provisioning is maximum in the

Iterative-Max method, then in the Selective method, followed by the Equal method.

5.1.4 Comparative Analysis of Over-Provisioning Methods

We make a comparative study of all the over-provisioning methods discussed above. We

also mathematically formulate the goal of the over-provisioning algorithms. Finally in this section

we briefly discuss the method of over-provisioning for those groomed solutions where there are more

than one lightpaths between a pair of nodes.

Using logical deductions we prove that the Iterative method of over-provisioning is bet-

ter than both the Equal method and the Selective method in terms of the total amount of over-

provisioned traffic calculated. Further, the Selective method is better than the Equal method in

terms of the total amount of over-provisioned traffic calculated.
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Proposition: The Selective method performs at least as well as the Equal method in terms

of total amount of over-provisioned traffic.

Proof: In the Equal method we select the minimum of all the t over
(sd)
ij values. This

minimum value is represented by tmin and each t(sd) element is over-provisioned by this amount.

On the other hand, in the Selective method we select the minimum of only the t over
(sd)
ij values

for a particular s-d pair, represented by t
(sd)
min. Each t(sd) is over-provisioned by the respective t

(sd)
min

value. The tmin selected in the Equal method is equal to at least one of the t
(sd)
min values selected by

Selective method. Thus the s-d pair for which t
(sd)
min = tmin, would be over-provisioned by the same

amount in both the methods. However, the other t
(sd)
min values which are not equal to tmin, would

always be greater than tmin because tmin was the minimum of all t over
(sd)
ij values. Thus, using the

Selective method we can never over-provision by a value which is less than that done in the Equal

method.

Proposition: The Iterative method performs at least as well as the Selective method in terms

of total amount of over-provisioning.

Proof: In both the Selective and the Iterative methods we initially calculate t over
(sd)
ij and

t
(sd)
min for all non-zero t(sd) values. This t

(sd)
min is the final over-provisioned value for each non-zero t(sd)

according to the Selective method. However, in the Iterative method after this initial calculation we

fix a t(sd) and over-provision it by the respective t
(sd)
min value. Until this step the Selective and the

Iterative methods are the same. At every step after this, in the Iterative method we fix a particular

t(sd) value and recalculate the total extra capacity on all the lightpaths where t(sd) flows. We then

redistribute this total extra capacity among rest of the sub-wavelength elements which have not

yet been over-provisioned. At every iterative step in Iterative method we try to reassign any extra

capacity over the initial assignment. In the worst case, if there is no extra capacity on the lightpath

after fixing one of the sub-wavelength elements, we will assign all t(sd) elements the t
(sd)
min values

initially calculated. In this worst case scenario the over-provisioned values will be same for both

methods. Thus, Iterative method can never assign an over-provisioned value which is less than that

assigned by Selective method.

Experimental Results for Comparative Study: We performed experiments for a

mesh physical topology of 9 nodes with C = 32 and W = 4 to calculate the total amount of over-

provisioned traffic. The traffic matrices in the experiment were generated randomly having an integer

uniform distribution bounded between 0 and 8 and a groomed solution used to calculate the over-

provisioned traffic was obtained by solving the ILP in [19], which we describe in Section 4.2. The

ILP was coded using CPLEX, which is a software designed to solve linear optimization problems.

Figure 5.2 shows the total amount of traffic for all the s-d pairs after over-provisioning.

The experiments were run for 55 random instances of the input traffic and at each instance the

over-provisioned traffic matrix was calculated using all the over-provisioning methods described in

the previous section. For the experiments, the initial over-provisioned amount was calculated using

equal allocation method (Section 5.1.2). The results shown in Figure 5.2 prove that the Iterative
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Figure 5.2: Total Over-Provisioned Traffic for N=9, C=32, W=4

method is better than the other two methods in terms of the total amount of traffic over-provisioned.

However, as observed in the Figure 5.2 the different Iterative methods over-provision by almost the

same amount, with none of them out-performing the rest over all the instances.

Figure 5.3 shows the variance of the ratio of the over-provisioned traffic to the original

traffic. As seen in the figure, the variance is very high for certain instances and this is because of a

few s-d pairs which are over-provisioned by very large amounts.

Formulating the goal of the over-provisioning algorithm: The above discussion

helps us formulate an appropriate and precise goal of the over-provisioning process. As discussed

in Section 5.1.1 over-provisioning is done to be able to support more number of traffic matrices,

without performing reconfiguration. Thus, over-provisioning algorithm aims at allocating the max-
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Figure 5.3: Variance of the Ratio of Over-Provisioned Traffic for N=9, C=32, W=4

imum possible extra capacity to each of the sub-wavelength elements on all the existent lightpaths.

Mathematically the goal of the over-provisioning algorithm can be formulated as follows.

Objective: Maximize: ∑
s,d

t(sd)
prov −

∑
s,d

t(sd) (5.14)

Subject to:

∑
s,d

t(sd)
prov ≤ bijC, ∀i, j (5.15)

The objective 5.14 maximizes the difference between the total traffic calculated after over-

provisioning and the initial traffic without any over-provisioning. Constraint 5.15 assures that the
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total traffic after over-provisioning never exceeds the capacity of any lightpath. However, this goal

does not allow any inclusion of max-min fairness of the over-provision amounts.

5.1.5 The Case of Multiple Lightpaths

In this thesis, we have considered only those grooming solutions which allow a single light-

path between any two nodes (i.e. 0 ≤ bij ≤ 1). However, here we briefly discuss some of the issues

involved with a more general grooming solution G where bij is allowed to be greater than 1. As

discussed in Section 5.1.2, the over-provisioned traffic matrix can only be obtained after uniquely

identifying the sub-wavelength elements on each lightpath. The problem with G where bij > 1 is

that the traffic can be mapped onto the lightpaths in more than one ways. We identify the following

possibilities of solving this issue and obtaining a unique mapping of the traffic onto the lightpaths

so that a over-provisioned traffic matrix can then be calculated. This is an important issue because

grooming formulations in the literature do not provide this mapping information in the grooming

solutions.

1. From the many possible mappings of the traffic on the existing lightpaths, we select that

solution which maximizes the minimum slack on all the lightpaths. By slack we mean the

amount of capacity not used by the total current traffic flowing on a particular lightpath. We

try to maximize the minimum slack because a lightpath with the least slack usually becomes

the bottle neck link and forces less amount of over-provisioning. For example: Assume a

groomed solution where b12 = 3 and there is a feasible solution that has a slack of (0, 4, 4)

on each of these three lightpaths, while there is another solution that has slack of (2, 2, 2). If

these are the only two possible solutions, then the second one which gives a slack of (2, 2, 2),

is the one we select because it maximizes the minimum slack. However, we prove below that

the problem of maximizing the minimum slack is NP complete.

2. Another possibility is that we can randomly select any one of the feasible solutions, probably

the first feasible solution that is calculated.

3. We propose a third possibility such that the groomed solution itself is modified to calculate

the value of a variable t
(k)
ij

(sd). The variable t
(k)
ij

(sd) represents the total traffic from source s to

destination d on the lightpath i-j which is identified by k. The lightpath identifier, k uniquely

identifies every lightpath from i to j, kε1, 2.....bij . However, since the existing groomed solution

does not include the variable t
(k)
ij

(sd), there is no way of distinguishing between more than one

lightpaths from i to j.

Proposition: Maximizing the minimum slack is an NP complete problem

Proof: The following proof considers just two nodes in the network, that are connected

by N number of lightpaths. As discussed above, slack is the difference between the capacity C
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of a lightpath and the sum of all the sub-wavelength elements on that lightpath. The problem of

maximizing the minimum slack (max-min problem) is defined below and we prove the max-min

problem to be NP complete by reducing an instance of the bin-packing problem to it.

GIVEN: N , C, a finite set S of items, a size size(x)εZ+ and size(x) ≤ C, for each xεS

FIND: A Partition R = S1, S2 · · ·Sm, Si ⊆ S, m ≤ N , which satisfies

∑
xjεSi

xj ≤ C (5.16)

i.e. a partition where the sum of all the elements is less than or equal to C and the total number of

partitions is less than or equal to the number of lightpaths available.

Max-Min Problem: Given an instance of P < N,C, S > and a goal l, find a solution such

that for each i ≤ m, ∑
xjεSi

xj ≤ C − l (5.17)

BIN-PACKING: Finite set U of items, a size S(u)εZ+, for each uεU , a positive integer bin capacity

B, and a positive integer K.

DECISION: Is there a partition of U into disjoint sets U1, U2 · · ·UK such that the sum of

sizes of the items in each Ui, is B or less?

Reduction of the Bin-packing problem, which is a proved NP complete problem, to max-

min problem: U from bin-packing is mapped to S of max-min problem, similarly K is mapped to

N , S(u) mapped to size(x) where uεU and xεS, B mapped to C. When l = 0, the bin-packing

problem is reduced to the max-min problem. Thus, the problem of maximizing minimum slack is

also an NP complete problem.

5.2 Reconfiguration Heuristic

With change in the traffic conditions, reconfiguration is needed either to reoptimize the

virtual topology or to support the new traffic pattern that can no longer be carried on the exist-

ing virtual topology. As discussed in Section 2.4, in this thesis we have considered the need for

reconfiguration to reoptimize the virtual topology. The undesirable effect of reconfiguration is the

disturbance caused to the network. The process of adapting to the new optimal virtual topol-

ogy under the changed traffic conditions involves the reconfiguration of the network components

(OXC/DXC) that introduces delay, variability of delay, loss of throughput and disrupts the traffic.

Although reconfiguration is needed to optimally carry the changed traffic, it is also important to

keep the amount of reconfiguration as well as the frequency of reconfiguration at its minimum. The

method of over-provisioning, discussed in the previous section, is a way of delaying the need for

extensive reconfiguration as far as possible.



49

t
sd
provt

sd
diff t

sd
new= − 

Given physical topology,
traffic matrix

Traffic matrix
Different ?

A

B

Alert message:
reconfiguration
not possible
cost effectively

D

Start

No

Yes

Run Grooming ILP, run over−
provisioning algo, get T

prov

B

t
sd
diff[ ] =Is

Threshold ?

A

Is Grooming Gain
Reconfiguration cost

>

Yes

C

Yes

C

D

No

Yes

C

No

 possible ?
 entire traffic

Is re−routing

D

C

No

Yes

 ?LPs possible
re−routing affected

Is

Solve Integrated ILP

No

Yes

Yes
No

No

re−over−provisioning
Is

 ?possible

Is
Hard 

Decision
required ?

A

Alert message: need more
resourses in this locality

A

C

No

Yes

Reconfigure to implement 
new T prov and note the
sub−wavelength elements 
still in critical region

>= j ?

Is
no. of reconf−

igurations

Determine the locality of the 
elements that remain in the critical
region for j consecutive reconfigurations

traffic

 

 

 

Figure 5.4: Flowchart

In this section we propose a reconfiguration heuristic, which is designed with the three goals

mentioned at the beginning of this Chapter in mind. We show the entire flow of the reconfiguration

heuristic in Figure 5.4. In the remaining sections of this chapter, we describe in detail the various

aspects of this control flow.

The reconfiguration heuristic is triggered for every change in the traffic matrix. Given

a physical topology, an initial traffic matrix T and a new traffic matrix Tnew, we obtain an opti-

mal groomed solution G by solving the ILP discussed in Section 4.2. We then calculate the over-

provisioned traffic matrix Tprov (refer to Section 5.1.3) from G and configure the network components

to carry the traffic given by Tprov. In order to determine if the new traffic would require the virtual
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topology to be reconfigured or not, we calculate the difference matrix Tdiff given by the following

equation.

t
(sd)
diff = t(sd)

prov − t(sd)
new ∀s, d (5.18)

From the discussion about the family of traffic matrices supported in Section 5.1.1, we

know that any new traffic matrix which is a subset of the over-provisioned traffic matrix can be

carried on the current virtual topology but the grooming objective can become suboptimal if no

reconfiguration is performed. Thus, for all the Tnew matrices which result in a Tdiff matrix having

all non-negative values, can be carried on the current virtual topology. It is for such traffic matrices

that we trigger the reconfiguration heuristic to calculate an optimal grooming objective weighted

against the reconfiguration cost. As mentioned above, the aim of our reconfiguration heuristic is

reoptimization under the changed traffic conditions, hence we consider only those traffic matrices

that can be supported by the current virtual topology. If the current virtual topology cannot carry

the new traffic, we might lose traffic and this is an highly undesirable situation. The aim of our

reconfiguration heuristic is to avoid such situations.

We do not reconfigure any network component unless any of the Tdiff matrix elements

touch the threshold value. The threshold value is a limit that we use to determine the s-d pairs

that are carrying traffic very close to the current over-provisioned traffic. The threshold value is just

an indicator used to determine the elements that are very close to the supported/over-provisioned

amount of traffic for which the OXCs and the DXCs have been configured. The value of this threshold

limit can be determined by the network administrator based on the general characteristics of the

input traffic pattern. If the traffic changes slowly and steadily then a small value for threshold could

be sufficient. On the other hand, if the traffic pattern changes abruptly and to a great extent, then

it would be advisable to have a higher threshold limit. A high threshold limit would result in more

and frequent reconfigurations but would less frequently result in an unsupported traffic pattern. Any

difference matrix Tdiff element which touches the threshold value, falls in the critical region. We

perform reconfiguration whenever any traffic element falls in the critical region, to bring the elements

below the threshold limit. As long as the difference matrix elements are in the critical region, the

current virtual topology can carry the new traffic. However, if these elements are not brought below

the threshold, the virtual topology could fail to support them for a small increase in traffic in near

future.

As we mentioned at the beginning of the chapter, our reconfiguration heuristic distinguishes

between two types of reconfiguration efforts, namely local reconfiguration and global reconfigura-

tion. When the change in the traffic matrix is small and affects few nodes, then local reconfiguration

is performed reconfiguring very few OXCs and DXCs. The condition when local reconfiguration

is needed is called Soft Decision Criterion, while Hard Decision Criterion requires global reconfig-

uration. We determine soft and hard decision criteria based on the ratio of the total number of

lightpaths that carry sub-wavelength elements which are in the critical region. This is because the
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number of lightpaths carrying elements in the critical region determines the extent of traffic change

in the network and also the amount of reconfiguration effort required to handle such a change. We

discuss the soft and the hard decision criterion in the following sections.

5.3 Hard Decision Criterion

Hard decision criterion is a situation where the traffic matrix has changed to such an extent

that many lightpaths now carry sub-wavelength elements that are in the critical region. Whenever

a hard decision is made we perform global reconfiguration of the network requiring many network

components to be reconfigured. Thus, if the ratio of the total number of lightpaths that carry sub-

wavelength elements which are in the critical region is large (say > 0.5), the hard decision criterion

is met. (We discuss this ratio in more detail in the next section.) Whenever hard decision is hit,

we solve the integrated ILP described in Section 4.3 to obtain a new groomed solution G′. However,

we perform reconfiguration to adapt the new G′ only if the integrated ILP results in an objective

function which is greater than 0. A positive objective function value means the grooming gain

exceeds atleast δ times the reconfiguration cost and hence performing reconfiguration of the network

components to implement G′ would result in a significant reduction in the grooming cost weighted

against the reconfiguration cost. On the other hand, if the objective function is negative or zero

then we do not perform any reconfiguration because such a reconfiguration would not be justified

in terms of the integrated objective. In situations when hard decision criterion is made but the

integrated ILP results in a negative objective value, in a real-life scenario it would be appropriate to

issue an alert message to the network administrator, informing him/her that many traffic demands

are in the critical region but no reconfiguration can be performed cost effectively. This could act as

a trigger for the administrator/ operator to consider deploying more network resources.

We perform reconfiguration for hard decision only when the reconfiguration results in a

better grooming solution involving comparatively less cost of reconfiguration. However, every time

we make a hard decision, we have to calculate the integrated ILP which is computationally expensive.

Therefore, every time the traffic matrix changes, we do not call the integrated ILP since that would

result in wasting the resources. We call the integrated ILP only when the hard decision is hit,

while for soft decision we perform local reconfiguration and do not calculate the integrated ILP. We

describe this next.

5.4 Soft Decision Criterion

We make a soft decision whenever the ratio of the total number of lightpaths carrying

sub-wavelength elements that are in the critical region is small. The determination of the value
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of LPlimit, the ratio that distinguishes between hard and soft criteria, is upto the discretion of

the network administrator. We experiment with a few different values of LPlimit to determine

the effect of variations in LPlimit, and present our results in Chapter 6. We make a soft decision

whenever comparatively less lightpaths carry the sub-wavelength elements that are in the critical

region i.e. it is of local nature. Because of the local nature of the problem we require very few

network components to be reconfigured, to get the sub-wavelength elements in the critical region

below the threshold. We propose three different methods to perform local reconfiguration below.

In making a soft decision we have reasonably assumed that when the change is of local nature,

the grooming gain would also not be much. Therefore, if we call the integrated ILP for every local

change, it will not only result in extra computational effort but probably the integrated ILP will also

result in a negative objective function value resulting in no reconfiguration. When we make a soft

decision, we try to minimize the amount of disturbance caused to the network by performing local

reconfiguration. All these local reconfiguration methods limit the number of network components

that have to be reconfigured and result in the reconfiguration of only the DXCs and not the OXCs.

Thus in all the local reconfigurations the virtual topology is not changed, only the grooming of traffic

on the existing lightpaths is changed which does not affect the OXCs. This is desirable since OXC

reconfigurations are expected to be more significant disruptions, as we mentioned before.

5.4.1 Recalculation of Over-Provisioned Traffic Matrix

This is a local reconfiguration method where we recalculate the over-provisioned traffic

matrix (refer to Section 5.1.3) to get the sub-wavelength elements in the critical region below the

threshold limit. The over-provisioned traffic matrix is recalculated with the aim of increasing the

over-provisioned share of those sub-wavelength elements which are in the critical region, either by

utilizing any extra capacity on the lightpaths or by reducing the over-provisioned share of other sub-

wavelength elements that are not in the critical region. We use the term affected lightpaths for all

those lightpaths carrying sub-wavelength traffic elements that are in the critical region. This method

of reconfiguration results in the reconfiguration of only the DXCs on the affected lightpaths. The

OXCs will not require any reconfiguration because the only change that we make is in the amount

of traffic each sub-wavelength element now carries. The DXCs need to be reconfigured to reflect

such a change while the OXCs remain unaffected since they are still switching the same lightpaths.

We propose the following two methods of recalculating the over-provisioned values when the traffic

conditions in the network change, demanding reconfiguration.

Method 1: Recalculation of the over-provisioned traffic matrix only on the affected lightpaths. In

this method, we recalculate the over-provisioned values for all the sub-wavelength elements only

on the affected lightpaths, thus limiting the number of DXCs that would be reconfigured. Given

the initial groomed solution G, the over-provisioned traffic matrix Tprov and the new traffic matrix

Tnew, we calculate the new over-provisioned matrix Tnewprov. In this method, we select the sub-
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wavelength elements on the affected lightpaths and run the over-provisioning algorithm, discussed

in Section 5.1.3, only on these elements. Here, we also make sure that the elements which were

not in the critical region, do not enter the critical region even after the re-over-provisioning. We

assure this by assigning the sub-wavelength elements on the affected lightpaths but not in the critical

region, total traffic at least one unit more than the threshold value before using the over-provisioning

algorithm. The detailed steps used in the implementation of this method are listed below.

1. For all the sub-wavelength elements t
(sd)
new on all the affected lightpaths, we recalculate the

traffic carried by them using the following equations:

If t
(sd)
prov − t

(sd)
new 6= threshold

then t
(sd)
newtemp = t

(sd)
new + threshold + 1

else t
(sd)
newtemp = t

(sd)
new

In this step we free any extra capacity on the affected lightpaths, making sure that the sub-

wavelength elements that are not in the critical region, do not enter the critical region even

after recalculations.

2. We then construct a new traffic matrix with these t
(sd)
newtemp values, rest of the elements in the

matrix are 0. After this we run the over-provisioning algorithm discussed in Section 5.1.3 on

this new matrix Tnewtemp and get the new over-provisioned matrix Ttempprov.

3. The final recalculated over-provisioned matrix Tnewprov consists of all those non-zero elements

from matrix Ttempprov which are zero in matrix Tprov. Matrix Tnewprov has all those non-zero

elements from matrix Tprov which are zero in matrix Ttempprov. While traffic elements which

are non-zero in both the matrices Ttempprov as well as Tprov, then we chose the smaller of the

two values for the matrix Tnewprov. All the elements that are zero in both Ttempprov and Tprov

remain zero in Tnewprov also.

We illustrate this method using the virtual topology given by Figure 5.5. Let the capacity

C be 10, and the initial traffic matrix is given by T .

T =




0 1 3 0

0 0 2 1

5 0 0 1

1 0 0 0




We calculate the over-provisioned traffic matrix using Iterative-Min method.

Tprov =




0 6 4 0

0 0 3 2

6 0 0 2

4 0 0 0



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Figure 5.5: A Virtual Topology Representation Carrying Sub-Wavelength Traffic

We use a threshold limit equal to 0 in this example. The new traffic matrix is given by Tnew, where

t
(02)
new touches the threshold and enters the critical region.

Tnew =




0 1 4 0

0 0 2 1

5 0 0 1

1 0 0 0




In this case the affected lightpaths are 01 and 12 as t
(02)
new flows over these lightpaths. Let this be a

soft decision criterion, in the following steps we show the calculation of new over-provisioned traffic

matrix Tnewprov. The intermediate traffic matrices calculated as described by the above steps are:

Tnewtemp =




0 1 4 0

0 0 2 1

0 0 0 0

0 0 0 0


 Ttempprov =




0 5 5 0

0 0 3 2

0 0 0 0

0 0 0 0




The final over-provisioned matrix calculated is Tnewprov. This recalculation gets t
(02)
new out of the

critical region by performing local reconfiguration.

Tnewprov =




0 5 5 0

0 0 3 2

6 0 0 2

4 0 0 0



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Method 2: Recalculation of the over-provisioned traffic matrix on a subset of lightpaths. This second

method of recalculating the over-provisioned traffic matrix differs from the previous one only in

terms of number of the sub-wavelength elements that are re-over-provisioned. In this method we do

not confine our selection to all the sub-wavelength elements on the affected lightpaths. In addition,

all the sub-wavelength elements on the lightpaths that have sub-wavelength elements of the affected

lightpaths are also selected. After selecting the sub-wavelength elements to be re-over-provisioned,

rest of the steps in this method are the same as the previous one. Usually, the total amount of

re-over-provisioning done in this method is greater and therefore there is better chance of successful

over-provisioning, but in this method the number of DXCs that need to be reconfigured are also

typically more.

We illustrate this second method of re-over-provisioning using the example shown in Fig-

ure 5.5. We select all the sub-wavelength elements on the lightpaths 01, 12, 23 and 30 to be

re-over-provisioned and following are the two intermediate matrices obtained in this method.

Tnewtemp =




0 1 4 0

0 0 2 1

5 0 0 1

1 0 0 0


 Ttempprov =




0 5 5 0

0 0 3 2

6 0 0 2

4 0 0 0




The final over-provisioned traffic matrix Tnewprov obtained by this method also gets the

element t
(02)
new out of the critical region.

Tnewprov =




0 5 5 0

0 0 3 2

6 0 0 2

4 0 0 0




The above two methods of recalculating the over-provisioned traffic result in a new traffic

matrix Tnewprov. But if recalculation of the over-provisioned traffic matrix does not result in a better

solution in terms of the number of sub-wavelength elements that are still in the critical region, then

we try another local reconfiguration method described in the next section.

5.4.2 Rerouting Traffic in the Critical Region

In this method of local reconfiguration, we try to reroute all the sub-wavelength elements

that are in the critical region. We select all the sub-wavelength elements that are in the critical

region, then we use Dijkstra’s algorithm to find an alternate route for these sub-wavelength elements

on the existing lightpaths. After determining the alternate route for a sub-wavelength element, we

also make sure that the capacity constraint is not violated on any of the lightpaths in the alternate

route. The detailed steps used in the implementation of this method are listed below.
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1. We select a t
(sd)
new element that is in the critical region, and trace all the lightpaths it flows on.

2. We use the Dijkstra’s algorithm to find the shortest path from this s to d, on the virtual

topology without the bottleneck lightpath (i.e. a lightpath on which the sum of sub-wavelength

elements is the greatest for this s-d pair). If we cannot find an alternate route or the route

length is greater than y hops/lightpaths then we try the next local reconfiguration method

given in Section 5.4.3. We do not implement alternate routes that have more than y hops (say

y is 70% of the total number of lightpaths in the network) because this requires at least y

number of DXCs to be reconfigured, changing the nature of this problem from local to global.

3. If an alternate route is found, then we recalculate the traffic carried by the sub-wavelength

elements in the alternate route by using the following equations:

If t
(sd)
prov − t

(sd)
new 6= threshold

then t
(sd)
newtemp = t

(sd)
new + threshold + 1

else t
(sd)
newtemp = t

(sd)
new

We perform this step to free any extra capacity on the lightpaths and also to make sure that

the sub-wavelength elements that are not in the critical region remain out of the critical region

even after rerouting.

4. We sum all the sub-wavelength elements
∑

t
(sd)
newtemp, for all the lightpaths in the alternate

route. If the sub-wavelength element t
(sd)
new that was in the critical region does not already pass

over this lightpath then we add that t
(sd)
new value also in the summation.

5. If the summation on each of the lightpaths is less than or equal to C, then we implement

this alternate route by deleting the sub-wavelength element, for which the alternate route is

computed, from all the other lightpaths except the ones in this new route.

6. We perform the above steps for all the sub-wavelength elements in the critical region and

recalculate the over-provisioned matrix only if an alternate route is found for at least one of

sub-wavelength elements that was in the critical region.

The method of rerouting is illustrated using the example given in Figure 5.6. The virtual topology

and the initial routing of traffic has been depicted in Figure 5.6. Say the new traffic matrix causes

t
(02)
new to enter the critical region, and the lightpath 12 is the bottle neck link because of which the

over-provisioned traffic could not be increased for t
(02)
new. We run Dijkstra’s algorithm on the virtual

connection graph formed by all the lightpaths in the virtual topology except the lightpath 12. The

output of Dijkstra’s algorithm results in an alternate route for t
(02)
new, passing over lightpaths 01, then

13 and then 32 and if this path obeys the capacity constraint, then we implement this new route as

shown in Figure 5.7.
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If this method of rerouting does not result in a solution where the number of sub-wavelength

elements that are in the critical region is reduced, then we try the last local reconfiguration method

explained in the next section.

5.4.3 Rerouting the Entire Traffic

After all the local reconfiguration methods fail to result in a new over-provisioned traffic

matrix where the total number of sub-wavelength elements that are in the critical region are reduced,

we try rerouting all the sub-wavelength elements on all the lightpaths. This method reroutes the

entire traffic on all the established lightpaths by solving the following ILP. Clearly, rerouting less

traffic components is more desirable, not only because of the smaller reconfiguration cost, but also

because less unaffected traffic elements need to be rearranged. Hence the order of applying these

three methods.

Given the virtual topology, the only sub-problem to be solved is the traffic routing sub-

problem. The constraints that we use in this local rerouting ILP are the traffic routing sub-problem

constraints from the integrated ILP given in Section 4.3.

Objective :

Minimize:

Maximum(
∑
s,d

t
(sd)
ij ),∀i, j (5.26)

Subject to:

tij =
∑
s,d

t
(sd)
ij ,∀i, j (5.27)

tij ≤bijC,∀i, j (5.28)

N−1∑
j=0

t
(sd)
ij −

N−1∑
j=0

t
(sd)
ji =




t(sd) i = s

−t(sd) i = d

0 i 6= s, i 6= d


 ∀s, d, i (5.29)

The objective function of this ILP is to minimize the maximum traffic being carried by a lightpath.

This objective function tries to increase the slack on a lightpath which carries the maximum traffic,

this slack can now be used for over-provisioning. We propose this objective because usually it is

the most loaded lightpath whose sub-wavelength elements are in the critical region as there is very

little extra capacity on that lightpath to over-provision. After solving the ILP, we calculate the

over-provisioned traffic matrix and implement the new matrix only if that results in fewer number

of sub-wavelength elements in the critical region.
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All the three local reconfiguration methods that we presented, aim at getting the maximum

number of sub-wavelength elements out of the critical region. Because of being local in nature, we

incur little reconfiguration cost in these methods. All these methods require only a few DXCs to be

reconfigured, while the OXCs are never reconfigured. However, being local in nature and limited in

their scope, these local methods may not always be able get the sub-wavelength elements out of the

critical region. In situations where a soft decision criterion is hit but none of the local reconfigura-

tions methods can reduce the number of elements in the critical region, then no reconfiguration is

performed. In such situations it is again appropriate to generate an alert message to the network

administrator informing that soft decision criterion was hit but no reconfiguration can be under

taken cost effectively. In this case the appropriate action might also include examination of the

algorithm parameters: for example, the hard/soft decision criterion parameter LPlimit may need

adjustment if this situation recurs frequently.

Any reconfiguration method, whether local or global, may not be able to get all the sub-

wavelength elements out of the critical region because there might not be enough extra capacity in

the network to do that. Some of the sub-wavelength elements that remain in the critical region even

after a number of reconfigurations, could be an indication of scarcity of resources. After determining

the locality of such elements the network administrator could also be informed in this case, to

consider deploying more resources in that region.
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Chapter 6

Numerical Results

In this chapter we discuss the numerical results of some of the experiments carried out. In

all the experiments, we compare the performance our integrated approach with the “grooming-only”

approach that only considers an optimal grooming objective and not the reconfiguration cost. We

also perform experiments to compare the efficiency and performance of our heuristic, discussed in

the previous chapter, as opposed to the “grooming-only” and the integrated approaches.

For the purpose of the experiments, the reconfiguration heuristic has been coded in C/C++

(discussed in Section 5.2). The exact solutions to the grooming approach and the integrated approach

have been formulated as ILPs, discussed in Sections 4.2 and 4.3 respectively. We have coded the

ILPs using ILOG CPLEX 7.1, a software designed to solve linear optimization problems. The concert

technology in CPLEX provides a C++ modelling layer for linear and mixed integer programs, and a

C++ interface for solving these problems. However, due to the complexity and the intractable nature

of the problem, each instance that we run with CPLEX took from few minutes to several hours. For

larger instances CPLEX took several days to give optimum results, hence for the exhaustive nature

of our experiments we have used physical topologies of 6 nodes.

6.1 Instance Generation

An instance of the problem is given by a physical topology and an initial traffic matrix and

a series of changing traffic matrices for which we observe the performance of the three approaches.

For a given physical topology and a traffic matrix, we calculate the initial optimal groomed solution

using the grooming ILP. All the three approaches start from this optimal groomed solution. Here,

we discuss the various physical topologies and the evolution of traffic matrices that were used to
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(a) Unidirectional Ring Topology

(b) Dumbbell Topology

(c) Bidirectional Path Topology

(d) Barbell Topology

Figure 6.1: Different Physical Topologies used for the Experiments

prove our assertions, made in the previous chapters.

6.1.1 Physical Topology

We performed the experiments for different physical topologies, in order to prove the gen-

erality of our proposed approach. The four physical topologies that we used for most of our experi-

ments, have been shown in Figure 6.1. The directed arrows in the Figure 6.1 are used to represent

the directed physical links.

6.1.2 Traffic Matrix Generation

We have generated the traffic matrices randomly having uniform distribution. The diagonal

elements of the traffic matrix are always zero as there cannot be any traffic from a node to itself.

All the other traffic matrix elements were generated having integer uniform distribution bounded

between 0 and C. Here, we refer to a feasible traffic matrix as a traffic matrix that can be mapped

onto the old virtual topology. Any traffic matrix that cannot be carried on the existing lightpaths

without exceeding the capacity C of the lightpaths is said to be infeasible. As discussed in Section 5.2,
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the reconfiguration heuristic is designed for feasible traffic matrices. Thus, each random instance of

the traffic matrix we generated for the experiments was a feasible traffic matrix.

Traffic Matrix Evolution: The following three evolutions of the traffic matrices have

been considered for experimentation.

Rising Traffic Evolution: In this rising traffic evolution all the feasible traffic matrices were

generated in a way that the total traffic for any source-destination pair either increases or remains

the same for all consecutive traffic matrix generations. All the traffic instances are generated having

a uniform distribution with a slowly rising traffic. The initial traffic matrix was generated having

integer uniform distribution bounded between 0 and C/2 and the rise in the traffic for a particular

s-d pair has been generated having integer uniform distribution bounded between 0 and 2, which is

added to the total current traffic for this s-d pair.

Falling Traffic Evolution: In this falling traffic evolution all the feasible traffic matrices were

generated in a way that the total traffic for any source-destination pair either decreases or remains

the same for all consecutive traffic matrix generations. All the traffic instances are generated having

uniform distribution with a slowly falling traffic. The initial traffic matrix was generated having

integer uniform distribution bounded between 0 and C and the fall in the traffic for a particular

s-d pair has been generated having integer uniform distribution bounded between 0 and 2, which is

subtracted from the total current traffic for this s-d pair.

Rising and Falling Traffic Evolution: In this rising and falling traffic evolution all the

feasible traffic matrices were generated randomly having a uniform distribution. In each consecutive

traffic matrix instance, some of the elements rise, while some fall randomly. This traffic evolution

has been generated using integer uniform distribution bounded between 0 and C.

6.1.3 Experimental Parameters

For the purpose of the experiments, we have used reconfiguration cost function RC − IV

(Section 4.1.3) because this is the only linear cost function. Thus, all the reconfiguration cost

calculations in the experiment are made using this cost function. The over provisioning method

used is Iterative-Max-lightpath, with equal allocation as the initial over-provisioning amount. The

experiments were carried out with the Iterative method since it has better performance than the

Equal and Selective methods of over-provisioning (Section 5.1.4). The parameter δ (Section 3.2.2)

was chosen to be equal to 5% of the total amount of initial traffic matrix. The reconfiguration cost

of a single OXC α4 and the reconfiguration cost of a single DXC β2 (discussed in Section 4.1.3) is

considered to be 1. The threshold value (Section 5.2) which determines whether a traffic matrix

element is in the critical region or not, is 0 for the experiments. The grooming cost that we have

considered throughout is the total electronic switching cost and is given by the following equation.∑
s,d,i,j

d
(sd)
ij t(sd) −

∑
s,d

t(sd) (6.1)
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The integrated objective function calculated is the objective of the integrated ILP (Section 4.3. These

are all the values which remain constant for all the experiments, however we vary the following two

parameters in the experiments to analyze their effect on the performance of our proposed methods.

• We have experimented with variations in the value of γ (Section 3.2.2), which is a parameter

related to the average delay between reconfigurations. We have experimented with very high

and low values of γ (2,7,15,200), though γ = 7 turned out to be a suitable value for most of

our instances.

• The ratio of the total number of lightpaths that carry sub-wavelength elements in the critical

region is referred as LPlimit (Section 5.4). We have experimented with two different LPlimit

values, 70% and 30%. The value of LPlimit determines whether its a hard decision criterion

or a soft decision criterion (Section 5.2). The values of LPlimit for the experiments were

chosen to be far apart, so that we could clearly demonstrate the effect of this parameter on

the performance of our reconfiguration heuristic.

6.2 Comparative Analysis

In this section, we analyze some of the results from the experiments on the basis of various

input parameters. However, a more detailed and exhaustive set of results has been provided in

Appendix A, which exhibit similar behavior. The results are plotted as graphs of four kinds. Each

instance of the problem provides the following four graphs and the three lines in each graph represent

the respective quantities for the“grooming-only”approach, the integrated approach and our heuristic.

• Reconfiguration Cost: This graph represents the total reconfiguration cost incurred in recon-

figuring to the new virtual topology. The reconfiguration cost has been shown in Figure 6.4.

• Grooming Cost: This graph represents the total grooming cost in terms of the total amount

of electronic switching performed at each instance. The grooming cost has been shown in

Figure 6.5.

• Integrated Objective: This is the integrated objective for grooming and reconfiguration as

proposed by us. Figure 6.9 shows the integrated objective, without plotting the constant

factor δ, for all the three approaches.

• Cumulation of the Integrated Objective: We have also calculated the cumulation of the inte-

grated objective because as mentioned earlier our heuristic proactively delays reconfiguration

by planned over-provisioning, hence we observe its performance over the evolution of traffic

matrices. The cumulation of the integrated cost has been plotted for all the three approaches

as seen in Figure 6.2.
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Figure 6.2: Cumulative Integrated objective for bidirectional path topology, under rising and falling
traffic, for N=6, C=32, W=6, LPlimit = 70%, γ = 7

We expect that the “grooming-only”approach will give the least/optimal grooming cost as it pays no

attention to the reconfiguration cost. But we also expect that the integrated approach will not give

very high grooming cost as compared to the optimal, however the heuristic might give high grooming

cost at times. For the reconfiguration cost we expect that the “grooming-only” approach will have

the maximum cost, while the integrated approach and the heuristic will incur less reconfiguration

cost. We also expect that the integrated approach will give the maximum value for the integrated

objective, with the heuristic following closely. However, we expect the “grooming-only” approach

to give the least value for the integrated objective because it does not consider reconfiguration cost

while calculating the groomed solution. Finally, we also expect that the integrated approach will

give the maximum value for the cumulation of the integrated objective, with the heuristic following

it closely, while the “grooming only” approach giving very less values.

6.2.1 Comparative Study on the basis of Physical Topology

In this section we analyze the effect of the physical topology on the performance of all the

three approaches. As seen in Figure 6.2, the cumulative integrated objective for bidirectional path

topology is the highest for the integrated ILP, while the performance of the grooming ILP is very

low. This is because the grooming ILP performs reconfigurations involving high costs, though it

always maintains an optimal grooming solution as can been seen in Figure 6.7. The reconfiguration

heuristic performs local reconfigurations which some times results in a high grooming cost as seen

for the initial instances in Figure 6.2. However, over a period of time the reconfiguration heuristic

performs better than the grooming ILP in terms of the integrated objective. Similar results can be

seen for a unidirectional ring topology in Figure A.5(d). The integrated ILP has high integrated
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Figure 6.3: Cumulative Integrated objective for unidirectional ring topology , under rising and falling
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Figure 6.4: Reconfiguration cost for unidirectional ring topology , under rising and falling traffic,
for N=6, C=32, W=8, LPlimit = 30%, γ = 7

objective values because it performs less costly reconfigurations for more gain in grooming. We

observe similar results for other virtual topologies as well in Figures A.9(d) and 6.2.

These results show the generality of our approach and indicate that our approach is robust

to varying physical topologies. The performances of the integrated approach and the reconfiguration

heuristic are good and consistent for all the physical topologies under study.
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Figure 6.5: Grooming cost for unidirectional ring topology , under rising traffic, for N=6, C=32,
W=8, LPlimit = 70%, γ = 200
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Figure 6.6: Cumulative Integrated objective for dumbbell topology , under rising and falling traffic,
for N=6, C=32, W=4, LPlimit = 30%, γ = 7

6.2.2 Comparative Study on the basis of Traffic Evolution

We observe the performance of the approaches for different physical topologies and traffic

evolutions. Here we describe the performance of the different approaches under the following traffic

evolutions.

Rising Traffic Evolution We studied the rising traffic evolution for all the physical

topologies and observed that with the rise in traffic the grooming cost increases over the period

of time. However, the integrated ILP follows very closely the optimal grooming cost given by the

grooming ILP as seen in Figure A.5(b). The reconfiguration heuristic performs local reconfigurations
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Figure 6.7: Grooming cost for barbell topology , under rising and falling traffic, for N=6, C=32,
W=8, LPlimit = 30%, γ = 7
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Figure 6.8: Grooming cost for barbell topology , under rising and falling traffic, for N=6, C=32,
W=8, LPlimit = 70%, γ = 2

at some instances due to sub-wavelength elements entering the critical region, and thus incurs a little

higher grooming cost. However, by limiting the reconfiguration cost the heuristic performs better

than the grooming ILP with respect to the integrated objective. The heuristic does not behave as

good as the integrated ILP because of performing local reconfigurations, however the heuristic is a

more practical solution as it calculates the ILP for much less instances. These observations have

been made from various results shown in Figures A.1, A.7, A.11, A.17.

Falling Traffic Evolution We observe quite similar falling traffic evolution results for

the different physical topologies, shown in Figures A.4, A.8 and A.14. The grooming cost of the
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Figure 6.9: Integrated objective for barbell topology , under rising and falling traffic, for N=6, C=32,
W=8, LPlimit = 30%, γ = 7

integrated ILP and the heuristic are very close to the optimal grooming cost given by the groom-

ing ILP. For the reconfiguration heuristic none of the elements entered the critical region after the

initial over-provisioned traffic matrix was implemented, thus the reconfiguration cost is 0 for all

the instances. We observed that the integrated ILP never performed reconfiguration because the

grooming gain never justified the reconfiguration cost. On the hand, the grooming ILP frequently

performed costly reconfigurations, resulting in low integrated objective values. However, the ob-

servation in Figure A.19 for the falling traffic was a little different. We observed that the heuristic

performs some reconfigurations initially, this is because some of the elements remained in the critical

region after the initial over-provisioned traffic matrix was implemented. And later when the traffic

for some other sub-wavelength elements reduced, it was possible to get these elements out of the

critical region by re-over-provisioning (Section 5.4.1), after which none of the elements entered the

critical region as the traffic was falling continously.

Rising and Falling Traffic Evolution As shown in Figure 6.4, the reconfiguration cost for

the grooming ILP remained high, while the heuristic and the integrated ILP resulted in comparatively

less reconfiguration costs for the rising and falling traffic. The integrated objective function values

observed in Figure 6.9 show that the integrated objective for the integrated ILP is always greater

than that for the grooming ILP. However, the heuristic has a few troughs and crests in the integrated

objective value, this is because the heuristic suffers from bad grooming cost at times but gradually

the hard decision criterion is reached and the heuristic improves the grooming objective.
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6.2.3 Comparative Study on the basis of Lplimit

As observed in Figure 6.6, when the LPlimit is 30% the performance of the heuristic is close

to that of the integrated ILP with respect to the integrated objective. However, when Lplimit is

70% as seen in Figure 6.2, the performance of the heuristic deviates further away from the integrated

ILP. The heuristic still performs better than the grooming ILP for the integrated objective. These

observations are are validated from the fact that when the LPlimit is reduced from 70% to 30%,

there are more instances when the heuristic makes a hard decision criterion and solves the integrated

ILP, reducing the grooming cost. For the result shown in Figure 6.2, when LPlimit was 70% the

heuristic calculated the local ILP for rerouting 4 times and the integrated ILP was never calculated.

On the other hand, when LPlimit was 30% shown in Figure A.16(d) the heuristic calculated the local

ILP for rerouting 4 times and the integrated ILP was calculated 3 times. However, the heuristic still

successfully reduces the number of ILP computations even when LPlimit is 30%.

6.2.4 Comparative Study on the basis of γ

As seen in Figure 6.5, when γ is very high equal to 200 here, the integrated ILP gives

optimal grooming costs as given by the grooming ILP. However, as seen in Figure A.24(b) with

γ = 15 also the integrated ILP gives optimal grooming cost for almost all the instances. On the

other hand, when γ is very low as seen in Figure 6.8, the integrated ILP gives higher grooming cost

as opposed to the grooming ILP. For the value of γ intermediate between these two extreme values,

as seen in Figure 6.7, the grooming cost calculated by the integrated ILP is closer to the optimal

grooming cost as opposed to when γ is very low.

These observations were as expected because when γ is made very high, then reconfiguration

cost is given very less consideration and the integrated objective tries to achieve optimal grooming

costs. However, when γ is made very small then the integrated objective gives more importance

to the reconfiguration cost and tries to reduce the reconfiguration cost at the expense of higher

grooming cost. Thus, we selected an intermediate value of γ equal to 7 for most of our experiments

as it seemed to balance the grooming cost and the reconfiguration cost for our instances.

Performance of our heuristic for a very long evolution of rising and falling traffic matrices:

We performed an experiment for an evolution of 142 traffic matrices with the heuristic, to observe if

its a feasible solution for such long evolutions. However, due to the limitation of CPLEX and time,

every time the heuristic made a hard decision the integrated ILP was not solved. The results of this

experiment have been shown in Figure A.29.



70

6.3 Summary of Results

In this chapter we presented some results that verify the claims made in the previous

chapters. Below we summarize these results:

• The performance of the reconfiguration heuristic is robust to the variations in the underlying

physical topology and the traffic in the network.

• The integrated approach and the reconfiguration heuristic perform better than the “grooming-

only” approach which respect to the integrated objective for reconfiguration of sub-wavelength

groomed optical networks.

• The reconfiguration heuristic effectively reduces the number of ILP calculations, making it a

more practical approach.

• The integrated ILP gives maximum value for cumulation of the integrated objective, with the

reconfiguration heuristic following closely the optimum value. However, the “grooming-only”

approach deviates a lot from the optimal.

• The performance of the heuristic for the integrated objective improves by reducing the value

of LPlimit, but at the expense of increased ILP computations. This is still significantly less

than the computational effort in calculating the ILP for each instance.

• The grooming approach results in high reconfiguration cost as compared to our proposed

approach, hence is not suitable for reconfiguration of sub-wavelength groomed optical networks.
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Chapter 7

Conclusion and Future Work

We have proposed a new problem in optical network design and control, namely joint

grooming and reconfiguration. We have argued the motivation for such an integrated approach, and

formulated the problem as an Integer Linear Program. Since solving the ILP is not computationally

attractive, we have designed a heuristic that minimizes the need for running the ILP, but achieves

some of the benefits of the integrated approach nevertheless. Our numerical results validate our

expectations both regarding the exact and the heuristic approaches. To our knowledge, this is the

first attempt at an integrated treatment of these problems.

While we believe that our study is an important first step, much useful research remains

to be done in this area. In the first place, more study is required of the effect of various parameters

on the performance and behavior of our algorithms than we have done in this thesis. The various

parameters, such as the relative cost weightage between optical switch reconfiguration and digital

switch reconfiguration, or the threshold δ, are primarily meant to allow tuning to network character-

istics. However, it would be interesting to see if the behavior of the algorithm changes qualitatively

with different combinations of values for these parameters.

The basic algorithm itself can be enhanced in various ways. For example, all the local

reconfiguration methods we use involve only the reconfiguration of the DXCs. It is conceptually

straightforward to extend this, when those methods fail, a reconfiguration of both the OXCs and the

DXCs. In such an extension we would attempt to establish new lightpaths, and perhaps delete the

old ones (not carrying traffic any longer), only if needed to establish new ones. This also involves

solving the complete grooming ILP, only the range of the variables decreases. However, heuristic

grooming methods, many of which are available in literature for our cost function, could be used.

In conclusion, we have made a beginning on an interesting new problem area in optical

networking. We believe much useful research will be performed in this area in the near future.
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(b) Grooming cost for unidirectional ring topology for

N=6, C=32, W=8
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Figure A.6: Unidirectional ring performance under uniform rising and falling traffic evolution with
LPlimit = 30%, γ = 7
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(a) Reconfiguration cost for dumbbell topology for N=6,

C=32, W=4
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(b) Grooming cost for dumbbell topology for N=6, C=32,

W=4
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(c) Integrated objective function for dumbbell topology for

N=6, C=32, W=4
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Figure A.7: Dumbbell topology performance under uniform rising traffic evolution with LPlimit =
70%, γ = 7, same result obtained for LPlimit = 30%
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(c) Integrated objective function for dumbbell topology for

N=6, C=32, W=4
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Figure A.8: Dumbbell topology performance under uniform falling traffic evolution with LPlimit =
30%, γ = 7
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(a) Reconfiguration cost for dumbbell topology for N=6,

C=32, W=4
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(b) Grooming cost for dumbbell topology for N=6, C=32,

W=4
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(c) Integrated objective function for dumbbell topology for

N=6, C=32, W=4
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Figure A.9: Dumbbell topology performance under uniform rising and falling traffic evolution with
LPlimit = 70%, γ = 7
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(a) Reconfiguration cost for dumbbell topology for N=6,

C=32, W=4
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(b) Grooming cost for dumbbell topology for N=6, C=32,

W=4
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(c) Integrated objective function for dumbbell topology for

N=6, C=32, W=4
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Figure A.10: Dumbbell topology performance under uniform rising and falling traffic evolution with
LPlimit = 30%, γ = 7
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(a) Reconfiguration cost for bidirectional path topology for

N=6, C=32, W=6
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(b) Grooming cost for bidirectional path topology for N=6,

C=32, W=6
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(c) Integrated objective function for bidirectional path

topology for N=6, C=32, W=6
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Figure A.11: Bidirectional path performance under uniform rising traffic evolution with LPlimit =
70%, γ = 7
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(a) Reconfiguration cost for bidirectional path topology for

N=6, C=32, W=6
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(b) Grooming cost for bidirectional path topology for N=6,

C=32, W=6
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(c) Integrated objective function for bidirectional path

topology for N=6, C=32, W=6
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Figure A.12: Bidirectional path performance under uniform rising traffic evolution with LPlimit =
30%, γ = 7
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(a) Reconfiguration cost for bidirectional path topology for

N=6, C=48, W=6
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(b) Grooming cost for bidirectional path topology for N=6,

C=48, W=6
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(c) Integrated objective function for bidirectional path

topology for N=6, C=48, W=6
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Figure A.13: Bidirectional path performance under uniform rising traffic evolution with LPlimit =
70%, γ = 7, same result obtained for LPlimit = 30%
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(a) Reconfiguration cost for bidirectional path topology for

N=6, C=64, W=6

0 2 4 6 8 10 12 14 16 18 20
0

5

10

15

20

25

30

G
ro

om
in

g 
C

os
t

Bidirectional path with N=6, C=64 and W=6,uniform falling traffic pattern

Changes in Traffic

Grooming ILP
Heuristic
Integrated ILP

(b) Grooming cost for bidirectional path topology for N=6,

C=64, W=6
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(c) Integrated objective function for bidirectional path

topology for N=6, C=64, W=6
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Figure A.14: Bidirectional path performance under uniform falling traffic evolution with LPlimit =
30%, γ = 7
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(b) Grooming cost for bidirectional path topology for N=6,

C=32, W=6
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(c) Integrated objective function for bidirectional path

topology for N=6, C=32, W=6
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Figure A.15: Bidirectional path performance under uniform rising and falling traffic evolution with
LPlimit = 70%, γ = 7
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(a) Reconfiguration cost for bidirectional path topology for

N=6, C=32, W=6
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(b) Grooming cost for bidirectional path topology for N=6,

C=32, W=6
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(c) Integrated objective function for bidirectional path
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Figure A.16: Bidirectional path performance under uniform rising and falling traffic evolution with
LPlimit = 30%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.17: Barbell performance under uniform rising traffic evolution with LPlimit = 70%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.18: Barbell performance under uniform rising traffic evolution with LPlimit = 30%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.19: Barbell performance under uniform falling traffic evolution with LPlimit = 30%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.20: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
70%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.21: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
30%, γ = 7
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(a) Reconfiguration cost for barbell topology for N=6,
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.22: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
70%, γ = 2
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.23: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
30%, γ = 2
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(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.24: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
30%, γ = 15



103

0 2 4 6 8 10 12 14 16 18 20
0

50

100

150

200

250

300

350

400

R
ec

on
fig

ur
at

io
n 

C
os

t

Barbell topology with N=6, C=32, W=8,uniform rising/falling traffic,gamma = 7,LPlimit = 30%

Changes in traffic

Grooming ILP
Heuristic
Integrated ILP

(a) Reconfiguration cost for barbell topology for N=6,

C=32, W=8
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(b) Grooming cost for barbell topology for N=6, C=32,

W=8

0 2 4 6 8 10 12 14 16 18 20
−1200

−1000

−800

−600

−400

−200

0

200

400

600

800
Barbell topology with N=6, C=32, W=8,uniform rising/falling traffic,gamma = 7,LPlimit = 30%

Changes in traffic

In
te

gr
at

ed
 o

bj
ec

tiv
e

Grooming ILP
Heuristic
Integrated ILP

(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.25: Barbell performance under uniform rising and falling traffic evolution with LPlimit =
30%, γ = 7
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(b) Grooming cost for mesh topology for N=6, C=32,

W=8
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(c) Integrated objective function for mesh topology for

N=6, C=32, W=8
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Figure A.26: Mesh topology performance under rising traffic evolution with LPlimit = 70%, γ = 7
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(b) Grooming cost for mesh topology for N=6, C=32,

W=8
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(c) Integrated objective function for mesh topology for

N=6, C=32, W=8
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Figure A.27: Mesh topology performance under falling traffic evolution with LPlimit = 70%, γ = 7
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(c) Integrated objective function for mesh topology for

N=6, C=32, W=4
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Figure A.28: Mesh topology performance under rising and falling traffic evolution with LPlimit =
70%, γ = 7
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(c) Integrated objective function for barbell topology for

N=6, C=32, W=8
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Figure A.29: Barbell topology performance for only the heuristic under rising and falling traffic
evolution with LPlimit = 30%


