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Adaptive automation (AA) is the dynamic allocation of complex system functions to 

a human operator and/or automated controller on the basis of the state of the human-task-

environment and having the objective of optimizing overall system performance.  Adaptive 

automation has been successfully applied to different types of simulated tasks in laboratory 

settings; however, there have been few field applications and problems remain in providing 

human operators of adaptive systems with adequate feedback on changing system states and 

modes of operation.  This may result in poor operator situation awareness (SA). Previous AA 

research on system feedback mechanisms has primarily focused on visual cues of system 

state changes.  Some work has investigated complex auditory icons, but no research has 

considered the use of vocal cues on adaptive system state changes. 

The current research investigated the potential for multimodal interfaces to 

improve adaptively automated system performance by considering multiple resource 

theory (MRT) of attention in system interface design.  Subjects were provided with 

feedback on AA states via their visual and auditory senses in order to improve overall 

system performance and human-automation interaction.  An experiment was conducted 

to compare the use of visual (icons), auditory (earcons) and vocal cues for conveying the 

state of an adaptive teleoperator (remote-control robot) in a high-fidelity, virtual reality 

simulation of an underwater mine disposal task.  Earcons have been found to be 

beneficial for cueing operators of automated system states, but there has been no research 

to investigate earcons as feedback mechanisms in either complex human-machine 



interaction or in adaptively automated systems. In this study, modal cues were associated 

with task phase changes and teleoperator control mode changes. 

The type of cue and level of cue complexity (level of detail) was varied between 

and within subjects, respectively.  Operator performance was evaluated in terms of 

system-state awareness, accurate control commands, and time-to-task completion.  The 

research sought to discover which cue type was most effective for facilitating overall 

system performance and maintaining operator SA.   

   Results demonstrated the manner in which humans use visual and auditory 

sensory cues for feedback when dealing with adaptively automated systems is in 

agreement with MRT.  Vocal cues were identified as being superior for warning 

operators of system-state changes, maintaining SA (attentional resources) and facilitating 

overall complex system performance.  The results of this study are applicable to the 

design of future automated systems and may serve to improve efficiency and 

effectiveness of performance. 
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11..  LLIITTEERRAATTUURREE  RREEVVIIEEWW  
  
11..11  IINNTTRROODDUUCCTTIIOONN  
  
  Adaptive automation (AA) is considered to provide the capability to improve 

complex systems control over traditional, conventional automation; however, there are many 

problems currently associated with its implementation (Scerbo, 1996, Kaber, Riley, Tan, & 

Endsley, 2000).  One proposed approach to effective implementation of AA is to incorporate 

multimodal interfaces into the design of systems to improve human-automation interaction.  

Kaber et al. (in preparation) investigated the effectiveness of multimodal interface cueing on 

automation-state changes in adaptive system operation.  Specifically, auditory and visual 

cues of adaptive system state changes were evaluated in terms of operator situation 

awareness (SA) and performance in an underwater teleoperated virtual reality (VR) demining 

task.  The goal of their experiment was to reduce decrements in system performance that are 

typically associated with AA, as a result of poor human-automation communication.  This 

problem is generally associated with reduced operator mode awareness and longer duration 

recovery times in the event of system errors.  Both modal and bimodal cues were evaluated.  

They included musical earcons, semi-abstract icons, and both earcons and icons presented 

simultaneously.  Cues were provided to operators to indicate impending changes in the level 

of system automation (manual control or supervisory control) and the phase of the task 

(search for mines, place depth charges, or detonate mines).  Kaber et al. (in preparation) 

found bimodal cues to be superior to modal cues (particularly visual stimuli).  As well, 

cueing with earcons produced significantly fewer errors than cueing with icons.  Operator 

perception of system states, or Level 1 SA, was also superior with bimodal cues.  In addition, 
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bimodal cues produced shorter trial times.  Although these results are promising for interface 

design for effective implementation of AA, Kaber et al.’s (in preparation) research did not 

investigate the use of vocal cues.  Vocal cues have the potential advantage of reducing the 

translation that may be associated with interpreting the meanings of earcons.  Also, the 

meanings of vocal cues may be easier for subjects to learn than earcons or icons because 

vocal cues require natural language processing.  As a result, vocal cues may produce shorter 

trial times and better performance.   

The following literature review covers AA and research on interface design for 

effective implementation of AA.  It also covers earcons, their design, and potential benefits 

as advanced warning cues in complex systems, as compared to other modal cues.  Finally, 

virtual reality systems are reviewed as test-beds for human factors research, and AA studies 

in particular, and a suitable experimental setup is identified for this research.  The review is 

intended to serve as a basis for work involving assessment of vocal messages, earcons, and 

icons for operator cueing in adaptively automated systems.   

 

  
11..22  AADDAAPP TTIIVVEE  AAUUTTOOMMAATTIIOONN    
 

The purposes of automation include performing tasks that humans do not want to do, 

do poorly, or are not well suited to do (Scerbo, 1996). Traditional automation is defined as 

the outsourcing of tasks to a machine to perform (Parsons, 1985).  Traditional automation can 

result in performance problems such as reduced operator SA, which may occur when humans 

are removed from complex system control loops (Kaber, Riley, Tan, & Endsley, 2001).  

Other problems include an increased monitoring load on operators.  Automation often 

requires a human supervisor to oversee the functioning of many machines simultaneously.  
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Unfortunately, humans are not effective monitors of information sources for extended 

periods of time, and this situation often results in vigilance decrements (Parasuraman, 1986).  

Scerbo (1996) has noted that introducing automation into a system that was previously non-

automated may actually increase operator workload due to monitoring requirements.  Over 

the long term, skill decrements can also result from traditional automation because the human 

adapts to a supervisory control role in the process and does not exercise active decision-

making or manual control (Shiff, 1983).  If a situation develops that requires the human to 

intervene in the control loop, he or she may not remember how to perform tasks manually as 

a result of the automation (Scerbo, 1996).   

Adaptive automation is defined as “the dynamic allocation of tasks or control 

functions between human operators and automated control systems over time based on the 

state of the human-task-environment” with the objectives of moderating operator workload, 

yet maintaining situation awareness at the same time (Kaber, 1999).  Adaptive automation, 

by nature, incorporates multiple levels of automation (LOAs) into a single system.  Adaptive 

automation may be beneficial to complex system performance because it considers the 

human in the design cycle and ensures the human is retained in the control loop during 

normal operations in order to deal with potential automation errors and failures.   

Adaptive automation is a new and evolving technology that is not thoroughly 

understood.  Optimal AA strategies for human-computer- interaction, team scenarios, and 

operator performance have not yet been realized (Kaber, Riley, Endsley, & Tan, 2001).  

Several strategies have been presented to create an effective adaptively automated system.  

The first strategy is to alter the level of automation based upon the human’s interactions with 

the system.  The operator’s interactions are judged against a situational database to determine 
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the optimum interactions.  If the operator is not interacting with the system in the most 

effective manner, the system may switch to a higher LOA (Morris & Gluckman, 1994).  The 

main problems associated with this strategy are the complexity of building the database and 

the retroactive response (Scerbo, 1996).  A more proactive strategy involves modeling human 

performance against actual operator performance.  The modeled behaviors are compared to 

the actual behaviors.  Like the previous approach, the system would be capable of switching 

LOAs when needed (Scerbo, 1996).  Hancock and Chignell (1987, 1988) proposed a slightly 

different strategy, in that they used current and future workload of the operator as a means 

for allocating tasks to the operator or the machine.  Another proposed strategy to AA is using 

biopsychometrics, such as heart rate variability, eye movements, and event-related brain 

potentials to trigger a change in the LOA (Morris & Gluckman, 1994, Byrne & Parasuraman, 

1996).  Morris and Gluckman (1994) also advocated monitoring the task and looking for 

critical events that might serve as a basis for altering the LOA.  However, this strategy has 

proved to be ineffective for complex systems because the event driven change is not directly 

correlated with performance or workload (Parasuraman, Bahri, Deaton, Morrison, & Barnes, 

1992).  

The ultimate goal of AA is to determine dynamic function allocation strategies that 

optimize human operator performance, situation awareness and workload (Kaber & Riley, 

1999).  Many solutions have been proposed to alleviate the problems created by various AA 

strategies.  Among these solutions is the creation of more effective interfaces.  Providing 

feedback on mode changes, such as cues may improve the effectiveness of AA strategies 

because the human is kept more in the information loop, therefore, the operator’s 
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performance and SA may increase (Kaber, Hughes, Wright, Sheiknaniar, & Warren, in 

preparation).    

 

11..22..11  AADDAAPP TTIIVVEE  AAUUTTOOMMAATTIIOONN  IINNTTEERRFF AACCEESS  

 The main problem that occurs as a result of AA in complex systems is a lack of 

operator knowledge concerning the state of the system at any given point in time because of 

often inadequate system feedback.  One potential solution to this problem is the development 

of more effective interfaces for AA systems.  There are three types of interface solutions that 

have been proposed in the literature.  They include dynamic displays, multimodal displays, 

and direct manipulation displays.   

Weiner (1988) introduced the concept of dynamic displays into the cockpit setting 

with the objective of improving pilot situation awareness.  Specific interfaces are introduced 

over time based on the LOA to be employed.  Displays can also be selected or deselected 

based on the operator’s task requirements.  In order to support human operator performance 

in interacting with AA, these displays must be consistently designed to allow users to 

smoothly switch among different LOAs without getting lost due to complex changes within 

the interface.  The interface design must ensure that users remain aware of what functions 

they are controlling and what functions the automation is controlling (Norman, 1990).   

It is possible that interfaces displaying the level of information required for operating 

some AA systems may actually increase the complexity of the system (Kaber, 2001).  

Consequently, dynamic interfaces have been designed and evaluated for supporting human 

performance and situation awareness, but constantly changing interface features may confuse 

operators.  One method of addressing this problem would be to incorporate multimodal 
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displays into the system (Kaber, 2001).  Such displays may capitalize on MRT by allowing 

for presentation of all critical system information without overwhelming the human with 

information along a single modality (Scerbo, 1996).  Multimodal sensory cues can be an 

effective means of notifying the human of LOA changes or other changes within a system 

(Kaber, Hughes, Wright, Sheiknainar, & Warren, in preparation).  In theory, multimodal 

displays may increase situation awareness and performance, while reducing cognitive load. 

Ballas et al. (1991) hypothesized that information processing required to resolve user 

intentions and adaptive machine states would be reduced when using a direct manipulation 

interface because the user’s mental model is more accurately matched by the interface 

functions and controls.  A benefit of direct manipulation, as stated by Ballas et al. (1991), is 

that such interfaces maintain a consistent style and may offset the disadvantages of changing 

controls and displays as part of AA implementations in complex systems.  In terms of human 

performance, the consistency in the interface style may result in increased SA.   

Ballas et al (1991) used a dual- task paradigm, including a target confirmation and 

classification task along with a tracking task, to investigate the effectiveness of direct 

manipulation interface design over conventional interface design for reducing AA-induced 

deficits in SA and performance. Deficits were expected as a result of drastic changes in 

display content as system automation changed from one mode to another. They speculated 

the direct manipulation interface would increase the users sense of task engagement; thereby, 

making the transition from one mode of system automation to another easier for operators. 

The target classification task was either fully automated or performed manually by a human 

depending upon the level of difficulty of the tracking task. Multiple modalities were used to 

cue changes in the state of the target classification task automation.  The cues included a 
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beep and a graphical border placed around the task window when manual control was 

required. The border served to highlight the task interface.  Ballas et al. (1991) found that 

performance (or “SA”) decrements occurred during manual system control due to advanced 

automation of the target classification task. They observed that the direct manipulation 

interface was superior to a conventional interface for ameliorating adverse performance 

consequences due to system state changes.  The relative effectiveness of the beep or 

graphical border around the target task window for cueing subjects on system state changes 

was not assessed. However, based on subjective query of subjects, Ballas et al. observedthat 

the more intuitive direct manipulation interface allowed subjects to better anticipate state 

changes than the conventional interface.  

Ballas et al. even though subjects were cued to the complex system state changes as 

part of AA, automation- induced SA deficits were still observed during periods of manual 

system control. This suggests that the type of cueing may not have been entirely effective for 

informing operators of state changes or the interface design did not allow subjects to easily 

infer how to modify control actions based on a system state change. In general, the study 

supports the need to examine explicit cueing of operators to complex system state changes to 

promote SA and performance subsequent to a state or behavior change (Kaber, Hughes, 

Wright, Sheiknainar, & Warren, in preparation). 

Dynamic displays, multimodal displays, and direct manipulation displays are all 

proposed solutions to problems incurred as a result of AA; however, more empirical research 

is needed in order to determine which display type produces the best results under various 

implementations and strategies of AA. 
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11..22..22  HHUUMMAANN--HHUUMMAANN  AANNDD  HHUUMMAANN--AAUUTTOOMMAATTIIOONN    
IINNTTEERRAACCTTIIOONN  
  

The issues in implementation of AA become more complex when considering team 

operations or control of complex systems.  When AA is utilized in team scenarios, it may 

drastically alter the team environment (Kaber, Riley, Endsley, & Tan, 2001).  Teams are 

created to exploit individual abilities of members.  One team member may be stronger in a 

certain area of a task than another member.  Team member interaction and communication is 

crucial for a system to function correctly (Kanki, 1993).  In order for the team to be an 

effective entity, the members must be able to share their knowledge via an effective means of 

communication, be it vocal or non-vocal.  Different situations are more conducive to 

different forms of communication.  For example, in a loud factory, production team members 

would most likely not be able to hear one another speak, so they may use other forms of non-

vocal communication, such as hand gestures or written language (Bowers, 1996). Since 

automation, in effect, may function like a member of the team, it also must be capable of 

communicating with other team members.  It should also be designed not to compromise 

critical vocal and non-vocal communication among human operators.  Scerbo (1999) 

suggested that AA should be designed so that multiple forms of communication are possible 

across multiple modalities allowing more natural communication to result and possibly 

reduced team member (human, computer controller) workload.    
Sklar and Sarter (1999) previously hypothesized that auditory and haptic cues may 

promote improved interaction between humans and automation in coordinated complex 

system control; however, they did not investigate an adaptive system. Specifically, they 

examined the use of visual, tactile, and bi-modal (visual and tactile) cues to indicate 
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unexpected mode transitions in a cockpit simulation.  Sklar and Sarter (1999) found the use 

of tactile, and a combination of tactile and visual cues, to result in higher rates of detection of 

mode transitions.  The rates of detection with tactile cues were particularly pronounced in 

trials that involved visually intensive displays.  It is possible that human-human and human-

automation team interaction in the cockpit may benefit from cueing across multiple 

modalities to facilitate team member comprehension of system states.   

As reported earlier, Kaber et al. (in preparation) examined the use of earcons, icons, 

and a combination of both earcons and icons in an adaptive teleoperation system involving 

human and computer coordinated control.  Auditory cueing produced significantly fewer 

errors than visual cueing.  Time-to-task completion was also greater with visual cues.  Kaber 

et al’s (in preparation) study expands upon the previous research by Sklar and Sarter (1999) 

by providing further evidence of the benefits of multiple modality cueing under AA and 

improvements in human-automation interaction.  

With respect to these results, the auditory modality may be especially beneficial for 

cueing information because it has the advantage of alerting people when a sound is heard, 

which can result in faster reaction times (Bly, 1982).  Graham (1999) compared earcons to 

traditional warnings in an automobile to evaluate emergency warnings in vehicle collision 

avoidance applications.  Graham (1999) found in the context of emergency warnings, 

“Auditory icons have considerable potential advantages over conventional sounds in terms of 

response time and subjective ratings.”  In this instance, automobile electronic systems act 

like a team member to the human operator.  The context requires effective communication 

between the human and the automobile, so collisions do not occur.  The automobile 
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communicates by providing cues that a collision is about to occur.  The human responds to 

the automobile’s cues by re-directing the vehicle, towards collision avoidance. 

In general, all of these studies provide evidence to support the use of multimodal 

cueing in human-human and human-automation coordinated (team) control of complex 

systems.  Advanced warning of operators (team members) of system state changes with 

complex auditory, tactile, and bi-modal cues has been proven to be successful in various 

contexts.  Such cueing mechanisms may serve to reduce the number of serious AA 

implementation issues in complex system design.   

    
11..22..33  SSUUMMMMAARRYY  OOFF  AADDAAPP TTIIVVEE  AAUUTTOOMMAATTIIOONN  
  

Adaptive automation is likely to be an effective means for implementing automation 

and improving human performance in the near future; however, optimum methods had not 

been developed to employ AA over a broad range of disciplines (Kaber, Hughes, Wright, 

Sheiknainar, & Warren, in preparation).  This research evaluated what cue types are most 

effective in reducing a lack of operator mode awareness problems associated with AA.  

Scerbo (1999) cited Weiner (1989), who stated, “Automation is neither inherently good nor 

bad.  It does, however, change the nature of the work, and, in doing so, solves some problems 

while creating others.”  These problems need to be known, so designers can create ways to 

improve upon and solve them (Scerbo, 1999).  Different interfaces are one proposed method 

of solving problems with AA.  This research evaluated the effectiveness of an interface 

utilizing different sensory modalities (visual icons, vocal cues, and earcons) in an AA 

application.   
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11..33  HHUUMMAANN  IINNFFOORRMMAATTIIOONN  PPRROOCCEESSSSIINNGG  OOFF  AAUUDDIITTOORRYY  SSTTIIMMUULLII  
  

Mountford and Gaver (1990) said, “Sound exists in time and over space, vision exists 

in space and over time.”  Humans have omnidirectional hearing capability, but only have a 

small field of view; therefore, sending information to the auditory modality makes sense 

particularly for system-state warnings.  Sound can be provided in a way so as not to distract 

the user from the visual display, but rather to complement it and to effectively use human 

cognitive resources.   

According to Wickens and Hollands (2000), “Multiple-resource theory would predict 

relative independence between the perception of music and the involvement with tasks that 

are manual or vocal.”  Likewise, Martin et al. (1988) found that reading comprehension and 

instrumental music could be simultaneously processed without any decrement in 

understanding; however, reading comprehension did suffer when lyrics were added.   

Multiple messages can be conveyed simultaneously by different parameters of 

auditory cues.  King and Oldfield (1997) said broadband signals should be used, so the user 

can successfully hear all of the parameters of sounds.  Albers (1996) found that when he 

shifted a portion of information to the auditory channel as opposed to the visual channel in an 

Audible Web application, users were able to gather more information than they did with a 

traditional web application.  Albers (1996) shifted information concerning data transfer, 

feedback on user’s actions and navigational aids through content feedback to the auditory 

modality because the visual modality was already busy gathering all of the information that is 

incurred in an internet application.  In addition, the users could more accurately describe the 

status of the system as far as data transfer and activities.    
When multiple channels of auditory sources are presented, usually the subject only 
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focuses attention on one channel.  However, channels of auditory information that are not 

paid focused attention may remain in the echoic short-term sensory store for 3-6 seconds 

(Wickens & Hollands, 2000).  If the previously unattended information becomes attended to, 

then it may be recognized and the information may be sent to working memory and long-

term memory (Wickens & Hollands, 2000).  According to Banks et al. (1995), “Information 

presented in an unattended channel is temporarily inhibited for several seconds following 

presentation, demonstrating ‘negative priming’.”  If the information first presented in the 

unattended channel is then presented in the attended channel, then there is usually a slower 

reaction time than if the information had originally been presented in the attended channel.   

As humans age, degenerative effects decrease the ability to distinguish sounds, just 

like other types of stimuli  (Barr & Giambra, 1990).  Therefore, if auditory cues are designed 

for older users, care needs to be taken to create earcons that are significantly different from 

one another. 

 

11..44  EEAARRCCOONNSS 

In general, the benefits of the auditory modality may be capitalized upon by the use of 

earcons.    Earcons are messages that are created from auditory tones.  The properties of 

earcons are generally pitch, amplitude, frequency, duration, tone, and special effects that may 

be delivered to musical tones.  Earcons can be hierarchical, meaning that one earcon’s 

information may build off of another earcon’s meaning.  Earcons are useful because they can 

be internationally understandable.  In addition, earcons may prove to be beneficial for people 

who are blind or have low vision, users of displays that are already visually cluttered, and for 

people whose clothing inhibits their sight (Brewster, 1998).   
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Mynatt (1994) described basic rules for incorporating usability into earcons.  First, 

the sound must be identifiable; that it is common enough that the user is familiar with it, but 

also distinguishable from other sounds.  Second, the sound should map well to the action 

being portrayed.  In a study previously conducted by Brewster (1998), many subjects 

reported attaching meaning to the earcons, so they could better remember them.  Third, the 

parameters of the sound should be appropriate.  That is the earcon should be constructed in 

the normal hearing range of humans, should not be excessively long, and should not create 

negative emotions upon sensation.   

Blattner et al. (1989) described how motives, which are musical fragments consisting 

of a few notes, can be transformed into complex earcons.  Motives form hierarchies by using 

repetition, variation, or contrast (Brewster, 1998).  If repetition is used, a motive is repeated a 

specific number of times to denote the level at which the user is at within the hierarchy.  

When using earcons as a mechanism of communication, an important point to remember is 

not to annoy the user with a particular tune.  According to Blattner et al.  (1989), "hearing a 

simple tune ten or more times a day irritates users, and can cause audio fatigue." 

With variation, motives can be altered in rhythm, pitch, timbre, register, or dynamics.  

If contrast is used, the motive changes in pitch, rhythmic content, or both.  Brewster (1998) 

suggests that a change in pitch alone will not provide enough information to the user for them 

to recall the correct level within the hierarchy.  The ideal number of pitches within a single 

motive is two to four  (Gaver, 1986).   

There are three basic types of complex earcons according to Blattner et al. (1989).  

They are combined, transformed, and inherited.  Each type has specific properties that 

differentiate it from the other two.  Combined earcons simply combine motives.  When the 
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motives are used in conjunction with one another, a message is generated.  Transformed 

earcons alter the sequence of the motives.  For example, a transformed earcon may involve a 

crescendo as the motives are played.  Inherited earcons involve hierarchies.  Each hierarchy 

is defined to have specific properties.  As new motives are added to increase the hierarchy, 

new properties must also be added.  Blattner et al. (1989) suggests that timbre be used as the 

distinguishing factor for the root earcon of the hierarchy because it is an important element of 

sounds.   

  
11..44..11  EEAARRCCOONN  DDEESSIIGGNN  
  

  There are a few general rules that Brewster suggests using when creating earcons.  A 

specific family is composed of sounds from one instrument or voice alone.  The same types 

of earcons share the same rhythm.  Kerman (1980) proved that the majority of listeners 

respond more readily to rhythm than to any other property of music.  If an earcon exists 

within the same family and type as another earcon, then the register can be altered to denote 

the difference (Brewster, 1998).   

Brewster et al. (2001) later generalized his previous guidelines by saying; many 

different parameters must be considered, such as timbre, register, rhythm, pitch, duration, 

intensity, and spatial location.  Families of earcons share one or more of the above 

parameters.  Families can be further divided into subgroups by sharing additional features as 

the families of earcons move down the hierarchy (Brewster, Edwards & Wright, 2001).   

Blattner et al. (1989) defined a slightly different method of creating clear, concise 

earcons.  A family of earcons is assigned a single, distinct rhythm.  The second tier of the 

hierarchy incorporates the family rhythm, but then adds a pitch sequence.  It is suggested that 
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the second tier be composed in a sine wave because it is a more basic form of sound.  The 

third tier consists of a copy of the second tier; however a different timbre and a higher pitch 

are used.  For the creation of further hierarchies, a change in the register or dynamics can be 

used as differentiating parameters. 

When designing earcons, care should be taken in using synthesized sounds because 

the qualities of the actual instrument may or may not be realized within the synthesizer.  It is 

also important to consider the pitch when selecting timbres because not all instruments are 

capable of all pitches.  Rhythm and duration of tones within earcons allow users to 

distinguish and process cues.  Similar rhythms can be easily confused, thus the wrong 

information could be conveyed to the user.  In order to distinguish earcons with the same 

rhythm, it is suggested that a different number of notes be used within different sub-groups of 

earcons.   

It is possible that a user can understand two earcons played simultaneously.  An 

earcon can consist of up to six notes played within 1 second and still be considered an 

effective method for information transfer.  According to Brewster et al. (2001), the first note 

of the earcon should be louder, and the last note should be longer.  In order for an earcon to 

be successful, it must first grab the attention of the user.  Intensity is the most common 

means for involving the user in earcon perception; however, rhythm, pitch, rapid onset and 

offset times, irregular harmonics, atonal sounds, or arrhythmic sounds can also be used to 

attract the user.  Compound earcons need to allow at least a 0.1 second gap between different 

earcons, so the user will clearly understand the starting and ending point of the respective 

earcons (Brewster, Edwards & Wright, 2001).   

For detecting dynamic stimuli, a combination of rhythm and pitch have been found to 
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be effective (Blattner, Greenberg, & Sumikawa 1989).  Gaver (1986) suggested using a 

change in register to delineate vertical location or direction; a change in dynamics to indicate 

horizontal direction; and a crescendo or decrescendo to relate direction to the user.   

 

11..44..22  EEAARRCCOONN  TTRRAAIINNIINNGG   
  

Complex system operators can be trained to recognize the distinct features of specific 

earcons, and therefore understand their meaning (Brewster, 1998).  Blattner et al. (1989) 

state, “If the basic rules of combination are understood, listeners can infer the meanings of 

earcons they haven’t heard.”  Also, Blattner et al. (1989) said, “Untrained subjects quickly 

recognize musical timbres.”  Brewster (1998) found that musical training does not affect a 

subject’s ability to respond to earcons.  However, similar rhythms did cause problems for 

non-musicians.  According to a previous study by Blattner et al. (1989), musical motives are 

better than flat tones for earcon learning.  Dowling (1986) proved that performance involving 

earcons was increased if the sequence of notes was familiar to the user (i.e., familiar motives 

were used).       

 

11..44..33  CCOOMMPP AARRIISSOONNSS  OOFF  EEAARRCCOONNSS  AANNDD  IICCOONNSS  
  

Earcons and icons have similar composition and anticipated effects; however, there 

are differences that may cause one form of communication to be more desirable than the 

other (Blattner, Greenberg & Sumikawa, 1989).  Deese and Grindley (1947) related melodies 

to visual shapes, stating they were similar in purpose and effect.  Buxton et al. (1987) 

demonstrated the importance of auditory cues in human-computer interaction applications 

based on empirical findings that when the sound option was not selected in video games, 
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scores decreased.  Both icons and earcons convey information; however, only icons are 

selectable.  Earcons are more transient than icons.  Earcons presented simultaneously are 

more complex for a user to interpret than simultaneously presented icons.  However, studies 

by both Elliot (1937) and Sticht (1969) have shown that vocal messages are more easily 

understood than textual messages.   

Icons and earcons can be classified as representational, abstract, or semi-abstract 

(Blattner, Greenberg & Sumikawa, 1989).  Representational icons are basic pictures of 

objects, whereas representational earcons are digitized sounds that mimic actual events. 

Abstract icons combine geometrical shapes and marks to invoke the desired effect on the 

user.  Abstract earcons involve motives that do not directly relate to the meaning initially, but 

rather meaning is attached to them through training.  Meaning may be in the form of vocal or 

visual and even spatial memory codes.  Semi-abstract icons are constructed using a 

combination of geometrical shapes and marks, as well as pictures of objects.  Semi-abstract 

icons can also be simplified pictures of objects, whereas semi-abstract earcons combine a 

naturally occurring sound with learned motives.  Semi-abstract icons and earcons seem to be 

the more “internationally-friendly” choice.  According to the American Institute of Graphic 

Arts (1981), most international signs are constructed using semi-abstract icons.   

 

11..44..44  CCOOMMPP AARRIISSOONN  OOFF  EEAARRCCOONNSS  AANNDD  VVOOCCAALL  IINNFF OORRMMAATTIIOONN  
  

Earcons are not language dependent, so unlike vocal cues, earcons are understood by 

people of all cultures, regardless of their spoken language (Tannen, 1998).  Brewster (1998) 

contended that earcons also have an advantage over vocal cues in that they communicate 

information more quickly.  It may take a longer period of time to actually say the words to 
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convey the information necessary to understand a situation than if the meaning is understood 

by a single earcon.  However, it is possible that the human may be capable of understanding 

the meaning of the vocal information more quickly than the information presented in the 

earcon because earcons require an additional translational stage within human information 

processing.  According to Rabiner et al. (1997), “Speech is the most intuitive and most 

natural communicative modality for most of the user population.”  Beyond this comparison, 

only one vocal message can be understood at any given time; however, multiple earcons 

messages can be understood simultaneously.  Buxton (1995) said, “In cases where we need to 

control more than one process simultaneously, speech (alone) is generally not an effective 

mode of communication.”  

  
11..44..55  SSUUMMMMAARRYY  OONN  EEAARRCCOONNSS  
  

Earcons have proved to be an effective feedback mechanism compared to visual cues; 

however, current studies have failed to compare the effectiveness of earcons as a feedback 

with vocal messages.  Multiple experiments have proven earcons can be successful in 

delivering complex messages to users in cognitively taxing situations.  For instance, in 

telephone-based interfaces, Brewster (1998) used earcons for navigation within a menu 

hierarchy.  He found earcons could be recalled well over time.  He proved that using earcons 

is a viable method of navigating through menu hierarchies.  When analyzing non-visual 

interfaces for wearable computers, Walker and Brewster (2000) found, “Workload was 

significantly reduced when sound was present…users do not have to devote so many of their 

cognitive resources to perform the task.”  Earcons may be successful because they reallocate 

information that would most likely be displayed in the visual modality to the auditory 
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modality.  Multiple resource theory provides justification for the division of information into 

different modalities for maximum simultaneous human information processing.  Earcons that 

are trained and have meanings associated with them may also allow for more efficient and 

effective information processing than vocal messages. 

  
11..55  VVIIRRTTUUAALL  RREEAALLIITTYY  SSYYSSTTEEMMSS  FFOORR  HHUUMMAANN  FFAACCTTOORRSS  RREESSEEAARRCCHH  
  

Unfortunately, the majority of historical AA studies presented in the literature have 

been conducted using low-fidelity laboratory simulations of flight tasks (e.g., the Multi-

Attribute Task Battery (Parasuraman et al., 1996; Parasuraman, 1993; Scallen, Hancock & 

Duley, 1995)).  Only recent AA research has developed and employed high-fidelity synthetic 

representations of, for example, air traffic control (ATC) tasks (Hilburn, Jorna, Byrne, & 

Parasuraman, 1997), aircraft piloting tasks (Scallen & Hancock, 2001), and teleoperation 

tasks (Kaber, Hughes, Wright, Sheiknainar, & Warren, in preparation).  In some of this work, 

VR systems have been used to present simulations to promote task realism and 

generalizability of results to real-world applications.  The work has provided important 

insight into implementation issues associated with adaptive automation.   

This research followed this current trend and made use of a VR system to simulate a 

complex system and to assess the effects of AA applied to that system on human 

performance.  With this in mind, this section presents a detailed review of VR technology as 

a basis for equipment selection for the experiment as part of this study.   

Aukstakalnis et al. (1992) said, "Virtual reality is a way for humans to visualize, 

manipulate and interact with computers and extremely complex data."  Virtual reality allows 

users to have an otherwise two-dimensional scene represented in three-dimensions.  The 
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addition of depth to the field creates an environment that is a closer representation of reality.  

Virtual reality may be successful because it provides a more accurate and easier mode of 

decision analysis than is currently available through traditional 2-D simulation (Kaber, 

1999).   

There are many benefits for using VR for simulation and training as opposed to more 

conventional methods.  Virtual Reality is relatively inexpensive in comparison to the cost of 

actual field tests.  Virtual reality is also capable of producing an extremely high-fidelity 

representation of reality.  Another benefit is VR serves as an excellent medium for training in 

task-critical situations because real resources are not lost.  In addition, VR can be used when 

there are limited available resources.   

 

11..55..11  VVIIRRTTUUAALL  RREEAALLIITTYY  EEQQUUIIPPMMEENNTT  
  

Resolution, color, freedom of movement, weight, number of views, cost, speed, and 

contrast are all factors that go into the selection of equipment for VR applications.  Virtual 

reality equipment can broadly be divided into two categories, including displays and controls.  

Displays include items like head-mounted displays (HMDs), active and passive glasses, 

binocular omni-orientation monitor (BOOM) displays, and autostereoscopic displays.  

Controls include items such as mice, joysticks, wands, data gloves and exoskeleton master 

controllers (Youngblut et al., 1996).  Within each of these categories, there are different 

brands and models.   Since VR is a relatively new concept, the technology and equipment 

available is constantly evolving.  Some existing technology is discussed below. 
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11..55..11..11  DDIISSPPLLAAYY  TTEECCHHNNOOLLOOGG YY  

Head-mounted displays are primarily used because they allow users a relatively high 

degree-of- freedom of movement.  Depending on the model, HMDs can also offer high 

resolution (1280 x 1024) and high contrast (100:1).  However, HMDs limit the field-of-view 

of the user, and are often cumbersome.   

Certain HMDs are better suited to specific applications.  For example, Liquid Image 

Corporation claims that the MRG 4 is one of the best selling HMDs for gaming.  Virtual 

Reality, Inc., offers the VRI HMD 133 for surgical applications.  Kaiser Electro-Optics, Inc. 

offers the Vision Immersion Module, which can be used by multiple users, allowing more 

than one person to be immersed in the same environment simultaneously.  Head-mounted 

displays, in general, are beneficial for decision analysis because they allow for multiple 

viewpoints of the same data.  Youngblut et al., (1996) said that they might also focus user 

attention and promote performance as they isolate the user in the virtual environment, so they 

have an increased sense of presence.   

Active glasses work on the principle of switching the image seen by the viewer from 

one lens of a pair of lightweight glasses to the other (Belleman et al., 2001).  When one lens 

is working, the other is blocked, and vice-versa.  The switching “on” and “off” of the lenses, 

or flicker rate, is so fast that the human eye cannot readily detect the blocked lens, causing 

the image to appear both seamless and three-dimensional (Youngblut et al., 1996).  Two 

slightly different views are shown to each eye.  An infrared beam controls switching of the 

lens and allows multiple users to use multiple glasses simultaneously with a single beam 

emitter (Belleman et al., 2001).  Therefore, this technology is well suited to large audiences 

(Youngblut et al., 1996).  Another advantage of active glasses is they are much less 



  22  
 
 

cumbersome than Head-mounted displays.  However, like HMDs, they only provide a 

narrow field-of-view for the users.   

Passive glasses are similar to active glasses in tha t they are well suited for large 

audiences, but they are also used commonly in CAVE systems.  Passive glasses operate by 

creating a checkerboard image in each of the alternately polarized lenses.  Half of the pixels 

resulting are then disregarded and the remaining pixels are used to form an image for the 

viewer.  The flicker rate in passive glasses is lower than in active glasses, and the resolution 

is reduced as a result of the discounted pixels (Youngblut et al., 1996).   

Fakespace, Inc. makes the BOOM 3C, which is a visual display that is mounted on a 

boom to alleviate viewer discomfort associated with usual HMD weight.  A cathode ray tube 

(CRT) display system equipped with an optical tracker is then used for each eye.  The boom 

is equipped with a six degree-of- freedom motion tracker (Youngblut et al., 1996).  The 

motion tracker assigns floating point angles to specific regions in space.  The data is then 

transferred to the workstation, which in turn simulates the image to be projected in the visual 

display (Belleman et al., 2001).  The main advantage of the BOOM is that it is not 

cumbersome like an HMD. 

 

11..55..11..22  CCOONNTTRROOLL  TTEECCHHNNOOLLOOGG YY  

Mice are often used in VR applications because they are familiar to most users.  

Humans typically interact with conventional PCs using a mouse, so it is logical that they 

have been used to facilitate human-virtual environment interaction.  Joysticks are used with 

VR for this same reason.  Wands are another type of controller that may be used with VR 

systems.  Wands have the advantage of being slightly more abstract, so they can be used to 
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represent different objects of control within the VR simulation.  However mice, joysticks, 

and wands all may not be the best types of control for VR applications because they tend to 

steal user attention away from virtual scenes (Davies, 1996).  Another downfall for these 

controllers is users may need to see the controller in order to operate it; however, some of the 

display technologies, such as HMDs, do not allow users to see anything outside of the virtual 

environment.   

An alternative to joysticks and wands are data gloves and exoskeleton master 

controllers.  These devices fit onto your hands and body.  Depending on the particular glove 

or exoskeleton control, there are varying numbers of flex sensors.  Flex sensors relay to the 

VE exactly how a person moves at a particular joint, therefore, increasing the intuitiveness 

and ease of control as well as the realism of the VE experience, as if the person were actually 

in it (Gabbard & Hix, 1997). 

A suggestion of Gabbard and Hix (1997) is to incorporate VE input devices into real-

world objects that would be used if the task were to actually occur.  An example they give is 

the use of a device incorporated into a fire hose to train firefighters.  This was initially used 

in a VE for the Naval Research Laboratory, but similar technology can now be found in 

common video games (e.g.), suggesting the fast pace of development of VE technology 

(Gabbard & Hix, 1997).   

Gabbard and Hix (1997) also describe speech recognition systems as a means of input 

in VR applications.  Incorporation of speech into a VR system may increase the reality of the 

system to the user.  Also, it provides a method of selecting objects that does not divide the 

user’s attention by forcing him or her to search for input devices or control panels.  However, 
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voice recognition technology may not yet be refined enough to use in complex VE systems.  

Voice input is likely to be a viable input mechanism in the future, but as of now, it is not.   

A specific task may involve fewer movements than another task.  For that reason, not 

all VE interfaces need to incorporate six degree of freedom (DOF) motion (Hinckley et al., 

1994).  More DOF translates into more information that must be processed, therefore, 

occupying a more significant portion of the bandwidth and possibly introducing or extending 

lag in the system.  Lag creates a sense of disjointedness between the user’s movements with 

the input device and the results within the VE, in fact Richard et al. (1996) state, “delays of 

more than 300 milliseconds may decrease user presence and immersion”.     

Although these technologies may facilitate innovative and exciting applications, 

researchers are striving to improve many facets of them; so future work can enable more 

realistic displays.  Current VR technology research focuses primarily of new 3-D displays 

and how these devices can be more effectively designed from a human factors perspective.  

ATR Communications Systems Research Laboratories is working on correcting the depth 

error that can result from an incorrect inter-pupillary distance (IPD) and fuzziness of a 

display, which could drastically improve clarity in HMDs (Youngblut et al., 1996).  

Dimension Media Associates is manufacturing a High Definition Volumetric Display 

(HDVD) intended to provide an autostereoscopic 3-D display using concave mirrors and 

specific frequencies to adjust the index of refraction, which diffracts the beam of light.  

Anticipated applications of HDVD include VE, gaming, surgical applications, and general 

public information platforms.   Other researchers are studying improvements in virtual depth 

perception, autostereoscopic visual advancements, CAVE, and higher resolution displays  

(Youngblut et al., 1996).   
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11..55..22  VVIIRRTTUUAALL  RREEAALLIITTYY  UUSSEERR  CCOONNSSIIDDEERRAATTIIOONNSS  
  

In addition to recognizing the limitations of certain VR hardware, one must recognize 

the constraints of the VR user in order to design effective applications.  Gabbard and Hix 

(1997) developed a taxonomy that lists certain features that they believe should be 

considered when designing a virtual environment.  The first item on their list emphasizes that 

the user is stressed.  Stress can result in decreased attention spans, reduced situation 

awareness, tunnel vision, and a variety of other cognitive problems.   

In general, the taxonomy supports the notion that the technology should be designed around 

user’s characteristics, rather than the user adapting to already existing technology.  Individual 

differences stem from user experience levels both in the field and with similar technology 

(Egan, 1988).  User capabilities will likely play a large role in the overall effectiveness of a 

VE, such as the user’s vision, hearing, and size.  The system should be designed so that it 

will be viable for both left and right-handed people.  This could be done either by creating 

the controls and interfaces so that they are symmetrical, or can be switched to the users 

preference (Gabbard & Hix, 1997).  The size of users impacts not only the equipment, but 

also the role that the users see themselves playing within the VE.  One suggestion made by 

Boeing, was to incorporate different virtual body sizes into the VE, so that the users could 

wear the size body that would be most beneficial to their task (Gabbard & Hix, 1997).   

Object selection is another category in Gabbard and Hix’s taxonomy, and it highlights 

topics such as feedback, frame rates, and selection of multiple objects in Virtual reality.  One 

of the basic points that Gabbard and Hix (1997) make is that users need to be aware that 

whatever they desire to select is actually selected.  Various methods of feedback were listed, 

such as “highlighting, outlining, or vocal confirmation” (Gabbard & Hix, 1997).   
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Acoustic feedback is another division in the Gabbard and Hix’s taxonomy.  From a 

presence perspective, VEs should make users feel like they are actually there.  In order for 

this to occur, a VE should sound, as well as look, real (Gabbard & Hix, 1997).  Virtual 

environments should capitalize on user’s capabilities to perceive audio signals.  If a situation 

is difficult to judge based on appearance alone, the sounds accompanying the event may help 

a user understand the Virtual environment.  For sound presentation, Gabbard and Hix (1997) 

suggest using speakers over headsets, particularly if multiple users are involved.  This 

recommendation stemmed from the fact that if headphones were used, multiple users would 

not be able to communicate in a natural manner.  Kinesthetic, tactile, and olfactory cues 

could also be used to make the VE feel more real to a user.  However, in adding all of these 

sensory cues, it is important not to overwhelm the user, so their attention is not drawn away 

from the virtual task at hand.  With this in mind, one would suggest tha t the sensory cues 

only be placed in areas that appear to be problematic.  Extra sensory data in areas away from 

the problems would only distract the user.  Since one of the purposes of this research is to 

evaluate multimodal cueing, different sensory mechanisms utilizing a combination of 

auditory and visual stimuli will be used.   

The ability to select multiple objects at once is a feature that can be used through 

“rubber band- like” grouping mechanisms (Mapes & Moshell, 1995).  The frame rate needs to 

be high enough that it allows the user to have a seamless display, but not so fast that it 

disorients the user (Gabbard & Hix, 1997).  Ware and Balakrishnan (1994) suggested that 

certain tasks such as target acquisition are not heavily affected by low frame rates.  This 

suggestion once again stresses the importance of developing a VE specific to the individual 

needs of the project.   
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 Another important issue that Gabbard and Hix (1997) discuss is the number of users 

and their mode of evaluating their location in a Virtual environment.  The virtual task will 

normally determine the number and location of the users, but design specifications must be 

made, so that these characteristics are integrated into the Virtual environment.  If the VE 

focused on only one task, then typically a single-user VE is designed; however, if there is 

more than one task in question, designs should include a method for interaction between 

multiple users.  Designing for multiple users allows all users to be aware of not only their 

presence, but that of the other users, as well.  Typically, VE equipment is designed with the 

single user in mind; however, there are many situations that would benefit from multiple user 

capability.  The Responsive Workbench, or similar technology is suggested for multiple-user 

environments.  With respect to user interaction in using the workbench, if it is important for 

the operators’ positions within a multiple-user VE to be known, then it is essential to have 

some representation of each individual within the overall environment, in order for the users 

to see their position relative to the other operators.   

The perspective of the user in the VE is also an important consideration in application 

design.  In VE’s, the perspective can be anything, ranging from that of a human walking 

through an environment to that of a bird flying.  The perspective is critical because it aids in 

the user’s sense of presence, and allows the user a mechanism to investigate their 

surroundings.  Gabbard and Hix  (1997) suggest using an egocentric perspective to 

accentuate presence and an exocentric perspective to obtain a more “detailed relative position 

information”.  An aid to users would be an option that would allow them to switch from an 

egocentric to an exocentric perspective.  The task to be used in this research provided 

operators with the capability to select among different perspectives during task performance.   
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  Another dilemma that must be combated in VE design is field of view versus pixel 

allocation.  If a larger field of view is used, then lower resolution may be necessary in order 

to maintain high frame rates.  Likewise, if a smaller field of view is used, a higher resolution 

may be possible.  Once again, this is related back to the problem of bandwidth (Yoshida, 

Rolland, & Reif, 1995).   

 
 

11..55..33  SSUUMMMMAARRYY  OOFF  VVIIRRTTUUAALL  RREEAALLIITTYY  
  

Based on the review of literature, this experiment used a Virtual Research V8™ 

HMD integrated with a Silicon Graphics Zx10™ workstation to present to subjects the 

underwater virtual demining simulation used by Kaber et al. (in preparation).  The Virtual 

Research V8™ HMD isolated user vision to only the VE.  Test trials were short in duration 

and the weight of the HMD was not expected to be a factor in user performance.  In addition, 

subjects used vocal commands as well as a mouse to control the simulation, which do not 

require visual attention or that the subject remove the helmet to perform interface control 

actions.  The SGI was chosen because it provides the necessary computational power to run 

the simulation at relatively high frame rates.  

Virtual reality is a highly effective tool that can be successfully used for a variety of 

applications, including experimental simulations for research purposes.  It is also important 

to recognize that not all tasks are well suited for virtual reality (Stanney, 1995).  For those 

tasks that could be improved upon with the use of VR, the VE should be clearly presented, 

relevant, and consistent.  It should be clear, so the users understand exactly what they are 

seeing, and are required to accomplish.  It should be relevant so the VR is actually useful for 

accomplishing task goals.  And, it should be consistent so users know exactly where to find 
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specific information (Stanney, 1995).  The perspective should be adjustable, so egocentric 

and exocentric views are possible.  Common sensory cues should tell the user exactly what 

problems exist.  These and the other user considerations and design principles reviewed 

above have been considered in the design of the VR system and task for the current AA 

research.  The task and experimental equipment are detailed in the Methods section. 

 
 



  30  
 
 

22..  PPRROOBBLLEEMM  SSTTAATTEEMMEENNTT  
 

 Multimodal cueing on complex system states has been demonstrated to have a 

positive effect on human operator performance; however, the most effective method of 

cueing has not been identified for adaptively automated systems, like contemporary 

teleoperators.  There are many different mechanisms that can be used for cueing operators of 

impending changes in automated system states.  The cueing mechanisms examined in this 

research include earcons, icons, and vocal cues.   

The cueing mechanisms that involve sound, earcons and vocal cues, may have the 

advantage of capitalizing on MRT.  Auditory cues may be more effective in visually intense 

tasks because they may tax different attentional resources than already present visual stimuli.  

In addition, humans have omnidirectional hearing capability, but only have a small field of 

view; therefore, transmitting information to the auditory sense may be more appropriate for 

system state warnings.   

Earcons, or messages constructed out of auditory tones, can relay messages quickly 

through the use of different parameters of sound.  Whereas earcons transform sound into a 

message, vocal cues present a message in a language native to the user.  It is possible that 

vocal cues may be a more effective mechanism for presenting messages in simple systems 

because no transformation is required to perceive a message.  However, complex systems 

may more effectively incorporate earcons because their messages can be hierarchal in nature.  

Hierarchal earcons are capable of encoding complex messages in a short duration because the 

user is able to learn the meaning of messages based on specific musical properties (Blattner, 

Greenberg, & Sumikawa, 1989).  Users then may be able to expand their understanding of 
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novel earcons based on previous messages, when a parameter of the earcon is altered 

(Brewster, 1998).   

Earcons and icons have similar composition and anticipated effects; however, there 

are minute differences that may cause one form of communication to be more desirable than 

the other.  Both icons and earcons convey information; however, only icons are selectable.  

Earcons are more transient than icons.  Simultaneously presented earcons are more complex 

for the user to interpret than simultaneously presented icons (Brewster, 1998).  In situations 

where there is little visual clutter, it is possible that icons may be the most effective 

mechanism for cueing.  However, in situations where visual clutter is high, earcons or vocal 

messages may be the most effective cueing mechanism because they involve the auditory 

modality, rather than depending solely on the visual modality.   

In addition to the modality of presentation, the level of cue complexity may also play 

a role in the overall effectiveness of the cue on system state changes.  The cue that produces 

the best results during performance in low complexity condition may not be the cue that is 

most successful in a high complexity condition.  For low complexity conditions, earcons may 

prove to be the most successful because there is not a great deal of information that must be 

learned by the user.  However, in high complexity trials involving earcons, users must learn 

many more motives, etc.; therefore, vocal cues may be more successful in these trials.  Given 

the need to translate their meanings, the earcons may entail an additional step in human 

information processing beyond the “steps” required to comprehend vocal cues.  This study 

aids in not only characterizing the most effective cue type, but also characterizes the most 

effective cue type for various levels of cueing complexity.  
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33..  MMEETTHHOODDSS  
 
33..11  TTAASSKK  
  

The virtual demining task involved three general phases including:  (1) searching for 

mines with the virtual telerover; (2) placing depth charges on the surface of a disposable 

mine; and (3) detonating the charges in order to destroy the mine.  The task was conducted 

using a virtual teleoperated rover previously used in Kaber et al.’s study (2001) (see Figure 

1).  Using vocal commands, a subject manipulated the rover’s arm and wrist to collect a 

charge from a charge bin mounted on the front of the rover using a magnetic gripper tool.  

The magnetic gripper was also used to place charges on mines.  The subject then used vocal 

commands to manipulate the position of a sonar dish mounted on the robotic arm in order to 

aim it at the charge and to detonate the charge with a direct signal.  The rover also featured a 

tool display that showed which tool was active (either the magnet or sonar).   

 

 

Figure 1.  Diagram of rover (Kaber et al., 2001). 
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There were multiple steps specific to each of the three task phases.  In the search 

phase, the user had to first locate a mine, then, drive to the mine that they previously located.  

The steps of the place charge phase included removing the charge from the bin and placing 

the removed charge on the mine.  In order to accomplish these tasks, the user must 

manipulate the telerover’s arm to remove the charge, drive to the mine, and then, manipulate 

the arm again to place the charge on the mine.  In the detonate phase of the task, the user had 

to move back from the mine, position the sonar by manipulating the robotic arm’s position, 

and then fire the sonar at the charge using a mouse click.  The user’s goal was to successfully 

detonate two mines within each trial.  Images of the VE simulation at the different stages of 

the demining task are presented in Figures 2-6.  

There were four different types of mines within the virtual demining simulation.  Two 

types of charges were available inside the bin located on the front of the telerover.  Once the 

subject approached a mine they wished to detonate, they then had to select the corresponding 

charge from the bin.  Each charge is specific to only two mine types, so the correct charge 

must be selected for the mine to be destroyed.  The particular charge must then be placed on 

the mine.  Figure 7 delineates the correct mine and charge association, a square charge for 

the two types on the left side and a cylindrical charge for the other two.  If the wrong charge 

is picked, the charge can still be placed on the mine, and the detonation procedure will 

proceed; however, only the charge will explode.  The mine would be left floating in the 

environment after the explosion.  The use of an incorrect charge was counted as an error in 

user task performance, and was recorded in log files associated with the test trials.  This was 

also the case for other response measures, which will be discussed in detail later in this 

section.   
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In the underwater demining task, a Wizard of Oz technique was used in which 

subjects vocally commanded the experimenter to select a specific tool, either the magnetic 

gripper or the sonar.  The vocal commands were spoken in natural language.  Confirmation 

feedback was provided through a small tool status display on the rover within the virtual 

environment.  The display presents the name of the tool that is active.  Instantaneous 

feedback was provided for vocal commands for rover arm and sonar movements when the 

specified segment of the manipulator moves within the Virtual environment.  Subjects used a 

mouse controller to direct rover navigation, select viewpoints, and activate the various tools.  

Feedback was provided on viewpoint selection and rover movement by displayed changes 

within the virtual environment.   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Search phase:  Behind rover view. 
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Figure 3.  Search phase:  On-rover view. 
 
 
 

 
 
Figure 4.  Selecting a charge from the bin on the rover:  Rover arm view. 
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Figure 5.  Place charge phase:  Rover arm view. 
 
 
 

 
Figure 6:  Detonate phase:  On-rover view. 
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Figure 7.  Mine types and associated charges. 
 
  
33..22  SSUUBBJJEECCTTSS  
  

There were 32 subjects used in this experiment.  The number of subjects was based 

on the number of participants in Kaber et al.’s study (in preparation).  That experiment also 

used 32 subjects under similar cueing conditions and had highly significant results.  The task 

used in both experiments was identical.     

Undergraduate and graduate students were recruited from the NC State University 

population.  Each subject was required to have 20/20 or corrected to normal visual acuity and 

PC experience (using Microsoft Windows).  Subjects ranged in age from 18-30 years.   
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Subjects were randomly assigned to one of four groups of eight persons 

corresponding to the different types of cues to be provided on teleoperation task phase 

changes and system automation state changes (to be described later).  At the onset of their 

participation, subjects were required to read and sign an informed consent form that 

summarized the task, risks associated with it, and responsible parties, as seen in Appendix 2.  

Subjects were also required to fill out a form detailing some personal characteristics such as 

VR experience, PC experience, and video game experience (rated on a scale from 1 (“none”) 

to 5 (“frequent”))(see Appendix 3).  On average, subjects highly rated PC experience (mean = 

4.78), moderate ratings were recorded for video game experience (mean = 3.59), and VR 

experience was rated low (mean = 1.59). All subjects were monetarily compensated for their 

participation in the experiment (see Appendix 4).   

  
33..33  EEQQUUIIPPMMEENNTT  
  

This experiment used a Virtual Research V8™ HMD attached to a Silicon Graphics 

(SGI) Zx10™ workstation to present the underwater VE to the subjects.  The resolution 

provided to each eye by the HMD was 680x480.  Dual Pentium III 1.5 GHz processors 

power the SGI.  The workstation included 512 MB of RAM and used a 3D Labs Wildcat 

4210 graphics subsystem.  Sennheiser stereo headphones were integrated in the HMD and 

were used to present auditory cues to the subjects.  Since the underwater demining simulation 

task only included one user, stereo headphones were an effective mechanism to isolate the 

user’s attention to the virtual environment.  A standard two-button mouse was used to alter 

the viewpoint, pick-up a charge, place the charge, and fire the sonar.  All required 

interactions with the mouse were performed by simple, gross movements and mouse clicks.  
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A standard 101-key keyboard was used by the experimenter to control rover and sonar arm 

movements (vocal commands were given for movements by subjects).   

 

33..44  EEXXPPEERRIIMMEENNTTAALL  DDEESSIIGGNN  
  

The experiment followed a 4 × 2 mixed design with four different cue types (earcon, 

icon, vocal, or no cue) and two different cueing conditions (simple or complex).  Each 

subject assigned to the earcon, icon or vocal cue condition performed one simple and one 

complex trial using their assigned cue type. The no cue condition served as a control group.  

Each subject in this group experienced two trials with no cues whatsoever. 

Table 1 details the distribution of trials across subjects.  In the first trial as part of the 

feedback conditions, subjects received simple cues that described only the phase of the task 

and the mode of system automation.  The second trial supplied more elaborate cues, which 

delineated not only the phase and mode of automation of the task, but also the current step of 

the task.  The cue types, the cue category, the phase, mode or step that the cue signaled, and 

the timing of the cues are detailed in Table 2.   

 

Table 1:  Distribution of trials across subjects. 
 

  Feedback Conditions  Vocal Earcon Icon   No Cue 

Trial 1 Simple Cueing (phase & mode) Subjects 
1-8 

Subjects 
9-16 

Subjects 
17-24 

 
Trial 1 Subjects 

25-32 

Trial 2 Complex Cueing (phase, mode & 
steps) 

Subjects 
1-8 

Subjects 
9-16 

Subjects 
17-24 

 
Trial 2 Subjects 

25-32 
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The earcons were constructed so that families used the same timbre.  There were four 

families of earcons within the simulation.  They were:  control mode (manual or supervisory) 

and three for the phases of the task (search, place charge, and detonate).  Since rhythm is an 

important aspect of earcons, the number of beats was the next parameter that was altered in 

the earcons.  In the phase families, the phase name cons isted of three main beats.  Each step 

following the phase within the same phase had one additional beat.  For example, “search” 

has three main beats, “locate mine” has four main beats, and “drive to mine” has five main 

beats.  The same pattern is followed for all three phase families.  Table 3 illustrates the use of 

particular timbres and the number of beats used for each cue. 

 
 

Table 2:  Cues. 
 
Cue Type Representing  Cueing Occurs  

Search  At start 
Place Charge Before phase change Phases of Task 

Detonate Before phase change 
Manual Before control shift 

Simple 

Mode of Control 
Supervisory Before control shift 
Locate a mine At start 

Steps of Search 
Drive to a mine 

When subject moves beyond the center 
quadrant 

Pick up charge from bin Start of Place Charge Steps of Place 
Charge Place charge on mine When charge is picked up 

Move back from mine When charge is placed on mine 
Position sonar When cursor returns to center of screen 

Complex 
(in addition 
to simple) 

Steps of Detonate 

Fire sonar at charge When sonar arm is moved 
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Table 3:  Earcon composition. 
 
Cue Type Representing  Cueing Timbre Number of Beats 

Search  Dulcimer 3 
Place Charge Organ 3 Phases of Task 

Detonate Sitar 3 
Manual Rain N/A 

Simple 

Mode of Control 
Supervisory Rain N/A 
Locate a mine Dulcimer 4 Steps of Search 
Drive to a mine Dulcimer 5 
Pick up charge from bin Organ 4 Steps of Place 

Charge Place charge on mine Organ 5 
Move back from mine Sitar 4 
Position sonar Sitar 5 

Complex 
(in addition 
to simple) 

Steps of Detonate 
Fire sonar at charge Sitar 6 

 

Adaptive automation was facilitated in the present study through dynamic allocations 

of manual and supervisory control over telerover functions during the experimental trials.  

The allocations occurred based on a predetermined schedule and were evenly distributed 

across the subject population.  In the supervisory control mode of the simulation, the rover 

drove itself to a mine, as well as move and activate the various tools to perform specific 

functions, such as removing a charge from the bin using the magnetic gripper, placing the 

charge on the mine using the gripper, and detonating the charge using the sonar.   The user 

acted as a monitor while the computer performed all control functions.   

Opposite to this, in the full-manual mode, the user was responsible for all system 

functions.  The user drove the rover using simple mouse movements.  Movement and 

activation of tools and viewpoints, as well as arm movements, were controlled by voice 

commands given by the user.     
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All subjects were tested under AA with a control sequence involving manual search, 

supervisory control of the place charge phase, and manual control of the detonation phase for 

the first mine of the first trial.  The second mine involved supervisory control of the search 

phase, manual control in the place charge, and supervisory control of the detonate phase.  

The sequence was then reversed in the subject’s second trial. 

 
33..55  IINNDDEEPPEENNDDEENNTT  VVAARRIIAABB LLEESS  
  
  The independent variables manipulated in this experiment included cue type and cue 

complexity.  The cue type (earcon, icon, vocal, or no cue) was varied between trials.  The cue 

complexity (simple or complex) was varied within subjects. 

  
33..66  DDEEPPEENNDDEENNTT  VVAARRIIAABB LLEESS  

The dependent variables observed in the experiment included time-to-mine 

completion, time-to-task completion, task errors, workload, and situation awareness.  Task 

times were calculated using the SGI system clock and were recorded in the log files 

associated with trials.  Task errors (e.g., selecting the wrong charge to detonate a mine) were 

also recorded in the SGI log files.   

Operator workload was measured using the NASA-Task Load Index (TLX) (Hart & 

Staveland, 1988).  The TLX is defined in terms of mental demand, physical demand, 

temporal demand, performance, frustration, and effort.  Subjects were provided with a sheet 

of demand factor descriptions.  They then completed a subjective comparison form that 

forced them to choose between two demand factors as to which one they believed more 

greatly affects performance in the experimental task.  Following each trial, subjects 

completed a subjective rating of perceived workload form, on which they were required to 
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draw a vertical line on a linear scale for each of the demand factors (there are six linear scales 

in total) (See Appendix 7 for demand ranking and rating forms).  In order to obtain a 

composite workload score for each subject, the ratings (the actual measurements on the linear 

scales for the specific factors) were multiplied by weighting factors calculated based on 

demand component rankings. 

Situation awareness was evaluated using an adaptation of the 3-dimensional Situation 

Awareness Rating Technique (SART).  SART is the most widely tested subjective technique 

(Taylor, 1990).  Subjects were given a form consisting of three linear scales, each 100 mm 

long (See Appendix 6).  The 0 mm point marked the low end of the scale, and 100 mm point 

marked the high end (Jones, 2000).  The scales were used to measure demand on attentional 

resources (SART D), supply of attentional resources (SART S), and understanding (SART 

U).  SART D considers factors related to “complexity, variability, and instability” (Taylor, 

1995, Taylor & Selcon, 1991).  SART S factors in “arousal, concentration, division of 

attention, and spare mental capacity” (Taylor, 1995, Taylor & Selcon, 1991).  Whereas, 

SART U takes into account all prior knowledge of the system, and information gained from 

feedback and interaction with people or systems.  Several studies have proved SART to be an 

effective mechanism of evaluating SA in that SART provides enough sensitivity to generate 

effective diagnosticity (Jones, 1995, Taylor & Selcon, 1991).  This information is then 

combined to create an individual’s understanding of the system.  The subject’s overall 

calculated SART is obtained by the formula seen in Equation 1 (Taylor, 1995). 

 

SA (calculated) = Understanding – (Demand – Supply) or                                              (1) 
Overall SA = SART U – (SART D – SART S) 
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33..77  PPRROOCCEEDDUURREESS  
  

The research was conducted to determine which method of cueing, vocal, echoic, or 

iconic, is most beneficial to human performance, workload, and SA.  Performance in cueing 

trials was compared to trials in which no cueing method was used in order to provide 

additional evidence on the effectiveness of sensory cueing for abating AA-induced 

performance problems.   

Prior to experimental trials, subjects had to meet a criterion for hearing, earcon 

recognition, and icon recognition.  The hearing test presented the subjects with three sets of 

tones that were played through the PC speakers.  For the first set of tones, the subjects had to 

determine which tone of a pair was higher in pitch.  For a second pair of tones subjects were 

required to say whether the rhythms of the tones were the same or different.  For the final set 

of tones, the subjects had to distinguish whether the tones were played with the same 

instrument.  Each pair of tones was played only once for each subject.  In order to pass the 

hearing test, the subjects had to respond correctly to a minimum of ten out of fourteen tone 

samples.  The hearing test was necessary because if subjects were not able to pass it, they 

may not have been able to distinguish the earcons and vocal cues.   

During the experiment, all subjects were exposed to training in all cue types.  In the 

earcon training, subjects were presented with each earcon via the PC speakers.  They were 

then given ten minutes to listen to the earcons.  All of the earcons were available to them, and 

they could listen to them as many times as they thought necessary, and in any order.  After 

the ten minute training period, subjects were tested on the earcons using five different 

samples.  The subjects had to choose from a list of all the possible earcons (21 in total) to 

determine which earcon was played.  In order to pass the test, subjects had to correctly 
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identify at least four out-of five earcons.  If the subjects did not meet the specified criteria, 

they were given an additional ten minute training period to learn the earcons.  They were 

then retested (using a different test).  Again, they had to correctly identify four out-of five 

earcons.  If the subjects did not pass the test, they were then disqualified from the study (no 

subjects were eliminated).   

The icon test was similar in that it all of the icons and their meanings were initially 

presented to the subjects.  The subjects then had five minutes to learn the meanings of the 

icons.  The subjects were then presented with randomly ordered flashcards that showed 

pictures of the icons.  They had to correctly identify four out-of five icons (no subjects were 

eliminated).  Following the hearing, earcon, and icon tests, subjects were exposed to training 

in the VE.  After the extensive training sessions in the VE, subjects then experienced two 

experimental trials. 

The first trial for each subject was used to evaluate which form of simple cue was 

most effective.  The second trial involved more elaborate cueing, and was expected to 

provide evidence of the implications of MRT on the effectiveness of the various cues in the 

visually- intense task because the various modalities might have been more taxed than in the 

first trial.   

Each subject experienced two trials under a specific cue type.  For instance, one 

subject received both simple and complex, vocal cues, whereas another experienced both 

trials with earcons.   

The experimental trials posed the same level of task difficulty to all subjects.  Table 4 

shows the overall procedure for the experiment and time estimates associated with the 

various steps. (The specific instructions to subjects are presented in Appendix 1.)  Subjects 
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were required to eliminate two mines in each trial.  Therefore, there were two search, place 

charge, and detonation phases.  The experiment required each subject to perform for 

approximately 2.5 hours, in total. 

  
 
Table 4:  Overall Procedures. 
 

Step Estimated Time 
1.  a brief equipment familiarization and instruction period; 10 minutes 
2.  a hearing test (See Appendix 8); 10 minutes 
3.  completion of a Sim-Sickness Questionnaire (Kennedy et al., 1994; see 
     Appendix 5); 4 minutes 
4.  an extensive training session to learn and practice the maneuvers and                                                   
     commands of the system; 20 minutes 
5.  training in the presentation of auditory and visual cues (See Appendix 
     9); 15 minutes 
6.  an explanation of the HMD; 4 minutes 
7.  practicing in the demining task in the virtual underwater environment; 15 minutes 
8.  familiarization with the SART; 4 minutes 
9.  familiarization with the NASA-TLX workload measurement technique; 4 minutes 

10. performance in the VE navigation and mine neutralization task 
      including two trials, each followed by the NASA-TLX, SSQ, and a 
      five-minute break; 50 minutes 
11. a debriefing on the study 5 minutes 

TOTAL TIME:             141 minutes  
*If at any time during the execution of these procedures, subjects experience physical  
or psychological discomfort or fatigue, additional rest periods will be provided. 

  

33..88  HHYYPPOOTTHHEESSIISS  

In general, multiple sensory cueing was expected to improve SA according to MRT.  

It was hypothesized that vocal cues would be most effective in terms of performance and SA 

in the complex trial condition; however, earcons were expected to be more successful as far 

as performance and SA in the simple trial condition.  This is based on the evidence 
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previously presented on MRT and the additional stage of cognitive processing (translation of 

meaning) necessary for earcons over vocal cues.  It was expected that earcons would yield 

the shortest trial times in the simple trial condition and that vocal cues would produce the 

shortest trials in the complex condition.  In contrast, it was anticipated that trial times would 

be the longest when icons were used as a feedback mechanism.  These trial time hypotheses 

were based on the subjects acknowledging, processing, and understanding the cues in a 

timely manner.  It was also expected that trial times would be explainable in terms of MRT. 

It was hypothesized that task errors and workload would be greatest in trials 

involving the use of icons because the visual cues would require the use of the already taxed 

visual modality.  In general, it was expected that there would be higher perceived workload 

in the complex cueing conditions than in the simple cueing conditions.  The subjects had 

more information to manage in the complex cueing conditions. 

 
33..99  DDAATTAA  AANNAALLYYSSIISS    
  
33..99..11    GGEENNEERRAALL  SSTTAATTIISSTTIICCAALL  AANNAALLYYSSIISS  
  

Statistical analyses included one-way Analyses of Variance (ANOVAs) on all 

response measures.  The simple ANOVA model for the experiment can be written as: 

Yij = µ + CTi + CCj + ε 

Where: 

Yij = the response variable (e.g., workload) 

CTi = Cue type 

CCj = Cue complexity 

ε = Error 
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A full model incorporating a subject (SUB) term and all two-way interactions was 

investigated as part of a conservative approach to the analysis.  The full model can be written 

as: 

Yijk = µ + CTi + SUB (CT)j(i) + CCk +CT*CCik + CC*SUB(CT)jk(i) +ε l (ijk) 

Where: 

i = 1, 2, 3, 4 

j = 1, 2, 3, 4, 5, 6, 7, 8 

k = 1, 2 

l =  replicates under each level of complexity 

 

However, since a repeated-measures design was not used and each experimental unit 

was observed only once under each cue type × cue complexity condition, the cue complexity 

× subject interaction in this model served as the error term in the majority of the statistical 

tests for significance on the other terms included in the full model. 

The acceptable alpha level for all analyses was set at 0.05.  Duncan’s Multiple Range 

(MR) tests were used to further investigate any significant main effects or interactions, 

specifically to make comparison of mean responses for the cue type and complexity 

conditions.  The SAS Code used for the primary data analysis can be viewed in Appendix 10.   

Outliers were identified and removed from the various data sets on the response 

measures by considering Cook’s D statistic for all observations calculated using the SAS 

GLM procedure.  Cook’s D values were considered extreme if they were at least one order of 

magnitude greater than all other Cook’s D values.  The DFFITs statistic was also calculated 

for all response observations using the SAS REG procedure in order to objectively identify 
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outliers.  Data points were seen as outliers if their DFFITs value was above 0.5 or below –

0.5.  This value was determined by using the equation 2v(p/n), where, n was equal to the 

number of observations used in the model and p was equal to the number of parameters in the 

model, so 2v(4/64) = 0.5 (SAS, 1994, p.1419).  Beyond this, extreme values for the response 

measures were identified in the main effects plots, and by examining model residuals.  Any 

observations removed from the data sets were identified as extreme values according to the 

DFFITs statistic, Cook’s D statistic, and residual values.  The identification of outliers based 

on the previously mentioned statistics is described in Neter et al. (1990, pp. 392-393, 401-

406). 

All observations dropped from the data sets were replaced with the mean response for 

the specific experimental condition, which was represented by the removed observation (the 

particular cue type at the specified level of complexity), and consequently all response 

measures were analyzed using the same number of data points.  The data points removed 

from the various data sets are presented in Table 5.  In total, three data points were removed 

as outliers from the data on time-to-task completion, two data points were removed from the 

data on the demand rating as part of SART, two data points were removed from the data on 

the supply rating for SART, and two data points were removed from the data on the 

understanding rating for SART.  The were no differences in the significant research findings 

when the outliers were included in the data analysis of time-to-task completion, SART 

demand, supply, and understanding components.  Outliers, according to the influence 

statistics, were removed primarily to ensure all assumptions of the ANOVA were upheld in 

the data analysis.  The number of outliers removed from the data set only represented a small 

percentage (1.6%) of the total number of observations. 
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 Table 5:  Data points identified as outliers. 

 

Response Measure  Subject # Trial # Value Replaced Value  

TTC 10 1 961 488 
TTC 10 2 927 505 

TTC 25 1 960 506 

SART Demand 17 1 0.5 6.32 

SART Demand 17 2 0.5 6.44 

SART Supply 6 1 8.3 3.85 

SART Supply 25 2 1.55 4.93 

SART Understanding 11 1 2.75 8.09 

SART Understanding 11 2 2.45 7.86 
  

  The normality and constant variance assumptions of the ANOVA were evaluated for 

each response measure.  Normality was assessed using normal probability plots and Shapiro-

Wilks test.  The constant variance assumption was evaluated by examining the residual plots 

for all response measures by cue type and cue complexity.  Linear trends in the normal 

probability plots were observed for all measures and all Shapiro-Wilks tests were 

insignificant (p>0.05).  The residual plots revealed equal variance for the response measures 

across the settings of cue type and cue complexity.   
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44..  RREESSUULLTTSS  
  
44..11  TTIIMMEE--TTOO--TTAASSKK  CCOOMMPPLLEETTIIOONN  

  At the outset of the data analysis, an ANOVA was conducted on time-to-task 

completion for the no cue control condition in order to determine whether there was a 

significant effect of trial.  A simple model in trial number was used for this analysis.  The 

ANOVA result revealed a significant effect of trial on subject performance when no cueing 

of system state or task phase changes was provided (F (1, 14) = 5.66, p = 0.0321).  Duncan’s 

MR test revealed that subjects took significantly longer (p<0.05) to dispose of mines during 

the second trial as part of their participation in the experiment than in the first trial (as much 

as 2 min and 37 s longer with average trial times ranging from 7 min and 28 s to 10 min and 

7 s).  It is possible that a fatigue effect may have occurred across the trials leading to slower 

mine disposal times towards the end of the experiment.   

 With this in mind, the data for each no cue condition trial was handled separately in 

the primary experimental analysis in order to account for a potential fatigue effect.  That is, 

the ANOVA and post hoc tests were used to make comparisons of performance under each 

cue type × cue complexity condition with mean performance for the first trial as part of the 

no cue condition, as well as the second. 

An ANOVA on time-to-task completion, using the full model presented in Section 

4.1, revealed a significant effect of the interaction term for cue type and cue complexity (F 

(3, 52) = 3.01, p = 0.0382).  Figure 8 presents an interaction plot for the four cue type and 

two complexity conditions.  However, the main effects of cue type and cue complexity were 

not significant in influencing time-to-task completion.  Given the significant interaction of 
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cue type and cue complexity, post-hoc tests were conducted in order to determine the 

breakout of the means for the levels of the interaction.  Duncan’s MR Tests revealed three 

different classes of means, as presented in Figure 9.  The no cue condition during the second 

test trial and the icon condition during the simple trial appeared to produce the slowest times-

to-task completion.  The icon and earcon conditions during the complex trial and the first no 

cue condition trial appeared to produce moderate times-to-task completion.  Finally, the 

simple and complex vocal cueing conditions as well as the simple earcon condition all 

appeared to produce shorter trial times.  However, only the no cue condition during the 

second test trial was significantly worse (p<0.05) than the conditions in the final class.  In 

addition, vocal cueing, and the simple earcon condition were significantly superior (p<0.05) 

to the simple icon and performance during the second trial of the no cue control condition.  
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Figure 8.  Interaction Plot of cue type and cue complexity on Time-to-Task Completion. 
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Figure 9.  Duncan grouping of time-to-task completion. 
 

 

To some extent, this supports Graham’s (1999) claims that earcons are more effective 

than icons or no cue for time-to-task completion; however, this appears to only be true when 

subjects are posed with simple icons and after they have performed a task for an extended 

period with no cues.  The results also provide some evidence of MRT because both vocal 

cueing conditions and simple earcons produced faster trial times than icons and no cues.  

This is in accordance with MRT because the task is already visually-rich.  Since icons utilize 

the visual modality, the visual channel may be overloaded, or visual attentional resource 

competition occurs, which is not a factor when using auditory cues.  The lengthier trial times 

associated with complex earcons in comparison to those involving vocal cues could be due to 

the amount of information encoded into the earcons and the need for subject interpretation.  

This effect was previously hypothesized.   

As far as time-to-task completion, the results generally indicate that over time, no 

cueing produces worse performance than any form of cueing whatsoever (vocal, earcons, 
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icons, simple, complex).  They also indicate that vocal cueing is superior to simple icons and 

no cueing, particularly if operators may be fatigued or bored.  These findings are consistent 

with Kaber et al.’s (in preparation) results, which revealed auditory (earcons) and bimodal 

cueing (earcons and icons) to be superior to visual cueing (icons). 

Since there were no main effects in this analysis, significant differences among the 

various cue types existed only across levels of cueing complexity.  It was hypothesized that 

simple earcons would yield the shortest trial times in the simple cueing condition and vocal 

cues would yield the shortest trial times in the complex cueing condition.  Earcons were 

expected to produce the shortest, simple trial times because they provide information to the 

user through the auditory modality without competing with vocal communication.  Previous 

studies have demonstrated that earcons can be a successful mechanism for providing 

complex system state information to operators (Dowling, 1986; Gaver, 1986; Buxton & 

Baecker, 1987; Blattner, Greenberg & Sumikawa, 1989; Brewster, 1998; Walker & Brewster, 

2000; Brewster, Edwards & Wright, 2001; Kaber, Hughes, Wright, Sheiknainar & Warren, in 

preparation).  However, vocal cues were anticipated to be superior in the complex cueing 

condition because they convey information without requiring additional mental 

transformation for comprehension that is required with earcons.  Complex earcons require 

more information to be translated than simple earcons.  This study did not reveal simple 

earcons to be superior to simple vocal cues.  According to the statistical analysis, the shortest 

trial time for both simple and complex cueing conditions was vocal; however, there was no 

significant difference among these conditions.  This could be a result of the simplicity of the 

experimental task, or the fact that the task was sequential in nature.  It is possible that a more 
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complex task, or one requiring time-sharing of subtasks may produce results supporting the 

original hypothesis.   

Although cue type and cue complexity were not independently significant, as 

hypothesized the average times-to-task completion were lower for both the simple and 

complex vocal cues.  It is possible that if the task had been more difficult, there may have 

been a more significant breakout of mean performance for the various cue types.  It is also 

possible that a fatigue effect occurred, which is evidenced by the no cue condition’s data; 

however, this effect may have extended beyond the no cue condition to the experimental 

trials involving the other cue types.  Since the simple cue condition was always presented as 

the first trial and the complex cue condition was always presented in the second trial, it is 

possible that a fatigue effect may have confounded the significance of a cue type main effect. 

 

44..22  SSIITTUUAATTIIOONN  AAWWAARREENNEESSSS  
  
  The statistical analysis conducted on the overall SART score data did not yield any 

significant results.  In general, this would indicate tha t the differences in feedback provided 

to subjects were not substantial enough to cause differences in high- level cognition.  

However, it is possible that the SART measure of SA was not sensitive enough to capture the 

differences between cue types and cue complexity.  Kaber et al. (in preparation) used the 

SAGAT (Endsley, 1995) and did not find a significant difference between auditory or visual 

cueing in terms of SA, but they did find a significant difference between bimodal cueing and 

auditory and visual cueing.  The SAGAT may have been more sensitive to changes in SA 

due to system interface manipulations since it is an objective rather than subjective measure. 
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Since the overall SART data did not reveal any significant differences among 

conditions, further analyses were conducted on the demand, supply, and understanding 

components of the SART.  An ANOVA on SART understanding ratings revealed no 

significant main effects or the presence of the two-way cue type by cue complexity 

interaction.   

 

44..22..11  SSAARRTT  DDEEMMAANNDD  

 On the basis of MRT, it was hypothesized that auditory cueing would improve SA by 

placing demands on attentional resources other than visual attention.  The analysis of the 

SART demand rating did not reveal a significant effect of cue type (F (3, 52) = 2.10, p = 

0.1118) when considering the model error as the denominator in the F-test.  The main effect 

was also insignificant when individual differences within cue type group were considered in 

the F-test (F (3, 52) =1.15, p = 0.431).  It is important to note that the experimental sample 

size was sufficient to render any effect of the subject term in the SART demand-rating model 

insignificant (F (4, 52) = 1.82, p = 0.1383).  However, the variance due to individual 

differences was greater than that attributable to the model error term. 

Despite the lack of a significant cue type effect and a means breakout, the trend of 

attentional demand across cue types was logical.  Average rating appeared to decrease from 

icon to earcon, to no cue, to vocal cueing as can be seen in Figure 10.  On average, vocal 

cueing may be less demanding because it was the only cue type that involved natural 

language processing; therefore, translating the cue into comprehension of system states may 

have been less attentionally demanding for subjects.  On average, earcons may be more 

demanding than vocal cues because of mental translations required to comprehend the cues.  
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On average, icons were more attentionally demanding than the earcon and vocal cue types, 

which is in line with MRT.  Earcons and vocal cues utilize the auditory channel for 

presenting task information, whereas icons utilize the visual channel.  Since the visual 

channel was already used for presentation of the VE, additional items presented via the visual 

channel may have overloaded attentional resources.   
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Figure 10.  Average Demand Component Ratings as Part of SART. 
  
  
44..22..22  SSAARRTT  SSUUPPPPLLYY  

 As in the SART demand rating analysis, cue type appeared to be significant when 

considering the Mean Square Error in the F-test (F (3, 52) = 5.07, p = 0.0037).  However, 

there were significant individual differences within cue type group (F (4, 52) = 4.25, p = 

0.0047).  When considering the Mean Square Error for the subject term in the F-test on cue 

type, the main effect proved to be insignificant (F (3, 52) = 1.19, p = 0.4188).   
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44..33  WWOORRKKLLOOAADD  

It was hypothesized that workload would be greatest in trials involving the use of 

icons because the visual cues would require the use of the already taxed visual modality.  In 

general, it was expected that there would be higher perceived workload in the complex trial 

conditions than in the simple trial conditions.  The analysis of overall workload scores 

captured using the NASA-TLX did not reveal any significant effects.  Kaber et al. (in 

preparation) found a significant difference in workload associated with cue type, specifically 

visual cues resulted in a higher perceived workload than auditory cues.   

With this in mind, further analyses were conducted on those demand components of 

the TLX that subjects ranked as being most important to task performance at the beginning of 

the experiment.  Although the mental demand and effort components were ranked as highly 

important, there was no significant effect of cue type, cue complexity, or individual 

differences on subject perceptions of mental task load, or the overall effort required in task 

performance. 

  
44..33..11  PPEERRFFOORRMMAANNCCEE  CCOOMMPPOONNEENNTT  OOFF  WWOORRKKLLOOAADD  

Vocal cues were anticipated to be most effective in terms of perceived performance in 

the complex trial condition; however, earcons were expected to be more successful as far as 

subject perceptions of performance and SA in the simple trial condition.  This is because the 

cues instructed the user as to what they should do.  If the users understood the cues, they 

should have been confident in their performance.  Therefore, the cues that produced the best 

performance ratings should be those that were best understood.   
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The analysis of performance ratings revealed a significant effect of cue type when 

considering the Mean Square Error (F (3, 52) = 3.01, p = .0383).  Individual differences were 

not significant in effect on subject ratings of perceived performance.  However, because the 

cue type effect was close to the significance criterion, Duncan’s test did not appear to be 

sensitive enough to reveal differences among the cue type condition means.  Figure 11 shows 

the mean subjective ratings of performance using the NASA-TLX measure for each cue type 

condition, including the no cue control group. On average, icons produced higher 

performance ratings and may have instilled greater confidence in subjects in their 

performance.  On average, vocal cues may have given subjects more confidence in task 

performance than earcons and no cueing.  Average perceptions of performance under no 

cueing conditions appeared to undermine subject confidence in performance, as compared to 

when receiving any form of feedback.   

 One possible explanation for the icons producing higher average performance ratings 

is that subjects may have lacked accurate understanding of the state of the task or the 

automation in order to make an accurate internal assessment of their performance. With the 

vocal cues and earcons, a subject’s attention was immediately drawn to the cues upon 

presentation and, consequently, their mental model of the task circumstances may have been 

regularly and accurately updated as a basis for evaluating their own performance. The icons 

may have been less salient than the vocal cues and earcons as subjects had to direct their 

visual attention to an icon in order to perceive it and their visual channel was already taxed 

by the VE interface. 
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Figure 11.  Standard Means Plot for the Performance component of the TLX. 

 

44..44  EERRRROORRSS  

 It was hypothesized that task errors and workload would be greatest in trials 

involving the use of icons because the visual cues required use of the already taxed visual 

modality.  Errors were recorded when there was an incorrect association of the charge type 

and the mine type.  Very few errors occurred during the experimental trials, in fact, there was 

only one error per cue type condition.  However, all mine classification errors occurred under 

the simple cueing complexity, so it is possible that complex cueing may prevent errors.  

Further analysis with a larger data set would be necessary to determine if the errors 

consistently occur in the simple cueing condition.   

Kaber et al. (in preparation) found that significantly more errors occurred in the visual 

cueing condition than in the auditory or bimodal cueing condition.  However, overall there 

were far fewer errors committed in this experiment than in the study by Kaber et al. (in 

preparation).  The most likely explanation for this is the current study defined errors as 
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selecting the wrong charge type specified for a particular mine type; however, Kaber et al.’s 

(in preparation) study had a much broader definition of errors, such as inactivity in manual 

control or selection of the incorrect tool for the task.  
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55..  CCOONNCCLLUUSSIIOONN  
  

55..11  CCAAVVEEAATTSS  

 Despite the effort to simulate a realistic teleoperation environment, there were several 

caveats to the experiment.  First, the task involved an abstract lab test and certain real-world 

conditions could not be replicated.  In the lab setting, the ambient noise level and subject 

interactions were controlled.  Although the experiment utilized a high fidelity VR simulation, 

regardless of how real it may have seemed to subjects, it did not create job and temporal 

stress levels that would be considered comparable to those experienced in an actual 

teleoperation environment.   

Another caveat of the research was that naïve students were used as subjects rather 

than real teleoperators.  The use of real teleoperators could have impacted the degree of 

subject involvement in the task, and, consequently, the task performance times, errors, 

operator SA, and ratings of workload.    

 

55..22  GGEENNEERRAALL  CCOONNCCLLUUSSIIOONNSS 

Time-to-task completion was significantly effected by the cue type and cue 

complexity interaction.  The vocal cue type was superior to icons for both simple and 

complex task conditions and no cueing over an extended period of time.  Simple vocal cues 

produced the fastest trials, on average.  The current experimental findings are supported by 

Bly (1982), who demonstrated cues utilizing auditory modalities produced faster trial times; 

however, Bly’s research did not involve study of an adaptive system.  Graham (1999) found 
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earcons to produce faster performance in responses to emergency warnings in an automobile 

collision detection scenario; however, Graham did not investigate the use of vocal cues.   

The current research suggests that the superiority of cues utilizing the auditory 

modality in visually-rich task environments is consistent across both standard and adaptive 

automation.  Simple earcons were also significantly better in terms of performance than icons 

or no cueing, which is in line with MRT.  Multiple Resource Theory suggests that use of a 

multiple modalities will increase overall performance.  Since the teleoperation task was 

visually intensive, a modality for cueing other than the visual channel was expected to be 

best in terms of performance.  The vocal cueing condition and earcons both involved use of 

the auditory modality; however, icons and the no cueing condition did not make use of other 

modalities than visual.  Interestingly, complex earcons did not appear to differ from icons 

and the no cueing condition.  On this basis, it may be possible that a certain amount of 

information can be successfully learned and encoded using earcons; however, after a specific 

point too much information encoded in earcons is no longer supported by MRT. 

The overall SA data produced by the SART technique was insignificant.  Both the 

demand and supply ratings as part of the SART measure were significantly affected by cue 

type, but this was not pervasive across subjects.  It is possible that an objective SA measure, 

such as SAGAT (Endsley, 1995), may have been more sensitive to truly significant 

differences in operator cognition among cue type conditions.  A previous study by Kaber et 

al. (in preparation) found a significant difference in cue types when utilizing SAGAT.   

On the basis of the present results, it seems that the either the SART measure was not 

sensitive enough to capture differences in SA or the task was not complicated enough to 
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generate significant differences in perception, comprehension, and projection under the 

various cueing conditions.   

The overall workload data produced by the NASA-TLX was not significantly 

influenced by cue type; however, further analysis was performed on the three highest ranked 

demands of the TLX, including mental demand, performance, and effort.  Of these three 

dimensions, only performance ratings revealed significant results.  Walker and Brewster 

(2000) previously found the use of sound to significantly reduce workload in the context of 

interfaces for wearable computers.   

The evaluation of errors did not yield enough data in order for a valid parametric 

statistical analysis of the cue type and cue complexity manipulations to be performed.   

However, the available data did reveal that all errors occurred in the simple cueing condition, 

suggesting more information on system states may be better for effective task performance.  

However, more data is needed to conclusively state more cueing is better.   

 

55..33  DDEESSIIGGNN  RREECCOOMMMMEENNDDAATTIIOONNSS  

  Given the results of the current research, several design recommendations can be 

offered to improve the overall design of future teleoperation systems utilizing adaptive 

automation.  Since the types of cues used in this research were generic in form and only 

specific in content, the results of the work can be extended beyond the specific teleoperation 

task and have ramifications for not only other teleoperation tasks, but also other tasks 

employing adaptive automation.  The recommendations listed below are general, and could 

be tailored to specific circumstances, as well as specific task requirements, which is often the 

case with teleoperation systems   
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� In the present task, both simple and complex vocal cues were superior.  Therefore, 

similar tasks involving visually-rich system interfaces should employ vocal cueing, if 

there is not already voice communication required by the task (such as human-human or 

human-machine voice communication). 

 

� Earcons are a beneficial cueing mechanism that when used in simple cueing 

circumstances are superior to simple icons and no cueing whatsoever.  It is possible that 

tasks requiring more voice interaction may conflict with the use of vocal cues on system 

states and may be better suited to utilizing earcons, particularly if icons are considered as 

a feedback alternative.   

 

��  When using earcons, it is important that the users are well trained so they can effectively 

recognize and infer the meanings of the earcons.  Any advantage of earcons over icons 

and no cueing only appear to exist when the information content of the earcon is simple 

and easy to interpret.   

  

��  When designing a multimodal teleoperation interface, it is important to ensure that the 

bandwidth of the communication link between the system and the user is sufficient to 

provide timely feedback on system states (Chou & Wang, 2001).  If the bandwidth 

insufficient, then the system may not perform effectively and efficiently regardless of the 

type of operator cueing that is used.  
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��  Performance without cueing appears to become worse over time.  This suggests that some 

form of cueing is always better than none (with the exception of simple icons in a 

visually-rich task environment).  Given this result, interfaces should be designed to use 

some form of cueing via a modality other than the most prominent sensory channel used 

by the system interface (e.g. if the task is visually-rich, use auditory, or if the task is 

auditorily-rich, use visual, etc.).  

  

55..44  FFUUTTUURREE  RREESSEEAARRCCHH  

As with all experiments, there are aspects that could be improved upon in future 

research to more effectively analyze and expand upon the results.  For example, a more 

complex task could be utilized in which the actions are not necessarily sequential.  Therefore, 

the subject would be forced to pay close attention to the cues at all times.  With such a task, 

an objective SA measure like SAGAT (Endsley, 1995) may be more appropriate because it 

could be used to evaluate SA at different points in time during a trial and not as a rating of 

average operator SA at the close of a trial.  However, if SAGAT were to be used, it would be 

helpful if it could be administered without distracting the user from the experimental task.  

Otherwise, task freezes required for administering SAGAT queries could result in increased 

operator vigilance that would not necessarily occur in the real task.   

Since this task was designed to simulate a teleoperation task in the real-world, the 

most effective cue type for the task would likely be highly dependent upon the task 

environment and individual operator preferences.  In an environment similar to the one used 

in this experiment involving a single teleoperator and a computer, vocal cues are highly 

effective because there is little voice communication between the operator and the machine.  
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However, since a Wizard of Oz technique was used in this experiment to control tool 

selection and the rover arm movements, there was some human-human voice interaction.  It 

was suspected that this communication might conflict with the vocal task cues and cause the 

earcons to be a superior form of feedback.  This did not prove to be the case.  However, if the 

task environment required a significant amount of vocal communication, or involved an 

interactive team scenario, then vocal cues might not be as effective because of resource 

competition with ambient vocal noise.   

It may also be important for future studies to compare specific frequencies (pitches) 

of speech and earcons for cueing dynamic, complex system states.  Certain voices may be 

more appropriate in certain working environments.  For example, female voices have been 

found to draw greater attention in complex task warnings than male voices (Sanders & 

McCormick, 1993).  Properties of voice like volume, inflection, and emotion could also be 

altered to provide the best cue possible. 

Another property of auditory cues that may be beneficial to investigate is the 

direction of auditory cues.  This could be performed either through stereo headphones or 

well-placed stereo speakers.  Johannsen (2001) conducted an experiment involving 

maneuvering a teleoperated robot around a grocery store setting.  The subjects had to 

determine the direction of the robot’s trajectory and the system state of the robot using 

earcons (although the author never specifically called them “earcons”).  The path that the 

subject was to move the robot along was described by directional earcons.  Directional 

earcons proved to be effective in terms of performance for both musicians and non-musicians 

(Johannsen, 2001).  Directionality could be added to both the earcons and the vocal cues 
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investigated in the present research to perhaps improve performance and possibly create 

significant differences between auditory cues and visual cues and/or no cueing conditions. 

Another potentially beneficial step that could be taken to improve upon the findings 

of this research would be to combine bimodal cues with the use of vocal cues and earcons.  

Kaber et al. (in preparation) found bimodal cues using earcons and icons to be superior in a 

condition comparable to the simple cueing condition of this experiment.  Scerbo (1996) also 

supports the use of bimodal cues in adaptive automation.  For example, it would be 

interesting to see how the use of vocal cues plus icons compares to earcons plus icons.  

Another possible combination of cue types that may significantly improve performance in 

visually-rich environments is haptic cues plus either earcons or vocal cues.  Sklar and Sarter 

(1999) support the use of bimodal cues involving haptic stimuli; however, research has yet to 

be done involving bimodal haptic cues in an adaptive system.   

Finally, it would also be interesting to see if the results found in this study are robust 

across different age groups.  The students used in this experiment ranged in age from 18-30 

years.  Barr and Giambra (1990) found as humans age, degenerative effects decrease the 

ability to distinguish sounds.  Given this information, it is possible that the superiority of cue 

types may change with age.  If the vocal cues or earcons were not found to be significantly 

better than icons for an older population, it is possible that simple cues could be distinguished 

more radically from one another to create a significant improvement (e.g., increased 

deviations in frequency and timbre, more drastic rhythm changes from one cue to another, 

etc.).  
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AAPPPPEENNDDIIXX  11::    SSUUBBJJEECCTT  
IINNSSTTRRUUCCTTIIOONNSS  

  

IINNTTRROODDUUCCTTIIOONN  

Thank you for volunteering to participate in this experiment. The goal of this experiment is to 

determine the performance effects of advanced notification of changes in the level of 

automation of a complex system.  The experimental task will require you to use a standard 2-

D mouse and vocal commands to control a simulated, semi-autonomous virtual mobile robot 

(or rover) in a virtual underwater mine neutralization operation.   The rover is equipped with 

a robotic arm that can be used to pick up and move objects. The experimental task will 

require you to navigate the vehicle to locate mines and to use virtual demining tools on the 

robotic arm to detonate mines.  The level of automation of the rover will periodically change 

throughout the operation between manual control and full automation.  These changes in 

control mode will be signaled to you through visual and auditory cues.  The virtual 

environment simulation will be presented to you through a head-mounted display, or HMD.  

During the experiment, you will complete an extensive training session and two test trials.  

 

OOVVEERRVVIIEEWW  OOFF  PPRROOCCEEDDUURREESS  

The procedures we will follow during the experiment include:   

1. A brief equipment familiarization and instruction period;  

2. A hearing test; 



  84  
 
 

3. A sim-sickness questionnaire; 

4. An extensive training session to learn and practice the commands and maneuvers of 

the robotic system; 

5. Training in the presentation of auditory and visual cues; 

6. Explanation of the HMD; 

7. Practicing the demining task in the underwater environment; 

8. Familiarization with the Situational Awareness Rating Technique (SART)  

9. Familiarization with the NASA-Task Load Index (TLX), a workload measurement 

technique; and 

10. Performance in the virtual environment navigation and mine neutralization task.  

There will be two test trials.  Each trial will be followed by the SART form, NASA-

TLX workload rating, sim-sickness questionnaire, and a five-minute break.  At the 

conclusion of the trials, there will be a debriefing on the study.  If at any time during 

our execution of these procedures you experience physical or psychological 

discomfort or fatigue, a rest period will be provided.  The total approximate time for 

completion of the experiment is 2 hours.   

 

IINNFFOORRMMEEDD  CCOONNSSEENNTT  AANNDD  AANNTTHHRROOPPOOMMEETTRRIICC  DDAATTAA  SSHHEEEETT  

[Give the subject the informed consent form.  Summarize the informed consent for the 

subject and encourage them to read the form.]   

 

This form summarizes the information that has been presented to you thus far and identifies 

the persons responsible for the study.  The form also addresses University liability to the 
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experiment.  I encourage you to read the form.  This form will not be associated with any of 

the other survey forms used in this experiment.  In order to participate in this study you must 

have 20/20 or corrected to normal vision, and you must not have epilepsy or use a 

pacemaker.  You may experience sim-sickness from using the head-mounted display, but 

precautionary measures will be taken to ensure your well-being.  Please sign and date this 

form. 

 

[Ask subject if they would like a copy of the informed consent form.] 

[Present the subject with the anthropometric data sheet.] 

 

This form asks about your personal characteristics and will serve to verify your qualifications 

for the study.  Please take a few moments to complete the survey.  If you have any questions, 

I will be happy to address them. This form, like the informed consent form, will not be 

associated with any of the other survey forms used in this experiment.  

 

[Present payment form.] 

 

This is the payment form that will be used to calculate your compensation for participating in 

this experiment.  Please fill out the information. Your Social Security number must be 

included on the form for tax purposes. The income you earn from this experiment is taxable 

and you should report it to the IRS. 
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IINNSSTTRRUUCCTTIIOONNSS  

I will present all instructions to you orally.  If you do not understand certain instructions, you 

will be able to ask questions before completion of each step in the procedure.  You may also 

ask questions about the experiment during the familiarization, training, and rest periods.  I 

need you to follow all instructions given before and during the testing carefully.  If you fail to 

follow instructions or the equipment malfunctions, I will stop the testing procedure.  You will 

then be allowed to read the task instructions and ask questions you may have, or the system 

malfunction will be corrected.  Subsequently, we will resume testing. 

  

EEQQUUIIPPMMEENNTT  FF AAMMIILLIIAARRIIZZAATTIIOONN  

The equipment to be used in this experiment includes a high-performance graphics 

visualization workstation presenting the virtual environment and task.   The system is 

integrated with a conventional 2-D mouse controller to cause motion and direction control of 

the rover in the virtual environment.  The mouse is configured for motion in all directions. 

The system is also integrated with a conventional keyboard to control the robotic arm.  Keys 

on the number keypad will be used to rotate joints of the arm, however; I will execute control 

commands at the keyboard for you.   In the test trials, a HMD will be used to present the VE 

to you.  I will explain the HMD to you in further detail later in the instructions. 

 

[Check to see if the subject has any questions about the equipment or setup.] 
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HHEEAARRIINNGG  TTEESSTT  

[Open hearing test, CD tracks in RealPlayer.] 

To ensure that you are qualified to participate in this experiment, we will conduct a quick test 

of hearing.  This test only serves to verify your qualifications, and the results will not be used 

in conjunction with any other testing in this experiment.  [Hand subject hearing testing 

sheet and pencil.]  For this test, I will present sounds to you through the PC speakers.  You 

will be asked to mark your responses to the questions on the sheet I have handed you. 

 

For the first section, I will present two musical tones.  You should mark on your sheet 

whether the second tone is higher or lower in pitch than the first tone.  Do you have any 

questions? 

[Play each track once.  Do not repeat.  Play CD tracks for tone 1 through tone 5.  

(Tracks 1-5)] 

The next section will present two rhythms.  You should mark on the sheet whether these 

rhythms are the same or different.  Do you have any questions? 

[Play CD tracks rhythm 1 through rhythm 5.  (Tracks 6-10)] 

The last section presents the same melody played twice.  You should mark whether the two 

melodies are played with the same instrument or with a different instrument.  Do you have 

any questions? 

 

[Play CD tracks timbre 1 through timbre 4.  (Tracks 11-14)  When subject finishes, 

grade responses.  Subject must have at least 10 of 14 correct overall or have a perfect 

score in one of the three sections.] 
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([Read if subject does not meet criteria.] 

Thank you for coming today.  This concludes your participation in the experiment.  

You will be compensated for the time you have spent here. 

 

It is possible that you may experience simulator sickness when using the immersive VE 

displays including the HMD in this experiment. Therefore, procedures will be employed to 

assure your safety and well-being.  Please inform me if, at any point in time you begin to 

experience motion sickness- like symptoms.   

 

[Hand subject sim-sickness form and let them fill it out.  Calculate sim-sickness score 

using “HelperSheet” tab in SimSickAndErrorSheets.xls in Excel.  If scores exceed 

criteria, dismiss subject.] 

 

In order to determine the possible presence of simulator sickness symptoms, the Simulator 

Sickness Questionnaire (SSQ) will be administered to you immediately before and after an 

experimental trial. If your score indicates that you may be suffering from sim-sickness, the 

questionnaire will also be administered at a 20-minute interval after a trial for up to 1 hour. If 

pre-exposure scores on the SSQ indicate that you are not currently in good health, you will 

not be permitted to participate. If post-exposure scores do not return to pre-exposure levels, 

you will be required to remain here for an additional 20 minutes at which time the SSQ 

measure will be administered again. This procedure will be repeated until the SSQ scores 

return to pre-test levels.  If scores do not return to pre-test levels within 1 hour after an 
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experiment, you will be advised not to drive a motor vehicle for 24 hours, and a ride will be 

provided to you.  It will also be recommended that you seek medical counsel for motion 

sickness- like symptoms.  This first sim-sickness form will be used as a baseline for 

comparison with your post-trial scores.  Please fill out this form carefully.  Do you have any 

questions? 

 

TTRRAAIINNIINNGG  SSEESSSSIIOONN    

[Make sure the mouse is on the left hand side of the computer, and the keyboard is on 

the right.] 

 

As discussed, you will now complete a dedicated training session.  The session will be 

divided into three major training periods.  These periods are provided to ensure that you are 

able to use the vocal commands and mouse to complete the experimental tasks.   

 

[Open WorldUp Player simulation.  This simulation is presented in the clutter-free 

underwater environment.  C:\simdata\Vango_HeatherTraining.wup  Use the no clutter 

option (“None”).  Hit Z to start.] 

 

I will now provide you with instructions on how to complete the teleoperated mine 

neutralization task and you will practice this task.  Your goal during the actual teleoperation 

task will be to locate mines in the virtual environment.  To navigate through the environment, 

you will need to control the motion and direction of the rover.  I will now explain to you how 

to navigate the rover in the virtual environment using the mouse controller.  You will start 
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from a pre-established position in the environment.  You will use the mouse to facilitate 

motion of the rover in the forward, backward, left and right directions. An “arrow” cursor 

will be presented on the VE display corresponding to the motion of the mouse. Moving the 

cursor to the upper portion of the display will result in forward motion of the rover.  Moving 

the cursor to the lower portion of the display will cause a reverse motion.  Positioning the 

mouse in the center of the display will cause all motion in the virtual environment to stop.  

Moving the cursor to either the left or right halves of the display will cause the rover to turn 

in the corresponding direction.  

 

[Demonstrate the motion of the rover in all directions.  Allow subjects to navigate the 

rover in the environment.] 

 

Four viewpoints will be available to you in the virtual environment.  One viewpoint will be 

from a position several feet above the ocean floor and several feet behind the rover.  This 

viewpoint will give you a view of the entire rover and some of the surrounding environment.  

We will refer to this view as the “behind rover” view. 

 

The other three viewpoints will be from virtual cameras mounted on the rover.  One 

viewpoint is from a camera that is located on the rear of the rover.  This viewpoint is from 

several feet above the rover and allows you to view a portion of the rover and the robot arm, 

as well as some of the surrounding environment.  This view will be referred to as the “on 

rover” view.   
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The second camera is located on the lower arm of the rover.  This viewpoint will provide a 

close-up view of the tools on the arm and the mines to be neutralized.  Only a small portion 

of the surrounding environment will be visible in this view.  This view is referred to as the 

“rover arm” view.   

 

The fourth viewpoint is the “sonar view”.  The sonar view provides a viewpoint from the 

sonar antenna.  This viewpoint will be helpful in positioning the sonar.  You may toggle 

between the 4 viewpoints by using the right mouse button on the mouse controller.   

 

[Demonstrate use of the mouse button for toggling viewpoints.  Show subject pictures of 

each viewpoints.] 

 

The phases to complete in order to detonate mines is the following:   

1. Search Phase: In this phase you will first, locate a mine, and then, drive to the mine. 

2. Place Charge Phase: When you are within close proximity of the mine, you will pick 

up a charge, which is stored in a bin on the front of the rover, using a magnetic 

gripper tool.  The magnetic gripper tool is located on the end of the rover arm.  You 

will specify the magnetic gripper tool by saying, “SELECT MAGNET” to me.  Once 

the tool is inside the box, you will activate this tool by clicking the left mouse button.  

Next, you will place the charge on the mine by lifting the arm of the rover and placing 

the charge on the mine by again clicking with the left mouse button.   

[Switch to the Rover Arm view.] 
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3. Detonate Phase: Move back from the mine.  You will now need to specify the sonar 

tool by saying, “SELECT SONAR” to me.  The sonar is located on the sonar arm. 

Position the sonar arm to aim at the charge on the mine.  Then, fire the sonar at the 

charge in order to detonate the charge by clicking the left mouse button after the 

sonar is aimed at the mine.   

[Switch to the Sonar view.] 

 

In addition to these steps, there are also two levels of automation under which the simulation 

may run.  Manual mode means that you have complete control over the motion and actions of 

the rover.  Supervisory mode means the computer has complete control over the motions and 

actions of the rover.  During supervisory mode you will still be required to watch the actions 

of the rover so that you are aware of everything that is happening within the simulation.  The 

mode may shift at any point in the simulation, and you will be notified by earcons, icons, 

vocal cues, or no cue as discussed in the next training session. 

 

So to summarize, when a mine is located, you will pick up and place a charge on a mine 

using the magnetic gripper tool, and then you will detonate the mine using the sonar.  You 

will need to manipulate both the rover arm and the sonar arm.  The magnetic gripper and the 

sonar can be activated by pressing the left mouse button.  You will use the sonar only after 

you have found the mine, and positioned the sonar to aim at the mine.  The keyboard will be 

used to position the rover arm and the sonar arm.  I will control the motion of the arms with 

the keyboard, and you will simply give me vocal commands to move the arms.  
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[Show the rover in the simulation and point to various parts of the rover arm as you go 

over the commands.] 

 

The commands that you will use are as follows: 

“UPPER ARM UP” – this command will be used to rotate the upper arm upward. 

“UPPER ARM DOWN” – this command will be used to rotate the upper arm downward.  

[8 and 2 keys move the upper arm.] 

“LOWER ARM UP” - this command will be used to rotate the lower arm upward. 

“LOWER ARM DOWN” - this command will be used to rotate the lower arm downward. 

[7 and 1 keys move the lower arm.] 

“SHOULDER RIGHT” - this command will be used to rotate the shoulder to the right. 

“SHOULDER LEFT” - this command will be used to rotate the shoulder to the left. 

[4 and 6 keys rotate the shoulder.] 

“STOP” – this command will be used to stop motion of any component of the manipulator in 

any direction.  

 

[Check to see if the subject has any questions.] 

 

The first training period will allow you view the mine neutralization process in a supervisory 

mode.  I will explain the procedures of the process as they occur.  You will then be allowed 

to ask any questions you may have regarding the simulation before the next training period. 

 

[Check to see if the subject has any questions.] 
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You will now detonate one mine manually in the underwater environment using the vocal 

commands and mouse movements learned. 

 

[Allow subject to practice in neutralization of one mine.  Total training time should be 

about 5 minutes.  If subject is unable to “shoot” a mine, just go on to the next part.  Use 

C:\simdata\Vango_HeatherTraining.wup  Select the no clutter “None” condition.  Use 

SSSMMM automation sequence.] 

 

You have completed the first training session. Please take a short break before we begin the 

second training period. 

 

[Following training, allow about 5 minutes for a break.] 

  

EEAARRCCOONN  TTRRAAIINNIINNGG   

I will now introduce you to the auditory icons that will be used in the simulation to alert you 

to changes in modes of automation and phase changes.  During the simulation the sounds will 

be presented to you through the headphones of the HMD and will occur directly before a 

change happens. 

 

[Point to the headphones.] 

There are 12 possible sounds that may be played.  Each sound corresponds with a specific 

piece of information: a change to manual mode, a change to supervisory mode, a shift to the 
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search phase, a shift to the place charge phase, a shift to the detonate phase, (steps) locate a 

mine, drive to a mine, pick charge up from bin, place charge on mine, move away from mine, 

position sonar, and fire sonar at charge.  I will play each of these earcons for you while 

explaining the information that each one conveys.   

                  

[Play tracks 15-27.  Refer to CD cover for associated names.  Play each earcon and tell 

the subject what each earcon means.  Change volume to the top blue line on the 

speakers.  Play mode changes first.  Then, phases.  Next, play phases and steps.]  

  

If both the mode and phase of the simulation are about to change simultaneously, you may be 

presented with two earcons back-to-back.  For instance, if the simulation is moving from 

manual search phase to supervisory place charge phase, earcons that represent the place 

charge phase and supervisory mode will be played.  These are referred to as compound 

earcons.  The phase change (search, place charge, or detonate) will always be presented first 

with the mode change (manual or supervisory) following.  If as many as three earcons are 

played in conjunction the order will be phase change, step within phase, and mode change.  

The mode changes are played with the same instrument.  All main phase changes cues 

(search, place charge, and detonate) use 3 major beats, and for each additional step within a 

phase an additional beat is used.  I will now play each of the possible compound earcons for 

you and go over their meanings.   

[Play tracks 28-35.  Refer to CD cover for associated names.  Play each earcon and tell 

the subject what each earcon means.]   
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You will now be allowed to study the earcons on your own for 10 minutes. Knowledge and 

understanding of these earcons are essential to the successful completion of the demining 

task.  Therefore you are encouraged to thoroughly learn these earcons.  You may use the 

mouse and keyboard (the up/down arrows and the space bar) to play the earcons you wish to 

hear.  The name corresponding with the earcon is shown in the Real Jukebox display.   

[Make sure both playlists are visible on the screen.  Demonstrate using the mouse and 

keyboard to play earcons.  Wait for 10 minutes while user explores sounds or until 

subject is finished.] 

 

[Allow a short break while you set up the earcon test.  Use end tracks on CD: Test1 

(Tracks 36-40), Test2 (Tracks 41-45), or Test3 (tracks 46-50).] 

 

This is a quick quiz to make sure you have successfully learned the earcons.  [Hand subject 

earcon test sheet and pen.]  I will present five earcons to you.  These earcons may be 

simple, or composed of one “message”, or compound, meaning they convey more than one 

message.  Choose what message the earcon tells you from the list at the top of the page, and 

write the corresponding number in the appropriate blank. 

[Play each track once.  Do not repeat.  Present earcons one at a time, waiting for subject 

to mark response before moving to next earcon.  When finished, make sure subject 

answered 4 of 5 correctly.] 
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([If subject did not meet proficiency, repeat the process of playing earcons and allowing 

5 minutes of study.  Give them a different TestX playlist.  If they again do not get 4/5 

correct, dismiss them from the study.]) 

 

IICCOONN  TTRRAAIINNIINNGG   

In addition to using earcons to alert you to upcoming changes in the simulation, visual icons 

will also be used during some trials.  These icons, like the earcons, each convey a specific 

message that corresponds to an upcoming change in the level of automation.  There is an icon 

for each possible change, including: change to manual mode, change to supervisory mode, 

shift to search phase, shift to place charge phase, shift to detonate phase.  There are also icons 

for each step of the task, including locate a mine, drive to a mine, pick charge up from bin, 

place charge on mine, move away from mine, position sonar, and fire sonar at charge.  I will 

now show you the icons that will be used.   

 

[Show subject icons, and explain each icon.] 

 

As with the earcons, icons may also be combined back-to-back when level of automation and 

task phase changes are about to occur. 

 

You will now be allowed a few minutes to study these pictures.  With respect to the second 

set of icons, this figure represents the charge [point to stick of dynamite].  The hand 

pointing to the charge represents placement of the charge on the mine.  Do you have any 

questions?  [Allow user up to 5 minutes to study the icon pictures.] 
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[Test subject using flash cards…flip through pictures and have subject identify what 

each picture means.  If they cannot perform this satisfactorily, let them study the 

pictures more.  Test using 5 randomly selected flash cards.]  [If user cannot learn icons, 

dismiss them from the study.] 

 

[Allow a 2-min break, and then start the last training period.] 

  

UUNNDDEERRWWAATTEERR  EENNVVIIRROONNMMEENNTT  TTRRAAIINNIINNGG   

[Have the subject turn toward the SGI.  Open up Worldup Player with the training 

simulation.  Open up PowerPoint.  Open up the environment slides.] 

 

This is the underwater environment in which we will be conducting the actual experiment.  

There are many types of objects within the environment, such as rocks, plants, fish, subs, etc.   

 

[Show subject pictures of the environment.  (First 3 slides of Environment and 

Mines.ppt)] 

 

There are four different mine types in the environment.  Two mine types represent Type 1 

mines, and two mine types represent Type 2 mines.  You may be required to detonate either 

Type 1 or Type 2 mines, so it is important that you can classify them.  Charges are located in 

different compartments on the front of the rover. 
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[Show the pictures of the mines and their associated charge.  Shift to WorldUp.] 

 

Remember, the viewpoints available are “Rover Arm,” which looks down the arm of the 

rover; “Sonar,” which looks out from the sonar dish; “On Rover,” which shows the view 

from the rover itself; and “Behind Rover,” which shows the complete rover from behind.  

[Allow user to toggle through the viewpoints.]   

 

HHMMDD  

You will use the HMD to explore the underwater virtual environment.  The HMD will allow 

you to see and hear directly through the helmet.   

 

You will now be allowed to practice the detonation process in this environment using the 

HMD.  You may complete the detonation of one mine.  For this practice trial, you will be 

presented with both icons and earcons.  However, the experimental trials will only expose 

you to one cue type:  earcon, icon, vocal cue, or no cue.   

 

[Open underwater training simulation.  Set for trial session, all manual mode.  Help 

subject adjust HMD.  Allow subject to detonate one mine.  After one mine is detonated 

manually, have subject remove HMD.  Reset the training simulation to run in all 

supervisory.  Have subject put HMD back on, and let them watch the simulation 

detonate one mine under supervisory mode.  Make sure to remind subjects of IPD and 

focal distance adjustments.  Main volume should be between the 1st and 2nd tick mark 
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on the computer’s volume control panel.  Wave volume should be at the middle tick 

mark.] 

 

Now, I’m going to describe SA and workload measures you’re going to complete after each 

trial.  Situation awareness can be described as perception of elements in an environment, 

including their current and future status.  Situation awareness will be measured after your 

task performance in this study.  The measure of situation awareness to be used for this study 

will require you to subjectively rate levels of attentional supply and demand and your 

knowledge of the task.  This training period is provided to ensure that you are aware of how 

the situation awareness measure is administered and how to respond using a rating form.   

 

The Situation Awareness Rating Technique (SART) will be used to measure situation 

awareness. This technique requires that you complete a form at the close of each 

experimental trial.   

[Show subject SART form.  Explain terms.] 

The form presents three scales on attentional demand, supply, and understanding.  You will 

mark on the scales where you believe your level of the particular variable is (be it attentional 

demand, attentional supply, and understanding).  The terms are defined on the SART form. 

 

[Check to see if the subject has any questions.] 
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NNAASSAA--TTLLXX  RRAATTIINNGGSS  

In order to assess the task workload that you experience during experimental testing, you will 

complete a subjective comparison of various mental and physical demand factors.  [Hand 

subject the NASA-TLX demand comparison form.  Enter the correct subject number, 

trial number.]  A sheet of descriptions of each of the demand factors will be provided to 

you.  [Give subject NASA-TLX factor description sheet.]  Please take the time to complete 

the workload comparison form by referring to this sheet for the definitions of various 

demands.  On each line of the demand comparison form, circle the demand that you believe 

to be more important to performance in the mine neutralization task. 

 

You will also rate the demand factors upon the completion of task performance during 

experimental testing.  Both your comparisons and ratings of these factors will be used to 

compute a composite score of workload for the task.   

 

At the end of each test trial, you will be required to complete subjective ratings of perceived 

workload.  You will rate task workload using the form presented to you.  [Show subject a 

hard copy of NASA-TLX.]  You will complete the NASA-TLX form by indicating the level 

of demand you experienced during the task by marking an line on the scale directly below 

each of the factors.  A sheet of descriptions of each of the demand factors to be rated will be 

provided.  [Give subjects NASA-TLX factor descriptions sheet.]  Please make reference to 

this sheet when rating the various demands.     [5 minute break] 
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EEXXPPEERRIIMMEENNTTAALL  TTEESSTTIINNGG   

Now, you will complete 2 test trials in the task that you just trained on.  The experimental 

procedures are as follows:  

(1)  Participation in the first trial;   

(2)  Completion of the SART form; 

(3)  Completion of the NASA-TLX;  

(4)  Completion of the sim-sickness questionnaire; and  

(5)  A short break.   

This sequence will then be repeated 1 time. 

 

[Check to see if the subject has any questions.] 

 

You will now begin your first experimental trial.  Your task is to navigate the rover in the 

environment to locate and neutralize mines. Please recall that the mode of automation may 

shift from manual to supervisory control throughout the test trial.  You should pay attention 

to the interface to maintain your awareness to these changes.  You should neutralize a total of 

two mines in the environment.  

 

Due to the nature of the experiment, keeping your attention focused on completing the task is 

important.  I ask that you now remove any watch or timepiece from your person and place it 

in a location out of sight.  I also ask that you refrain from talking during the testing periods.  

If you have any difficulties, however, please do not hesitate to bring them to my attention and 

I will assist you.  
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[Make subjects look away from the interface.] 

Experimental Procedure  

[Set up the trial.]   

1. Help subject put on HMD and make sure it is adjusted correctly. 

 

[Ask subject if they are ready to proceed.  Click on the appropriate simulation and 

enter subject data.  Help subject put on HMD.  Start simulation by pressing “z” on the 

keyboard.] 

 

 [When subject has completed a total of 2 mines, stop task performance.  Help subject 

take off HMD.  Close both windows by pressing “q” on the keyboard.] 

 

[Deliver SART, NASA-TLX and Sim-sickness questionnaire. 

1. Deliver SART  

Please rate the level of each of the SART variables you feel you experienced during the 

trial at this time. 

2. Deliver NASA-TLX. 

3. Deliver sim-sickness questionnaire  

4. Calculate sim-sickness score.   

5. If sim-sickness score=pretest score, skip step 5. 

6. If sim-sickness score is higher than pre -test score, subject MUST wait for 20 

minutes. 

a. After 20 minutes, give sim-sickness test again. 
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b. (Go to step 4.  This sequence may be repeated for an hour.  If scores are 

not back to normal after an hour, dismiss subject.)] 

 

You will now have a short break before your next experimental session.   

 

[Allow subject a 5-min break.  Set up next trial.] 

 

You will now complete your 2nd experimental trial.  The method of navigating the rover and 

manipulating the robot arm is the same.  The task will be the same; however, your cueing 

condition may be different.  Following this trial, as in the previous test, you will complete the 

SART, NASA-TLX and Sim-sickness questionnaire. 

 

This concludes your participation in the experiment.  As part of the test trials, you were 

exposed to _______ conditions.  [Explain purpose.]  Other subjects will be or have been 

exposed to __________.  Thank you for your time.  Do you have any questions? 

 
[Give subjects payment form and directions on how to obtain payment.]
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AAPPPPEENNDDIIXX  22::    IINNFFOORRMMEEDD  
CCOONNSSEENNTT  FFOORRMM  

 
Informed Consent Form 

Department of Industrial Engineering 
North Carolina State University 

 
AAuuddiittoorryy  CCuuee iinngg  EEffffeeccttss   oonn  HHuummaann  PPeerrffoorrmmaannccee   wwiitthh  AAddaappttiivvee   SSyysstteemmss   

 
 
I hereby give my consent for voluntary participation in the research project titled, “Auditory 
Cueing Effects on Human Performance with Adaptive Systems.” I understand that the person 
responsible for this project is Heather Warren, under the advisement of Dr. David B. Kaber, 
who can be telephoned at (919) 515-3086. She has explained to me the study objective of 
assessing the effect of the method of remote control of a simulated robotic rover on my 
performance in a mine disposal task, including manual and supervisory control. She has also 
explained to me the objective of examining the effectiveness of visual and auditory cues for 
informing me of changes in the method of control during my performance. She has agreed to 
answer any inquiries I may have concerning the procedures of the research and has informed 
me of my right to refuse to answer any specific questions asked of me. She has also informed 
me that I may contact the North Carolina State University (NCSU), Institutional Review Board 
for the Protection of Human Subjects by writing them in care of Dr. Matt Zingraff, Chair of 
IRB, Research Administration, NCSU, 1 Leazar Hall, Box 7514, Raleigh, NC 27695, or by 
calling (919) 515-2444. 
 
The researchers for the study have explained to me the procedures to be followed and the 
potential risks and discomforts. In summary, the procedures include: (1) an equipment 
familiarization period; (2) a hearing test, (3) a sim-sickness questionnaire; (4) an extensive 
training session to learn and practice the commands and maneuvers of the robotic system; (5) 
training in the presentation of auditory and visual cues as part of the simulation; (6) an 
explanation of the HMD; (7) a practice session involving an underwater demining task; (8) 
familiarization with the Situational Awareness Rating Technique (SART); (9) familiarization 
with the NASA-Task Load Index (TLX), a workload measurement technique; (10) two test 
trials in the underwater virtual environment using an HMD; (11) and a debriefing on the study.  
All training and testing will be conducted during a single experimental session that will require 
approximately 3 hours of my time.  
 
The risks have also been explained to me as follows: (1) a potential exists for visual strain 
and/or fatigue in viewing the virtual environment displays through immersive displays 
including the HMD and desktop VR display; (2) a potential exists for soreness of the hand 
and forearm muscles from extensive use of a mouse in controlling the simulated telerover. 
These risks are not substantially different from those associated with my everyday PC use. In 
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the event that I experience fatigue or discomfort, I will inform the experimenters immediately.  
In addition, I will be tested for motion sickness symptoms before and after the experiment.  I 
understand that if the symptoms have not gone away after 1 hour, I will be advised not to drive 
a car for 24 hours and a ride will be provided.   
 
The researchers for the study have the right to terminate my participation if I experience 
discomfort or fatigue, or I am not cooperative. 
 
I understand that if this research project results in any physical or mental harm to me, 
treatment is not necessarily available at the NCSU, Student Health Services, nor is there 
necessarily any insurance carried by the University or its personnel applicable to cover any 
such injury. Financial compensation for any such injury must be provided through my own 
insurance program.  Further information about these matters may be obtained from the 
Institutional Review Board at (919) 515-2444, 1 Leazar Hall, NCSU Campus. 
 
I understand that I will not derive any therapeutic treatment from my participation in this 
study.  I understand that I may discontinue my participation in this study at any time without 
prejudice.  I understand that all data will be kept confidential and that my name will not be 
used in any reports, written or unwritten. I have received a copy of this consent form for my 
personal records. 
 
Signature of Subject:     Date: 
 
             
 
Signature of Authorized Representative: Signature of Witness to Oral 

Presentation:   
 
____________________________________ ______________________________
             

  
  
  
  
  



  107  
 
 

AAPPPPEENNDDIIXX  33::    
AANNTTHHRROOPPOOMMEETTRRIICC  DDAATTAA  

SSHHEEEETT  
SSUUBBJJEECCTT  SSUURRVVEEYY  

Auditory Cueing Effects on Human Performance with Adaptive Systems  
 

 
The intended purpose of this form is to establish a subject profile based on volunteered 
anthropometric data.  Please complete the sheet to the best of your knowledge following the 
example formats indicated in the parentheses adjacent to each data field label. 
 
 
Age (XX-yr.): _________  Gender (M/F): ____ Handedness (Left/Right): ____________ 
 
 
Corrected Visual Acuity: Left Eye (XX/XX): _______  Right Eye (XX/XX): _________ 
 
 
Video Game Experience:    1  2  3  4  5 
                                             None                        Occasional           Frequent 
 
PC Experience:                   1  2  3  4  5 
                                            None                         Occasional                                 Frequent 
 
VR Experience:                  1  2  3  4  5 
                                            None                  Occasional                                  Frequent 
 
 
 
 
 
Do not write below this line.  Experimenter use only. 

 
Subject # _________        Cue:  E  I  V  N 
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AAPPPPEENNDDIIXX  44::    PPAAYYMMEENNTT  
FFOORRMM  

PPAAYYMMEENNTT  FFOORRMM  FFOORR  SSUUBBJJEECCTT  
  

AAUUDDIITTOORRYY  CCUUEEIINNGG  EEFFFFEECCTTSS   OONN  HHUUMMAANN  PPEERRFFOORRMMAANNCCEE  WWIITTHH  AADDAAPPTTIIVVEE  SS YYSS TTEEMMSS   
 
 
 
Name:  _________________________________________________________________ 
                      First                                                                Last 
 
 
Address:  _______________________________________________________________ 
                      Street Address                                                Apartment Number 
 
 
_____________________          ____________________           ____________________                                                     
City                                             State                                           Zip 
 
 
Social Security Number (XXX-XX-XXXX):  ___________________________________ 
 
 
Date (XX/XX/01):  _______________________________________________________ 
 
 
Start Time (XX:XX):  _____________________________________________________ 
 
 
Finish Time (XX:XX):  ____________________________________________________ 
 
 
Total Time (XX:XX):  _____________________ x $7.50 = ______________________ 
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AAPPPPEENNDDIIXX  55::    SSSSQQ  
SSiimmuullaattoorr   SSiicckknneessss  QQuueessttiioonnnnaaiirree  

Department of Industrial Engineering 
North Carolina State University 

 
AAuudd iittoo rryy  CCuuee iinngg  EEffffeeccttss  oonn  HHuummaann  PPeerrffoo rrmmaannccee  wwiitthh  AAddaapp tt iivvee  SS yysstteemmss  

Instructions: Circle the items that apply to you RIGHT NOW. 
 
 

SSYYMMPPTTOOMM   RRAATTIINNGG  

General Discomfort None Slight Moderate Severe 

Fatigue None Slight Moderate Severe 

Headache None Slight Moderate Severe 

Eye Strain None Slight Moderate Severe 

Difficulty Focusing None Slight Moderate Severe 

Increased Salivation None Slight Moderate Severe 

Sweating None Slight Moderate Severe 

Nausea None Slight Moderate Severe 

Difficulty Concentrating None Slight Moderate Severe 

“Fullness of the Head” None Slight Moderate Severe 

Blurred Vision None Slight Moderate Severe 

Dizzy (eyes open) None Slight Moderate Severe 

Dizzy (eyes closed) None Slight Moderate Severe 

Vertigo None Slight Moderate Severe 

Stomach Awareness* None Slight Moderate Severe 

Burping None Slight Moderate Severe 

Other. Please describe.  

“Stomach Awareness” is usually used to indicate a feeling of discomfort, which is just 
short of nausea 
 

Do not write below this line.  Experimenter use only. 
Subject # _________                   Trial:   B    1    2                            Cue:  E  I  V  N 
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AAPPPPEENNDDIIXX  66::    SSAARRTT  FFOORRMM  
SSIITTUUAATTIIOONN  AAWWAARREENNEESSSS  RRAATTIINNGG   TTEECCHHNNIIQQUUEE  ((SSAARRTT))  FFOORRMM  

The purpose of this form is to evaluate situation awareness.  Situation awareness can be 
defined as the perception of elements in environment, comprehension of meaning, and 
projection of future states within a volume of time and space (Endsley, 1988). 
 
SART DEMAND includes any factor that requires a demand of your attention, or that is 
associated with complexity, variability, or instability in the simulation.  (Example:  How 
taxed do you feel your attention was during the last test trial?) 
 
SART SUPPLY includes any factor that requires a supply of your attention, or that is 
associa ted with arousal, concentration, division of attention, or spare mental capacity in the 
simulation.  (Example:  If you had to allocate attention to another task while still performing 
the demining task, how much attention do you think you could devote to the new task?) 
 
SART UNDERSTANDING includes any factor that requires understanding, or that is 
supported by prior knowledge, information feedback, or interaction between you and the 
system.  (Example:  How would you rate your overall understanding of the demining task?) 
 
Please rate your level of each variable below by marking a vertical line on the scale where 
you feel your level of the particular variable (SART DEMAND, SART SUPPLY, or SART 
UNDERSTANDING) was during the last trial. 
 
  
 
 

  
  
  
  
Do not write below this line.  Experimenter use only. 
Subject # _________                   Trial:   1    2                            Cue:  E  I  V  N 

 

Low 

Low 

High 

High 

SART DEMAND 

SART UNDERSTANDING 

SART SUPPLY 

Low High 
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AAPPPPEENNDDIIXX  77::    NNAASSAA--TTLLXX  
 

NASA-TLX Workload Factor Definitions  
 
Mental Demand 

How much mental and perceptual activity was required (e.g., thinking, deciding, calculating, 
remembering, looking, searching, etc.)  Was the task easy or demanding, simple or complex, 
exacting or forgiving? 
 
Physical Demand 

How much physical activity was required (e.g., pushing, pulling, turning, controlling, 
activating, etc.)?  Was the task easy or demanding, slow or brisk, slack or strenuous, restful 
or laborious? 
 
Temporal Demand 

How much time pressure did you feel due to the rate at which the tasks or task elements 
occurred?  Was the pace slow and leisurely or rapid and frantic? 
 
Performance 

How successful do you think you were in accomplishing the goals of the task set by the 
experimenter (or yourself)?  How satisfied were you with your performance? 
 
Frustration 

How insecure, discouraged, irritated, and annoyed versus secure, gratified, content and 
complacent did you feel during the task? 
 
Effort 

How hard did you have to work (mentally and physically) to accomplish your level of 
performance? 
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Subjective Comparison of Demand Factors: NASA-TLX Survey 
 

Auditory Cueing Effects on Human Performance with Adaptive Systems  
 
Indicate the demand of greater importance by circling its label on each line 
directly below. 

 
Mental Demand / Physical Demand 

 
Mental Demand / Temporal Demand 

 
Mental Demand / Performance 

 
Mental Demand / Effort 

 
Mental Demand / Frustration 

 
Physical Demand / Temporal Demand 

 
Physical Demand / Performance 

 
Physical Demand / Effort 

 
Physical Demand / Frustration 

 
Temporal Demand / Performance 

 
Temporal Demand / Frustration 

 
Temporal Demand / Effort 

 
Performance / Frustration 

 
Performance / Effort 

 
Frustration / Effort 

 
Do not write below this line.  Experimenter use only. 
 

Subject # _________                                                                        Cue:  E  I  V  N 
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Subjective Rating of Perceived Workload: NASA-TLX Survey 

 
Auditory Cueing Effects on Human Performance with Adaptive Systems  

 
 

Indicate the level of demand experienced during the navigation task for each of these 
factors by drawing a straight vertical line on the scale directly below. 

 
 

Mental Demand 
 
 
 

   Low                                                                                                                                                           
 

Physical Demand 
 
 
 

   Low   
 

Temporal Demand 
 
 
 

   Low 
 
 

Performance 
 
 
 

   Low 
 
 

Frustration 
 
 

    
   Low 

 
 

Effort 
 
 

   Low 
 
 

Do not write below this line.  Experimenter use only. 
 

Subject # _________                         Trial:   1    2                                    Cue:  E  I  V  N 

High 

High 

High

High 

High 

High 
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AAPPPPEENNDDIIXX  88::  HHEEAARRIINNGG  TTEESSTT  
 

HHEEAARRIINNGG  TTEESSTT  
Auditory Cueing Effects on Human Performance with Adaptive Systems  

 
Mark the appropriate response to the sentence: 
The second tone is (higher/lower) than the first tone. 
 
Set 1 higher lower 

Set 2  higher lower 

Set 3 higher  lower 

Set 4 higher  lower 

Set 5  higher  lower 

Score:  /5 
Mark the appropriate response to the sentence: 
The rhythms are the same.  (yes/no) 
 
Set 1 yes no 

Set 2 yes  no 

Set 3 yes no 

Set 4 yes no 

Set 5 yes no 

Score:   /5 
Mark the appropriate response to the sentence: 
The two series of notes were played with the same instrument.  (yes/no) 
 
Set 1 yes no 

Set 2 yes no 

Set 3 yes no 

Set 4 yes no 

Score:  /4 
 
Minimum acceptable score 10/14 overall or a perfect score on one section. 
Subject #:  ________ 
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AAPPPPEENNDDIIXX  99::  EEAARRCCOONN  
CCOOMMPPRREEHHEENNSSIIOONN  TTEESSTT  

EEAARRCCOONN  CCOOMMPPRREEHHEENNSSIIOONN  TTEESSTT  
Auditory Cueing Effects on Human Performance with Adaptive Systems  

 
After hearing each earcon, identify what information it conveys. 
Choose from the following: 
 
Single Earcons  

1. Manual Mode 
2.  Supervisory Mode 
3.  Search Phase 
4.  Locate Mine Step 
5.  Drive to Mine Step 
6.  Place Charge Phase 
7.  Pick up Charge Step 
8.  Place Charge on Mine Step 
9.  Detonate Phase 
10.  Move Away from Mine Step 
11.  Position Sonar Step 
12.  Fire Sonar at Charge Step 

Two Earcons  
13.  Search Phase, Locate Mine Step 
14.  Place Charge Phase, Pick up Charge Step 
15.  Detonate Phase, Move Away from Mine Step 

Three Earcons  
16.  Search Phase, Locate Mine Step, Manual Mode 
17.  Search Phase, Locate Mine Step, Supervisory Mode 
18.  Place Charge Phase, Pick up Charge Step, Manua l Mode 
19.  Place Charge Phase, Pick up Charge Step, Supervisory Mode 
20.  Detonate Phase, Move Away from Mine Step, Manual Mode 
21.  Detonate Phase, Move Away from Mine Step, Supervisory Mode 

 
 
Mark the number corresponding with the information presented. 
 
Earcon 1  _________  Earcon 2  _________  Earcon 3  _________   
Earcon 4  _________  Earcon 5  _________ 

Score:  /5 
Do not write below this line.  Experimenter use only. 

 
Subject # _________                                                                                    Cue:  E  I  V  N 
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AAPPPPEENNDDIIXX  1100::  SSAASS  CCOODDEE  
 
 
/*SAS Code template for PROC GLM and residual analyses.*/ 
 
 
Options linesize=80 pagesize=50 nodate pageno=1; 
data hlw_ct_cc; 
 
input sub_num trial_num cue_type cue_comp ttc sart nasa_tlx mental perf 
effort sd ss su 
; 
Label 
 sub_num = 'Subject Number' 
 trial_num = 'Trial Number' 
 cue_type = 'Auditory/Visual Cue Type' 
 cue_comp = 'Complexity of Cueing' 
 ttc = 'Time-to-task Completion' 
 sart = 'Composite SART Rating' 
 nasa_tlx = 'Overall Workload Score' 
 mental = 'Mental Component of TLX Score' 
 perf = 'Performance Component of TLX Score' 
 effort = 'Effort Component of TLX Score' 
 sd = 'Demand Component of SART' 
 ss = 'Supply Component of SART' 
 su = 'Understanding Component of SART' 
 ; 
 
/*In the case that you observe a significant interaction of CT*CC, you 
will need to calculate a new variable based on the data in order to 
represent the interaction as a main effect and conduct a means breakout on 
the levels of the new variable.*/ 
 
CTCC = (cue_type*10)+ cue_comp; 
Label 
 CTCC = 'New Variable Calculated Based on Data Representing 
Interaction as Main effect'; 
 
/*Cue type can be described by a number 1-4:  Vocal=1, Earcon=2, Icon=3, 
No Cue=4.  Cue complexity can be described by a number 1 or 2:  Simple=1, 
Complex=2*/ 
 
/* Outliers have been removed from this data set for TTC. 
S=10, T=1, TTC=961, RTTC=488 
S=10, T=2, TTC=927, RTTC=505 
S=25, T=1, TTC=960, RTTC=506 
 
Outliers have been removed from this data set for SD. 
S=17, T=1, SD=0.5, RSD=6.32 
S=17, T=2, SD=0.5, RSD=6.44 
 
Outliers have been removed from this data set for SS. 
S=6, T=1, SS=8.3, RSS=3.85 
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S=25, T=2, SS=1.55, RSS=4.93 
 
Outliers have been removed from this data set for SU. 
S=11, T=1, SU=2.75, RSU=8.09 
S=11, T=2, SU=2.45, RSU=7.86 
*/ 
 
 
 
cards; 
1 1 1 1 387 7 66 20 19 12 3.4 5.4  5 
1 2 1 2 392 6.1 65 18 17 15 5.7 5 
 6.8 
2 1 1 1 360 2.9 55 25 3 18 6.1 2.85
 6.15 
2 2 1 2 380 10.35 46 16 9 14 4.35 6.85
 7.85 
3 1 1 1 486 8.1 57 4 20 18 4.8 3 
 9.9 
3 2 1 2 366 13.55 50 7 20 16 2.75 6.35
 9.95 
4 1 1 1 350 2.85 73 31 15 18 9.1 4.75
 7.2 
4 2 1 2 436 6.2 64 24 15 13 7.2 6.15
 7.25 
5 1 1 1 341 9.85 68 8 24 10 3.35 6 
 7.2 
5 2 1 2 408 13.65 61 8 23 7 2.5 7.4 
 8.75 
6 1 1 1 328 16.15 38 1 10 10 0.55 3.85
 8.4 
6 2 1 2 418 16.2 32 1 7 9 0.3 7.75
 8.75 
7 1 1 1 382 2.2 72 31 16 21 8.15 0.5 
 9.85 
7 2 1 2 402 6.65 66 24 16 21 5.75 2.45
 9.95 
8 1 1 1 352 6.3 18 15 1 1 0.8 0 
 7.1 
8 2 1 2 454 5.85 24 20 1 2 2.5 1.15
 7.2 
9 1 2 1 358 2.15 66 17 24 17 7.6 1.15
 8.6 
9 2 2 2 413 3.35 63 16 21 17 8.75 2.2 
 9.9 
10 1 2 1 488 4.7 39 13 9 10 7.35 3 
 9.05 
10 2 2 2 505 6.6 27 9 9 5 5.85 3.55
 8.9 
11 1 2 1 607 2.3 45 18 5 16 6.5 6.05
 8.09 
11 2 2 2 508 1.9 55 20 9 17 6.2 5.65
 7.86 
12 1 2 1 398 2.25 43 10 17 6 7.4 1.9 
 7.75 
12 2 2 2 355 6.35 38 12 17 4 5.9 4.15
 8.1 
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13 1 2 1 402 11.45 46 3 4 13 5.05 7.1 
 9.4 
13 2 2 2 407 13.25 45 3 13 11 3.5 7.6 
 9.15 
14 1 2 1 473 5.7 62 30 22 10 10 
 5.7  10 
14 2 2 2 503 5.6 72 34 22 16 10 
 5.6  10 
15 1 2 1 306 8.1 65 12 29 9 5.5 
 4.6  9 
15 2 2 2 475 7.9 63 14 23 11 5.05 5.6 
 7.35 
16 1 2 1 401 10.25 66 18 14 13 2.45 4.55
 8.15 
16 2 2 2 455 5.9 61 14 15 11 6.15 5.05 7 
17 1 3 1 698 11.75 42 16 20 4 6.32 4.9 
 7.35 
17 2 3 2 560 9.4 41 1 26 13 6.44 0.45
 9.45 
18 1 3 1 369 3.8 60 9 16 18 5.9 3.1 
 6.6 
18 2 3 2 461 4.55 61 11 13 17 7.05 5.2 
 6.4 
19 1 3 1 307 3.75 60 4 26 15 7.45 1.45
 9.75 
19 2 3 2 330 3.3 58 9 26 7 7.15 1.45 9 
20 1 3 1 710 -0.35 70 25 25 15 9.75 0.4 
 9 
20 2 3 2 615 -2.5 60 25 19 15 9.7 0.2 
 7 
21 1 3 1 812 12.55 58 12 21 13 4.7 7.25 10 
21 2 3 2 417 7 50 10 17 10 6.25 3.95
 9.3 
22 1 3 1 462 8.05 88 31 26 3 9.6 
 7.75 9.9 
22 2 3 2 422 11.2 79 30 26 3 6.75 8.25
 9.7 
23 1 3 1 437 3.4 60 17 22 0 5.7 4.25
 4.85 
23 2 3 2 394 4.95 59 16 23 0 7.35 6.35
 5.95 
24 1 3 1 755 6.4 60 15 17 13 6.95 6.25
 7.1 
24 2 3 2 685 7.3 59 16 14 13 6.8 6.05
 8.05 
25 1 4 1 506 4.05 38 24 9 5 4.5 2.4 
 6.15 
25 2 4 2 845 1.35 25 15 6 4 5.1 4.93
 4.9 
26 1 4 1 472 15.45 38 24 9 5 1.15 7.55
 9.05 
26 2 4 2 528 11.95 25 16 6 4 1.4 9.25
 4.1 
27 1 4 1 423 5.55 64 20 5 22 7.45 6.15
 6.85 
27 2 4 2 835 -3.55 78 24 2 23 9.15 1.55
 4.05 
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28 1 4 1 322 5.3 63 23 14 13 7.3 2.6 
 10 
28 2 4 2 580 6.75 72 24 17 18 7.05 4.3 
 9.5 
29 1 4 1 336 12.9 20 13 3 3 3.95 6.85 10 
29 2 4 2 649 13.6 18 9 3 3 3 6.65
 9.95 
30 1 4 1 573 12.5 31 4 24 0 1.95 7.25
 7.2 
30 2 4 2 499 13.1 42 9 24 6 3.9 7.75
 9.25 
31 1 4 1 528 -2.5 53 8 10 15 8.35 0.85 5 
31 2 4 2 365 7.05 48 9 18 6 5.75 5.7 
 7.1 
32 1 4 1 430 -5.05 85 33 20 25 10 0 
 4.95 
32 2 4 2 551 -5.15 69 33 15 13 10 0.1 
 4.75 
; 
 
/*This procedure will produce main effects plots in order for you to look 
at the trends of your observations.*/ 
 
proc print; 
proc plot data=hlw_ct_cc; 
plot ttc*cue_type = '*'; 
plot sart*cue_type = '*'; 
plot nasa_tlx*cue_type = '*'; 
plot ttc*cue_comp = '*'; 
plot sart*cue_comp = '*'; 
plot nasa_tlx*cue_comp = '*'; 
Plot mental*cue_type = '*'; 
Plot mental*cue_comp = '*'; 
Plot perf*cue_type = '*'; 
Plot perf*cue_comp = '*'; 
Plot effort*cue_type = '*'; 
Plot effort*cue_comp = '*'; 
Plot sd*cue_type = '*'; 
Plot sd*cue_comp = '*'; 
Plot ss*cue_type = '*'; 
Plot ss*cue_comp = '*'; 
Plot su*cue_type = '*'; 
Plot su*cue_comp = '*'; 
Title3 'Response/predictor plot'; 
Title5; 
 
/*The following are procedures to analyze your performance data.*/ 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp CTCC; 
 
/* CTCC */ 
 
model ttc = cue_type sub_num(cue_type) cue_comp CTCC/P; 
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output out=hlw_ct_cc_ttc P=pttc R=rttc cookd=cookd_ttc; 
 
/* Here you include the predicted values, residuals and cook's D stat (for 
ttc) in your data set.*/ 
 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
/*This procedure will output the mean values for the levels of the 
interaction. If the interaction is significant, you can use this output to 
produce interaction plots in Excel.*/ 
 
means CTCC/duncan; 
 
proc plot data=hlw_ct_cc_ttc; 
plot rttc*(pttc cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_ttc plot normal; 
var rttc; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
/* The proc univariate generates a basic normality plot. */ 
 
/* Plotting cook's D stat by subject to identify outliers. */ 
 
proc plot data = hlw_ct_cc_ttc; 
plot cookd_ttc*sub_num; 
Title3 'Plot of Cooks D'; 
Title5; 
 
/* This is proc reg procedure to generate influence stats. */ 
 
proc reg; 
Title3; 
Title5; 
model ttc = cue_type cue_comp /influence; 
output out = hlw_ct_cc_ttc_reg DFFITS = DF_ttc; 
 
proc plot data=hlw_ct_cc_ttc_reg; 
plot ttc*DF_ttc = '*'; 
Title3 'Plot of DFFITS against time-to-task completion'; 
Title5; 
 
proc plot data = hlw_ct_cc_ttc_reg; 
plot sub_num*DF_ttc = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
/*The following are procedures to analyze your SART data.  They are 
identical to the procedures for analyzing your performance data, except 
the response measure is different.*/ 
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proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model sart = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_sart P=psart R=rsart cookd=cookd_sart; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_sart; 
plot rsart*(psart cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_sart plot normal; 
var rsart; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
/* Plotting cook's D stat by subject to identify outliers. */ 
 
proc plot data = hlw_ct_cc_sart; 
plot cookd_sart*sub_num; 
Title3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model sart = cue_type cue_comp /influence; 
output out = hlw_ct_cc_sart_reg DFFITS = DF_sart; 
 
proc plot data=hlw_ct_cc_sart_reg; 
plot sart*DF_sart = '*'; 
Title3 'Plot of DFFITS against sart'; 
Title5; 
 
proc plot data = hlw_ct_cc_sart_reg; 
plot sub_num*DF_sart = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
Title5; 
 
/* New analyses on SART dimensions.  SART dimensions are Demand, Supply, 
and Understanding. */ 
 
/* SART Demand */ 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model sd = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_sd P=psd R=rsd cookd=cookd_sd; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
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means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_sd; 
plot rsd*(psd cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_sd plot normal; 
var rsd; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_sd; 
plot cookd_sd*sub_num; 
Title3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model sd = cue_type cue_comp /influence; 
output out = hlw_ct_cc_sd_reg DFFITS = DF_sd; 
 
proc plot data=hlw_ct_cc_sd_reg; 
plot sd*DF_sd = '*'; 
Title3 'Plot of DFFITS against Demand component of SART'; 
Title5; 
 
proc plot data = hlw_ct_cc_sd_reg; 
plot sub_num*DF_sd = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
/* SART Supply */ 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model ss = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_ss P=pss R=rss cookd=cookd_ss; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_ss; 
plot rss*(pss cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_ss plot normal; 
var rss; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
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proc plot data = hlw_ct_cc_ss; 
plot cookd_ss*sub_num; 
TItle3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model ss = cue_type cue_comp /influence; 
output out = hlw_ct_cc_ss_reg DFFITS = DF_ss; 
 
proc plot data=hlw_ct_cc_ss_reg; 
plot ss*DF_ss = '*'; 
Title3 'Plot of DFFITS against sart'; 
Title5; 
 
proc plot data = hlw_ct_cc_ss_reg; 
plot sub_num*DF_ss = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
/* SART Understanding */ 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model su = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_su P=psu R=rsu cookd=cookd_su; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_su; 
plot rsu*(psu cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_su plot normal; 
var rsu; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_su; 
plot cookd_su*sub_num; 
TItle3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model su = cue_type cue_comp /influence; 
output out = hlw_ct_cc_su_reg DFFITS = DF_su; 
 
proc plot data=hlw_ct_cc_su_reg; 
plot su*DF_su = '*'; 
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Title3 'Plot of DFFITS against Understanding Component of SART'; 
Title5; 
 
proc plot data = hlw_ct_cc_su_reg; 
plot sub_num*DF_su = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
/*The following are procedures to analyze your NASA-TLX data.  They are 
identical to the procedures for analyzing your performance and SART data, 
except the response measure is different.*/ 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model nasa_tlx = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
 
output out=hlw_ct_cc_tlx P=ptlx R=rtlx cookd=cookd_nasa_tlx; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_tlx; 
plot rtlx*(ptlx cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_tlx plot normal; 
var rtlx; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_tlx; 
plot cookd_nasa_tlx*sub_num; 
Title3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model nasa_tlx = cue_type cue_comp /influence; 
output out = hlw_ct_cc_nasa_tlx_reg DFFITS = DF_nasa_tlx; 
 
proc plot data=hlw_ct_cc_nasa_tlx_reg; 
plot nasa_tlx*DF_nasa_tlx = '*'; 
Title3 'Plot of DFFITS against NASA TLX scores'; 
TItle5; 
 
proc plot data = hlw_ct_cc_nasa_tlx_reg; 
plot sub_num*DF_nasa_tlx = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
/*Output will now be produced for the three demand components of the NASA-
TLX that had the highest mental, performance, and effort.*/ 
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proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model mental = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
 
output out=hlw_ct_cc_mental P=pmental R=rmental cookd=cookd_mental; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_mental; 
plot rmental*(pmental cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_mental plot normal; 
var rmental; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_mental; 
plot cookd_mental*sub_num; 
TItle3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model mental = cue_type cue_comp /influence; 
output out = hlw_ct_cc_mental_reg DFFITS = DF_mental; 
 
proc plot data=hlw_ct_cc_mental_reg; 
plot mental*DF_mental = '*'; 
Title3 'Plot of DFFITS against NASA TLX scores'; 
Title5; 
 
proc plot data = hlw_ct_cc_mental_reg; 
plot sub_num*DF_mental = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model perf = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_perf P=pperf R=rperf cookd=cookd_perf; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_perf; 
plot rperf*(pperf cue_type cue_comp) = '*' /vref=0; 



  126  
 
 

Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_perf plot normal; 
var rperf; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_perf; 
plot cookd_perf*sub_num; 
TItle3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
Title5; 
model perf = cue_type cue_comp /influence; 
output out = hlw_ct_cc_perf_reg DFFITS = DF_perf; 
 
proc plot data=hlw_ct_cc_perf_reg; 
plot perf*DF_perf = '*'; 
Title3 'Plot of DFFITS against Performance Component NASA-TLX scores'; 
TItle5; 
 
proc plot data = hlw_ct_cc_perf_reg; 
plot sub_num*DF_perf = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
proc glm; 
Title3; 
Title5; 
class cue_type cue_comp; 
model effort = cue_type sub_num(cue_type) cue_comp cue_type*cue_comp/P; 
output out=hlw_ct_cc_effort P=peffort R=reffort cookd=cookd_effort; 
test h= cue_type e= sub_num(cue_type); 
means cue_type/duncan e = sub_num(cue_type); 
means cue_comp/duncan; 
means cue_type*cue_comp; 
 
proc plot data=hlw_ct_cc_effort; 
plot reffort*(peffort cue_type cue_comp) = '*' /vref=0; 
Title3 'Residual Plots'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc univariate data=hlw_ct_cc_effort plot normal; 
var reffort; 
Title3 'Residual Analysis'; 
Title5 'Model in cue_type and cue_comp'; 
 
proc plot data = hlw_ct_cc_effort; 
plot cookd_effort*sub_num; 
TItle3 'Plot of Cooks D'; 
Title5; 
 
proc reg; 
Title3; 
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Title5; 
model effort = cue_type cue_comp /influence; 
output out = hlw_ct_cc_effort_reg DFFITS = DF_effort; 
 
proc plot data=hlw_ct_cc_effort_reg; 
plot effort*DF_effort = '*'; 
Title3 'Plot of DFFITS against Effort Component NASA-TLX scores'; 
Title5; 
 
proc plot data = hlw_ct_cc_effort_reg; 
plot sub_num*DF_effort = '*'; 
Title3 'Plot of DFFITS values against subject numbers'; 
title5; 
 
run; 
quit; 
 
 


