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ABSTRACT

A technique has been developed to obtain selected source parameters for a release of toxic

material into the atmosphere by inversion of a set of sensor observations. The technique utilizes

the Marquardt inversion method. coupled to a Gaussian puff atmospheric dispersion model. The

major objective of this report is to perform a set of sensitivity calculations to explore the

robustness of the source location inversion procedure to variations in source location relative to

sensor location, spacing of sensors, sensor integration period, and sensor observation times. The

results of the tests for variation of source location show that the inversion accuracy is sensitive to

source placement relative to a rectangular sensor array with most accurate inversions occurring

when the source is aligned with a downwind row of sensors and least accurate when the source is

placed between downwind sensor rows. When the density of the sensor array was increased by a

factor of 4, i.e. spacing cut in half, the case with the poorest source location inversion accuracy

in the first test significantly improved. The results of tests for variation of sensor integration time

show that the most accurate source location inversion occurs for the smallest integration time and

the least accurate for the largest integration time. The results of tests for variation of the number

of observations show that the most accurate source location inversion occurs for the case with

the most observation times and the accuracy degrades as the number of observation times

decreases. As a general rule throughout all of the sensitivity tests performed here, the most

accurate source inversions occur when the number of data points (in both time and space) is

maximized.
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I. INTRODUCTION

A recent report (Grossman et aI., 2001, "GMG") described a technique in which selected

source properties for a toxic material released into the atmosphere are obtained by inversion of a

set of measured concentrations. The technique utilizes the Marquardt inversion method coupled

to a Gaussian puff atmospheric dispersion model (INtegrated PUFF, Petersen and Lavdas, 1986)

driven by a COAMPS regional prognostic model (Hodur, 1997) wind field. The inversion results

are used in conjunction with a probability model for 1000 sensor realizations to evaluate the

reliability of the technique. A test scenario, based on a puff release of material within a 40 Ian x

40 Ian domain in the Salt Lake City, Utah area, was used to evaluate the inversion model. Source

parameters selected for the test scenario were:

a. Source horizontal location, x =2 kIn, y =20kIn.

b. Source release start time, t =3600s.

c. Source strength, Q = 100 g/s.
d. Puff duration, D = 68 (single puff).

Auxiliary parameters selected for INPUFF were:

a. Source release height =1m.

b. Air Temperature =296 K.

c. Stability Class =C (P-G Stability Class, particular relation for () vs.

downwind distance).

d. Mixing height =1000 m.

Sensor placement (a rectangular array with sensors at the x/y intersections):

a. x =3, 11, 19,27 kIn (downwind),

b. y =12, 20, 28 Ian (crosswind),

c. Sensor integration time =5 minutes.

An initial guess for source location was determined via a 'backtrack' method as outlined in

GMG. Assuming a particular release time, the backtrack technique estimates source location by

calculating a backwards trajectory for each sensor with a non-zero concentration and then

calculates the average or concentration weighted average (centroid) location.

To start each study a set of "truth" sensor readings are generated by running the INPUFF

Gaussian puff dispersion model using the actual source parameters. The non-zero "truth"

concentrations are then perturbed with random errors to provide a set of simulated observations

(the inversion technique uses these observations; it does not know about "truth"). A realization is

defined as a set of non zero sensor readings (both spatially and temporally) where each

individual sensor reading includes a random perturbation of the "truth" value. Assume the
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perturbed sensor readings follow a lognormal probability distribution about the "truth"

concentration with a standard deviation, a. Each perturbed sensor reading will then have a

probability based on a log normal distribution. The probability of the realization is the product of

the individual sensor probabilities divided by the product of the probability of the realization

where each sensor reads the "truth" values.

An inversion was performed for 1000 realizations, and these results were used to determine

the source parameter probability distribution. In order to calculate the probability of the source

location at any particular point, the x-y plane was divided into squares O.lkrn on a side, centered

on the true source location. The number of sensor realizations for which the source location

occurs in a particular x-y square was tabulated and this number, divided by the total number of

sensor realizations (normalization factor), was interpreted as the probability of the source being

located in that square. The estimated release time and source strength was obtained by

calculating the mean value for each quantity in the x-y square having the highest source location

probability.

The results of the initial test calculations showed that the inversion procedure produced good

results with reasonably well defined maximum probabilities for the four source properties (x, y, t,

and Q) in a 1000 sensor realization scenario. The technique finds the source location, release

time, and strength within -±50 Ill, -±1O s, and -±1O g/s for the most probable values and within

- ±300m, -±25 s, and -±45 g/s at the 90% confidence kvel.

The major objective of this report is to perform a set of sensitivity calculations to explore the

robustness of the source location inversion procedure to variations in the following input

parameters: source location, number of sensors, sensor integration time, and sensor reading

times.

II. SENSITIVITY CALCULATION SCENARIOS

To explore the sensitivity of the inversion procedure to source location, the horizontal source

location was varied in the y coordinate (approximately the crosswind direction);

x =2 km, y = 12 - 28 krn (,1y =1 krn),

keeping all other problem parameters the same as those used by GMG (see above). Then the case

where the source is located at x =2 krn and y =15 krn will be used with a sensor set which has a

more dense spacing to explore the effect of sensor spacing on inversion accuracy. To explore the

Pge.4



effect of sensor integration time on the inversion procedure, sensor integration times of 5, 10,20,

30, and 60 minutes were used for the case of a source located at x = 2 km and y = 15 km. To

explore the sensitivity of the inversion model on the number of observations available, the

following calculations were performed for a source located at x =2 km and y = 15 km and a

sensor integration time of 20 minutes;

a. use observation periods I (0-20 min.), 2 (20-40 min.), and 3 (40-60 min.),

b. use observation periods 1 and 2,

c. use observation periods 1 and 3,

d. use observation periods 2 and 3,

e. use observation period 2, and

f. use observation period 3.

Observation period 1 alone had too few non-zero values to perform an inversion. As was the case

in GMG, each of the above sensitivity tests involved 1000 sensor realizations.

Two methodologies were considered in GMG for the calculation of sensor perturbations.

Th~e method used for the GMG calculations (Sample 1) consisted of a set of concentrations

generated using a normal random number generator. With this method, each set of individual

sensor readings, as well as the distribution of realizations, obeys a normal distribution. An

alternative method (Sample 2) utilizes a linear random number generator to determine a

perturbation to the actual sensor reading; then a probability, based on the log normal distribution,

is determined for the individual perturbed sensor reading (Iman and Shortencarier, 1984). The

first method automatically takes the sensor reading probabilities into account while the second

method provides more concentrations in the wings of the probability distribution. The Sample 2

sensor perturbation methodology was chosen for use in this paper. With this method, the

realization probabilities for each source location within a particular x-y square are summed to

obtain the cumulative probability for the source location in the square. This probability is

normalized by dividing by the probability of the "truth value" sensor realization. Since the major

concern is the relative probabilities square to square, the normalization factors are of minor

consequence. The estimated release time and source strength were obtained by calculating the

probability weighted mean values for release time and source strength in the x-y square having

the highest source location probability.
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III. RESULTS AND DISCUSSION

The results for the first experiment in which the source location was moved in the crosswind

direction from 12 lan to 28 lan, keeping x fixed at 2 lan, and using the 8 lan sensor spacing used

in GMG, are summarized in Tables 1 and 2, and Figures 1,2, and 3. Table 1 shows:

a. Number of realizations where the difference in the distance (m) between the source

location obtained via the average backtrack method and via the centroid backtrack

method is < 1m, < 10m, < 100m,

b. Number of times the estimated source location, out of 1000 realizations, is located

< 25m, < 100m, < 200m, from the true source location for the centroid backtrack

method,

c. Number of times the estimated source location, out of 1000 realizations, is located

< 25m, < 100m, < 200m, from the true source location for the average backtrack

method,

d. Number of times the estimated source is located more than 600m from the true source

location for each backtrack method.

Inspection of Table 1 shows that inversion accuracy varies with both the y location of the source

and the method used for calculation of the initial x-y guess. The first column of Table 1 is an

estimate of the consistency between the two initial x-y guesses obtained by the centroid and

average backtrack methods. In nine of the seventeen" cases at least 700 of the 1000 sensor

realization inversions yield estimated source x-y values which differ by less than 100m from

each other. For three cases the number of sensor realizations yielding a distance difference less

than 100m between estimated source x-y values for the two backtrack methods is less than

-50m. The second and third sections of Table 1 show the accuracy of the inverted source

locations for the 1000 realizations, for each of the two backtrack methods, as the y value of the

true source changes. Using the d < 100m column as the example, it can be seen that iinversion

accuracy varies as the true y value of the source varies. Inversion accuracy tends to be high when

the source is aligned with a line of sensors (y = 12 km, 20 km, and 28 km) and also at y values of

17 and 25 km (the wind has a slight northerly component). Inversion accuracy tends to be lower

when the y value of the source is -13 - 16 km and -21 - 24 km, i.e. when the true source is

located between sensor lines. There is a definite repetition of the inversion accuracy pattern as

the source is moved between sensor lines. Table 2 shows the number of sensors with non zero

readings for the total one hour sampling period and the number of sensors with non zero reading

for each of the twelve, five minute sampling periods. There is a definite correlation between the

number of sensors involved in the inversion and inversion accuracy. The highest accuracy

inversion (y = 17 lan) is associated with the most sensors (14) having non zero values and the
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lower values of inversion accuracy correspond to cases where the number of sensors involved in

the inversion decreased to eight or nine sensors. Figure 1 shows the number of times out of 1000

realizations that the distance difference between estimated and true source locations is less than

100m plotted against the y value of the true source; also plotted is the number of sensors

involved in each realization. The solid line (D) is the plot for source locations obtained via the

average backtrack method, the dotted (0) line is the plot for source locations obtained via the

centroid backtrack method, and the dashed line (0) is proportional (n x 40) to the number of

sensors involved in the realization. The vertical lines at 12 km, 20 km, and 28 km indicate the

location of the sensor lines. The variation of inversion accuracy with y value of the source is

clearly shown for both backtrack methods. While the centroid backtrack method produces

slightly higher inversion accuracy when the source is aligned with one of the sensor lines, the

average backtrack method produces higher inversion accuracy over the complete range of y

values. In particular, the centroid backtrack method produces erroneous source locations for

cases where the y value of the source is - 18-19 km and - 26-27 km. Overall, the average

backtrack method provides initial x-y guesses which yield more accurate estimated source

locations. Figure 1 also shows that inversion accuracy is directly related to the number of sensors

involved in the inversion. Figure 2 shows the cumulative inversion probabilities in 100 meter per

side squares in the x-y plane for the 1000 realizations. Figure 2a shows the plot for the case

where the source is located at x =2 km, y =15 km and the initial x and y guess for the inversion

model was obtained using the average backtrack method. This was a case which had very poor

inversion accuracy. Figure 2a shows that the inversion appeared to converge at x = 1.2 km and y

= 14.8 km. Figures 2b and 2c show plots for the case where the source is located at x = 2 km, y =

17 km and the initial x and y guesses for the inversion model were obtained using the average

(2b) and the centroid (2c) backtrack methods. These cases had the highest inversion accuracy

and the figures show that nearly all the sensor realizations produced inverted source locations

close to the actual values. Figure 2d shows the plot for the case where the source is located at x =
2 km, y = 19 km and the initial x and y guess was obtained using the centroid backtrack method.

As was the case in Figure 2a, this represents a case of poor inversion accuracy. The inversion

appears to converge at x =2.3 km and y =23.6 km. Figures 2e and 2f show the plots for the case

where the source is located at x = 2 km, y = 20 km and the initial x and y guesses for the

inversion model were obtained using the average (2e) and the centroid (2f) backtrack methods.

These cases show reasonably good inversion accuracy. We believe that poor accuracy occurs

when the initial guess, as determined by the backtrack method, is far from the true source. Then

the small variations in source location used in starting the Marquardt inversion do not provide a

clear signal of what direction to move towards the true source. In essence, the X2 function is

quite flat and the Marquardt iteration gets caught in a local X2 minimum. Figure 3 shows the log

of the probability product for each of the 1000 sensor realizations as a function of distance
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between inverted source location and true source location for the cases shown in Figure 2. Figure

3a shows the plot for the case where the source is located at x =2 kIn, y =15 kIn and the initial x

and y guess for the inversion model was obtained using the average backtrack method. For this

case a significant number of the 1000 realizations, including those with high probability

products, cluster at an inverted distance -1 kIn from the actual source. Apparently the initial,

backtracked guess for the source location is in this region, and the Marquardt technique

converges in a local X2 minimum. Figures 3b and 3c show plots for the cases where the source is

located at x =2 km, y = 17 kIn and the initial x and y guesses for the inversion model were

obtained using the average (3b) and the centroid (3c) backtrack methods. As discussed above,

sensor realization probabilities are clustered within an inverted distance of 100-200m from the

actual source. Figure 3c shows a few low probability points -4 km from the true source. Figure

3d shows the plot for the case where the source is located at x =2 kIn, y =19 kIn and the initial x

and y guess for the inversion model was obtained using the centroid backtrack method. This is

another case where the inverted source values clustered about a point 4-5 kIn away from the

actual point with high sensor realization probability. Figures 3e and 3f show the plots for the

case where the source is located at x =2 kIn, y =20 km and the initial x and y guesses for the

inversion model were obtained using the average (3e) and the centroid (3f) backtrack methods.

This is the case considered by GMG. The results show a primary probability peak within 100m

of the actual source as well as a secondary, lower probability peak: -400m from the actual source

location. The secondary probability peak generated in the average backtrack method results of

Figures 2e and 3e was not generated in the GMG results for the same case. We attribute this to

the different sampling models used to generate the sensor realizations. The maximum probability

peaks do occur at the same points for both sampling methods.

To explore the effect of sensor spacing on inversion we took the case where the source is

located at y = 15 kIn and x = 2 km. As discussed above, this was a case where inversion accuracy

for the GMG sensor set was poor. The sensor spacing was decreased from 8 km in the x and y

directions to 4 km. A total of 48 sensors were used (y = 10-30 kIn, /).y = 4 km; x = 1-29 km,

/).X =4 km, '215B') compared to the 12 sensor array ('215A') for the above calculations. These

two cases are compared in Table 3 (same format as Table 1). The first column of Table 3 shows

that 998 of the 1000 inversion pairs yield inverted source x-y location differences of less than

100m for the initial x-y guesses obtained by the centroid and average backtrack methods. This

compares to 179 of the 1000 inversions for the 8 km sensor set. Columns 2, 3, and 4 of Table 3

show very significant improvement in the inversion accuracy for the denser sensor array. Figures

4a (average backtrack method) and 4b (centroid backtrack method) show the cumulative

inversion probabilities in 100 meter per side squares in the x-y plane for the 1000 realizations.

Figure 4 shows that the inversion appeared to converge at x =2 kIn and y = 15 kIn with a single,

sharp probability peak:, indicating very good accuracy.
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Table 3. Results Of Inversion Calculations For 1000 Sensor Realizations Using Sensor Spacings
of 8 km (A) and 4- km (B)

Run Distance Difference
<1 <10 <100

Accuracy (Centroid)
<200 <100 <25

Accuracy (Average)
<200 <100 < 25

Outside ±600m
c a

215A

215B

69 124 179

531 953 998

455 206 27

999 938 178

110

1000

24

939

o

174

239 806

1 0

Table 4. Results Of Inversion Calculations For 1000 Sensor Realizations As a Function Of
Sensor Integration Time

Run Distance Difference Accuracy (Centroid) Accuracy (Average) Outside ±600m
<1 <10 <100 <200 <100 <25 <200 <100 <25 c a

215/5 531 953 998 999 938 178 1000 939 174 1 0

215110 548 916 998 998 862 114 998 857 118 1 0

215120 545 888 980 949 633 69 966 644 64 0 0

215/30 306 779 965 686 254 24 676 255 22 0 0

215/60 344 791 998 646 212 12 638 213 13 0

Results for sensitivity tests of the source location inversion model to sensor integration time

are shown in Table 4 (same format as Table 1) and Figures 4 and 5. These results assume the

actual source location was x = 2 km and y = 15 km and use the 48 sensor array described above.

Source inversions were performed for 1000 sensor realizations using sensor integration times of

5, 10, 20, 30 and 60 minutes. Table 4 shows that inversion accuracy degrades monotonically as

integration time is increased. This is most probably due to the fact that the number of
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observations used in the inversion calculation is also decreased. It is interesting to note that even

at an integration time of 60 minutes the inversion accuracy is better with the 48 sensor array than

the inversion accuracy with the 12 sensor array and a 5 minute integration time (see Table 3).

Figures 5a (average backtrack method) and 5b (centroid backtrack method) show the cumulative

inversion probabilities in 100 meter per side squares in the x-y plane for the 60 minute sensor

integration case. Comparison of these figures with Figures 4a and 4b (5 minute sensor

integration case) shows the 60 minute case probability distributions to be more spread out in the

x-y plane, but there are no secondary probability peaks in either case.

Table 5. Results Of Inversion Calculations For 1000 Sensor Realizations Using Different

Observation Times

Run Distance Difference
<1 <10 <100

Accuracy (Centroid)
<200 <100 <25

Accuracy (Average)
<200 <100 <25

Outside ±600m
c a

215/123 545 888 980

215/23 530 857 1000

215/13 283 509 799

215/12 334 497 523

949 633 69

948 537 55

824 402 23

870 455 38

966 644 64

947 531 52

965 552 34

486 224 20

o

o

o

1

o

o

o

465

215/2

215/3

602 917 993

379 642 995

847 324 32

658 234 16

845 327 32

659 228 18

o

o

o

1

The results for tests of sensitivity of source location inversion model to sensor observation

time are shown in Table 5 (same format as Table 1) and Figures 6 and 7. The actual source

location was x = 2 km and y = 15 km, and the 48 sensor array described above was used. The

sampling period was 20 minutes and 1000 inversions were performed using sampler

concentrations from time periods 1 (0-20 min), 2 (20-40 min), and 3 (40-60 min) as follows:
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1,2,3 - Run 215/23,

2,3 - Run 215/23,

1,3 - Run 215/13,

1,2 - Run 215/12,

2 - Run 215/2,

3 - Run 215/3.

The most accurate of the above tests occurs when all three-observation periods are used in the

source inversion calculation. The inversion which uses observation periods 2 and 3 is next in

accuracy. There is a definite separation in accuracy between these two cases and the next three

cases, 215/13, 215/12, and 215/2. The latter three cases all have about the same accuracy. For

cases 215/13 and 215/12 there are significant differences in source location accuracy between the

centroid and average backtrack methods. The 215/12 case using the average backtrack method

yields a particularly poor inversion. The 215/3 case (observation period 3) is the least accurate in

this sensitivity test. The general accuracy trend in Table 5 can be correlated with the number of

data points available for the inversion in each case;

a. Case 215/123 - 17 data points,

b. Case 215/23 - 15 data points,

c. Case 215/13 - 12 data points,

d. Case 215/13 - 7 data points,

e. Case 215/2 - 10 data points,

f. Case 215/3 - 5 data points.

Figures 6a (average backtrack method) and 6b (centroid backtrack method) show the cumulative

inversion probabilities in 100 meter per side squares in the x-y plane for the 1000 sensor

realizations for the 215/123 case. Figures 7a (average backtrack method) and 7b (centroid

backtrack method) show the cumulative inversion probabilities in 100 meter per side squares for

case 215/3. The probability distributions for case 215/123 are sharper and of greater magnitude

than those for case 215/3.

In summary, a series of sensitivity tests for the inversion model, developed by GMG, were

run to explore the dependence of estimated source location on the y coordinate of the true source,

the spatial density of the sensor array, sensor integration time, and number of observation times.

Results of tests for variation of the y coordinate show that inversion accuracy is sensitive to

source placement within the sensor array; the most accurate inversions occur when the source is

aligned with a downwind row of sensors and least flccurate inversions occur when the source is
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placed between downwind sensor rows (see Figure 1). When the density of the sensor array was

increased by a factor of 4, the low-resolution array case with the poorest estimated source

location had a significant improvement in accuracy (see Table 3). Results of tests for variation of

sensor integration time show that the most accurate source location estimate occurs for the

smallest integration time and the least accurate for the largest integration time (see Table 4.).

Tests on sensitivity of the inversion model to number of observations show that the most

accurate source locations occur when all observation times are included and accuracy degrades

as the number of observation times decreases (see Table 5). As a general rule throughout all of

the sensitivity tests performed here, the most accurate source inversions occur when the number

of data points (in both time and space) is maximized.
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Table 1. Accuracy and Distance Difference Frequency as a Function of Actual Source

Location. There are 1000 Realizations for Each Source Location.

Table 2. Number of Non-Zero Readings for a Sampling Array With Twelve Sensors In
Each 5 Minute Sampling Period.
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FIGURE CAPTIONS

Figure 1. Number of source locations for 1000 sensor realizations having distance
differences with respect to the true source location of less than 100m plotted
against the y location of the true source. The solid line (D) is the plot of the
source locations obtained via the average backtrack method, the dotted(O) line
is the plot for the source locations obtained via the centroid backtrack method,
and the dashed line (0) is proportional (n x 40) to the number of sensors
involved in the realization. The vertical lines at y = 12 km, 20 km, and 28 km
indicate the y coordinate of sensor lines.

Figure 2a. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses average backtrack
method, 12 sensor array (8 km spacing).

Figure 2b. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =17 km, initial guess uses average backtrack
method, 12 sensor array (8 km spacing).

Figure 2c. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =17 km, initial guess uses centroid backtrack
method, 12 sensor array (8 km spacing).

Figure 2d. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =19 km, initial guess uses centroid backtrack
method, 12 sensor array (8 km spacing).

Figure 2e. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x = 2 km, y = 20 km,. initial guess uses average backtrack
method, 12 sensor array (8 km spacing).

Figure 2d. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =20 km, initial guess uses centroid backtrack
method, 12 sensor array (8 km spacing).

Figure 3a. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x =2 lan, y =15 km and initial guess uses average backtrack method.

Figure 3b. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x =2 km, y =17 km and initial guess uses average backtrack method.

Figure 3c. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x =2 lan, y =17 km and initial guess uses centroid backtrack method.

Figure 3d. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x =2 J..a:n, Y = 19 km and initial guess uses centroid backtrack method.
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Figure 3e. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x =2 km, y =20 km and initial guess uses average backtrack method.

Figure 3f. Log of the probability product as a function of the distance between the inverted
source location and the true source location for each of the 1000 realizations. Source
is located at x = 2 km, y = 20 km and initial guess uses centroid backtrack method.

Figure 4a. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses average backtrack
method, 48 sensor array (4 km spacing), with 5 minute averaging.

Figure 4b. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses centroid backtrack
method, 48 sensor array (4 km spacing), with 5 minute averaging.

Figure Sa. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses average backtrack
method, 48 sensor array (4 km spacing), with 60 minute averaging.

Figure 5b. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses centroid backtrack
method, 48 sensor array (4 km spacing), with 60 minute averaging.

Figure 6a. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses average backtrack
method, 48 sensor array (4 km spacing), with 20 minute averaging.

Figure 6b. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses centroid backtrack
method, 48 sensor array (4 km spacing), with 20 minute averaging.

Figure 7a. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses average backtrack
method, 48 sensor array (4 km spacing), with 20 minute averaging, uses only sensor
data from 40-60 minutes after release.

Figure 7b. Estimated source location probability histogram for 100m x 100m elements.
The actual source is at x =2 km, y =15 km, initial guess uses centroid backtrack
method, 48 sensor an-ay (4 km spacing), with 20 minute averaging, uses only sensor
data from 40-60 minutes after release.
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Figure 2a

Figure 2b
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Figure 2d

Starting Point: Centroid

True Source Location: 2, 17

Starting Point Centroid

True Source Location: 2, 19

21



Figure 2e

Figure 2f
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Figure 3c
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Figure 4a

Figure 4b
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Figure 5a

Figure 51'
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Figure 7a

Figure 7b
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