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Sensitivity Analysis Using 
Parallel ODE Solvers and 
Automatic Differentiation in C: 
SensPVODE and ADIC 

Steven L. Lee 
Paul D. Hovland 

AHSTI{ACT I'VODE is a high-performance ordinary differential equation 
solver for the types of initial value problems (I V Ps) that arise in large­
scale computational simulations. Often, one wants to compute sensitivi­
ties with respect to certain parameters in the I V P. VI/e discuss the use of 
automatic differentia.tion (AD) to compute these sensitivities in the con­
text of PVODE. I{esults on a simple test problem indicate that the lise of 
AD-generated derivative code can reduce the time to solution over finite 
difference approximations. 

1 Backgrouud 

In (·otllplicat.nl, larg,'-scale cotllputational sitllulat.ions, t.he governing equa­
I.ions can oft.en Iw spat.ially discretized and t.hen nutIlt'rically solvpd as a sys­
t.etll of ordinary different.ial {'quation (ODE) or different.ial-algpbrai(, equa­
t.ion (DAE) init.ial vahw probletIls. PVODE [BWm) and IDA [HTDD) an' 
powerful, parallel ('odes for solving these t.ypes of ODEs and DAEs, re­
spect.ivdy. The ('odes an' writ.t.en in C and usp MPI t.o achi!'V{' parallelism 
and port.abil it.y. Typically, t.he equat.ions cont.ai n paramel.er values (P.g., 
dwmical n'action rates) t.hat are not. precisely known. In analyzing the 
sitllulations, t.lw scient.ist. would likf~ t.o know whi('h parallH't.Prs are most. 
infhwnt.ial in affect.ing t.ll!' Iwhavior of t.h" simulat.ion. Such sensitivit.y in­
format.ion is useful beCalls{' it ident.ifies which paralllt't.,'rs will rt'quire pre­
cis!' lIwasuretIlent.s if t.h,' sitllulat.ion rt'sults arc \.0 be tIlade more accurat.e. 
This art.icle sutIltIlariZt's prplitIlinary work in which aut.omat.ic diffnenti­
at.ion (AD) is Iwing used wit.h PVODE t.o ('feat.e a solver that. (,Olll[lUt.{'S 
spnsitivit.y information for ODE syst.ems. 

In (·omput.ing sensit.ivit.ies for ODEs, one is int.er,'st.ed in solving 

y'(t)=J(t,y,p), y(tll) = yo(p), :rJERN, pERm, (1.1) 

where the solution v{'c\or y(t) depends upon an addit.ional v"c\.or of pa-



ratlH'tns p, alld tlH' Sf'lIsitilJitu!s arp defilwd as 

oy(t, p) . 
8,:(t)= . ,'I=I,···,1n. 

OPi 

Olle approach for COlli puti IIg these sellsi ti v i tips is to apply A D tech II iq Itf'S to 
the elltirt, PVODE solvpr. However, PVODE is a variabl,'-stq)size, variable­
ordpr solver alld, for t.his situation, Eberhard and Bischof [Em)9] have 
delllonstratf'd that AD lIIay compute UIH'Xpf'ctnj derivative vallws ullless 
all a postniori corrt'ction is applied. In contrast. t.o such a "black-box" 
approach, it is of tell sup,'rior to couple the USf~ of AD with some illsight 
into the computational requirements of tilt' problem. To do this, Wf' formally 
differentiate tilt' original ODE (l.I) with rpsIH'ct t.o each COlllPOIWllt p,: of p. 
Thus, we obt.ain t.IIP s('nsit.ivity ODEs 

, {if (}f (!Yo(p) 
8,:(1) = -;:;-8,:(t) + -.,,-, 8,:(tO) = -.)-, 1= i,··· ,m. (l.~) 

u!/ (lPi (lp; 

Tlw init.ial sf~nsitivit.y wctor s,:(lo) is pitlwr all zeros (if Pi OCCllrS ollly in f), 
or has 1I0nzeros accordi ng to Itow Yo (p) dqwnds Oil Pi. Thf' t.i lIW illt-Pgrat.ion 
of y'(l) and each <(t) call be accotJIplislwd by solving an ODE syst.elll of 
size N(m + i), where 

( 
y( t) 

) 1'(1, I',f') ~ ( 

f(l, y, p) 

) .~ 1 (t) !!.1.. .!!.L 
iJ 81 (I) + fI 

Y= alld 
y p, 

8",(1) !!.1.. -.!!..L fI 8", (I) + fI Y pm 

TIlt' new ODE-spnsitivit.y IVP to i)(' solvpd is simply 

}O, (I) = F (t, Y, p), Y(lo) = }()(p), (1.:\ ) 

(j f iJ f 
and pach .'<(1) can Iw f'valuatnj hy comput.ing ilt;8;(t) + i¢: via AD, or by 
approximatillg t.heir SlllIl via finite differellces. 

In general, the sPIlSit.ivities of t.lw ODE problem can be solvnl for ill a 
variet.y of ways. For exalllple, the ODE probl"lIIs can be dpcouplnj: com­
pute and st.Ort' t.11t' solution y(t) in advance: tllPn use interpolat.ioll, alollg 
wit.h AD or fillit.e difff'fences, to evaluatf' S;(t) wlwrt'ver lIeeded by all ODE 
solvf'r. If t.he SaIlH' ODE solver is uSf'd for (l.I) alld (l.~), the erfort IH'ech'd 
to int.egrat.e them is of tell cOlllparable sincp the ODEs havf' t.he sallie .Ja("()­
bian mat.rix ¥ and t.her,{ore the same st.iffness propf'rt.ips. For a cOlllprp-

Y 
IWllsi ve rf'V iew of methods for COtJI pu t.i llg st'nsi t.i v i ty i nforlllation in 0 D E 
syskllls, see [RKD8:~]. 

SensPVO D E [LII BOO] is a variant of PVO D E t.hat simu/tcl1Ieolls/y COtJI­
putt'S tlw solut.ion and t.lte st'nsitivitips ill the augllH'nted ODE systt'lII (l.:~). 
Also, for lIIany large-,;cale applicat.ions, implicit t.illlP int.egrat.ion lIwthods 



are requirt'd. Several papers descri he how to modi fy l\ewt.on's method for 
dficientiy solving the nonlinearsyst.ems that. arise at each tilllPstq> [FTB97, 
MP9tij. Also, we nok t.hat t.he sensitivit.y ODEs (I.L) are linear in lidt), 
i'v!'n if the original 0 D E (1.1) is nonlinear. This observation is significant 
in tilt' next section as we discuss the tWi~d to properly scale tlw s!'nsitivities 
that Wf' compute. 

2 Scal('d Sensi tivi ties Using Finite Differences 

Sev('fal obs('fvations motivate our modifications to t.he sensitivity OD Es 
(I.L). First, th!' unit.s for the ODE solution, [y(t)], and tlH' units for tlw 
sensitivity vectors, [8i(l)], do not match. This mismatch in units can lead 
to scaling probl!'ms, !'sr)('cially wlH'n using fini!.!' differf'nce methods. For­
t.unately, the issl((, is easily remedied. [n particular, tlw spnsitivity vectors 
havp units of [!Jj/[pij. For y(t) and the sensitivit.i!'s to shart~ the same units, 
tlw litwarity of t.he sensit.ivity ODEs (1.L) allows us to multiply the s!'nsi­
tiviti!'s by their f('srH'ctiw~ parameter vahH's to obtain the 8m/nl sensitivity 
ODEs 

I af Clf 
tIi;(t) = -;-!II;(t) + Pi-. -, 

c1y (IP; 
(L.4) 

III; (t) = Pi 8;( f) , 

and P; is a nonz('ro constant that is dillwnsionally consistent with Pi. Typ­
ically P; = Pi. [n gi'tH'ral, tlw scale fact.or P; can Iw any nonZi'ro lIIultiple 
of Pi, and t.h is can sOllwti llH'S be used t.o Cf!'at.i' a wi'll-scaled problem for 
t.he ODE variablps and sensitivities. 

To improv!' tlw accuracy of est.imating thp scaln\ sensitivity d('rivativ!'s 
in (L.4), S!'nsPVODE has an option that appli('s ci'nti'red diffprPt[("Ps to 
('adl tprm s('parately: 

af f(t,y+Jylll"p)-f(t,y-Jylll;,p) 
(}y III; >::::J L J 

y 
(L.5) 

and 
_ (Jf f(t,y,p+J;p;e':)-f(t,y,p-J;p;r:;) 
Ji;-,- >::::J ., ',' 

(!P; L" 
(L.6) 

As is t.ypical for finitp differet[("es, the proper choice of fH'rturbations Jy and 
J; is a delicat.e matter. Our r('colllmt'nded value for Jy and J; takes int.o 
account sevi'ral problelll-related features: the r('lat.ivf~ ODE error tolerance 
BTOL, the machitw unit roundoff tm~("hin", and the w!'igiltn\ root.-lllean­
square (RMS) norm of the scalpd sensitivity III;. We then define 

and 
, 1 

Oy = , 
. lllax(llw;II,I/o;) 

(L.7) J; = Vmax(RTOL, tmachin,,) 



Tlw t.E'rms Cm"chint" and 1/6i arE' inclucit'd as divide-by-zero saf('guards in 
case RTOL = 0 or Ilwill = O. Roughly speaking (i.('., if th(' safE'guard tnIlls 
art' ignored), 6i giv('s a VHTOL r('latiw IH'rturbat.ion to paramd!'r i, and 
6y givE'S a unit. weightl'd B.MS norm p('rturbat.ion to !/. Of cours(', til!' lIlain 
drawback of t.his approach is that. it rt'quires four evaluat.ions of f(t,!/, p). 

A Il'ss ("()stiy techniqu(' for ('st.imat.ing scaled s('nsitivity ckrivatives is also 
bas('d on centned diffnf'nct's. How!'ver, it. uses t.11!' formula 

(~.R) 

in which 

6 = min(6i ,6y ). 

If 6i = 6y , a Taylor snies analysis shows that tht' sum of (~.G) and (~.ti) 

and th(' value of (~.8) are ('quival('nt. t.o wit.hin ()(6~). Howt'v!'r, tlw lattN 
approach is halfas costly, since it rt'ctuin's only two ('valuat.ions of f(t, .I/,p). 
To t.ak!' advant.age of t.his savings, it. IlIay also 1H' desirable to us(' t.11!' lat.tn 
fOrrIllIla wlwn 6i ~ 6y . In [LHBOO], we pxplore th(' possibility of allowing 
SpnsPVODE t.o select. tht, finitE' diffPrpnn' forIllula haspd on how c10sply 6i 

and 6y agn'l'. 
In Sllllllll;UY, the sensit.ivit.y vprsion of PVODE is equipped with a va­

ridy of finik difft'renn' forlllulas for approximating t.hp scal!'d s!'nsitivity 
derivatives. Howev!'r, for SOIllt' probleIlls, finit.P difft'n~ncps do not work. 
Typically, difficult.ies arise in applicat.ions wlwrp t.lw solution cOIllpotwnt.s 
are \'Pry badly scalpd. In addit.ion to failure or accuracy problems, finik 
diffen'nces IlIay 1H' indficient for functions f(t,!/, p) that are expt'nsiw' t.o 
('valuat.e. Such short.coIllings lIlotivat.e t.11!' ncpd for an dficient, pxact, and 
(Ilft'fnahly) aut.ottlated process for cOlllPuting spnsit.ivity dnivat.ives within 
S!'nsPVODE. 

3 Scakd S('nsitiviti('S Using AD 

Aut.ottlatic different.iat.ion lIlUSt. Iw nearly as easy t.o usp as finite differ­
pnn's, or it will only lw tiSI'd wlwn finit.e differt'nces fail, if at. all. Previous 
work [C:orD~, LPDD, FMMDR, ABC+OO, C;erOO] has dpttlonst.ratcd that it is 
possible t.o autoIllat.e tlH' AD proct'ss by exploit.ing the existcncp of well­
dditwd i nkrfaces for t.he user's futICt.ion i mplellH'nting f( t, !/, 11)' This mak!'s 
it. easy to ic\t>ntify the independent. and dE'pendpnt variables and to propnly 
initialize tlH' AD-getwratt'd code. 

Applying AD is complicat.ed by tlw fact t.hat til!' user's function is illl­
plelll!'nt.ed in C wit.h M PI parall!'lislll [C LSD4]. 'vVe an' thE'rdore adding 
support for MPI t.o t.he ADIC [BH.MD7] aut.oIllatic differentiation tool, 
building on earlier work by Hovland [HovD7, HBDR]. The use of C post's 



challi'nges from t.lw st.andpoint of autotllation. PVODE, like many other 
nutllnical t.oolkits, allows t.he user to pass around appli('at.ion-specific data 
in a IIser-ddined struct. As part of the AD proCt'ss, it lIlay hi' ni'ct'Ssary 
t.o asso('iat.e derivat.ivi's wit.h SOliii' of t.hi' variahlcs in t.his st.ructure. To 
avoid aliasing problems, t.his gelH'rally itllplies ('hanging t.lw t.ype of !.Ili'se 
variables [BRM97]. Thlls, all ('ode (lIOt. jllst. t.he fllllctioll) tIlIISt bi' modi­
fied t.o liSt' t.his lIew datatypi'. Ollr init.ial approa('h has IWi'n t.o ('ir(,lItilvent 
this prohli'm throllgh tht' liSt' of two data st.rllctllres, 011(' with dt'rivat.ives 
and ont' wit.hollt, ('opying dat.a back and fort.h as neCi'ssary. To "'iminate 
tilt' overhead of ('opying, we pi all t.o lise a single data St.ruct.llrt'. This will 
II('ct'ssit.ate applying A DIe to alltomat.i('ally modify t.he IIser code to lise 
!.Iii' lH'W dat.at.ypt'. 

4 Experimental Results 

Vv'e applied S('lIsPVODE t.o a simple ti'st ('ase, a two-spe('it's dillrnal killi't.­
i('s advect.ioll-diffllsioll syst.em in t.wo span' dilllPnsions. TI\i' PDEs can be 
writti'n as 

(i = I, L), 

wlwre t.he sllpnsnipt.s i art' IIsi'd t.o distillgllish tlw dwmi('al spi'('ics. Th(' 
rt'act.ion ti'rlllS art' gi vell by 

U1('1, ('~, I) 

U~('l' ('~, t) 

-Ifl ('1 (':1 - 1/'2('1 ('~ + LI/:I(t)(':1 + 1/4(t)('~, alld 

'11('1(';1 - 1/~('1(''2 - 1/4(t)('~; 

and K" (y) = /\() f'Xp(y(i). 'I'lli' s('alar const.ants for this probletll an~ K h = 
4.0 X 10-", V = LO-;I, Kn = 10-H, 1/1 = l.6:J x 10- 16 , '1~ = 4.(i!i X 10- 16

, 

and (';1 = :1.7 x 10 1". 'I'lli' dillrnal rate ('onstallts art' 

I/;(t) t'xp[-(/.;/sinwt] for sinwt > 0, 

1/;(1) 0 for sillw! 'S 0, 

wlli're i = :~ and 4, w = 7l'/4:~LOO, (/.;1 = LL.6L, and (/.4 = 7.tiOl. Tlw titlle 
inti'rval of int.egrat.ion is [0, ~(i400], rq)resenting L4 hOllrs llH'aSIlWd ill se('­
onds. 

The problem is posed on t.he sqllart' 0 'S .1: 'S LO, :1O 'S y 'S fiO (all in 
km), with homogelli'olls I\ellmann bOllndary ('olldit.ions. Tht' PDE systi'tIl 
is t.reated by ('ellt.ral differi'nct's on a IIniformllH'sh, with simple polynomial 
init.ial profiles. Set' [LIIBOO] for more det.ails. For the purpose of sensitivity 
analysis, Wi' idelltify t.ht' following ~ parallH't.ers associated wit.h t.his prob­

lem: Pl = 1/1, P'2 = 1/'2, Pa = (';1, P4 = (/.;1, Pc. = (/.4, Po = !\h, P7 = V, and 
PH = Ko. In solving for (say) .1 sf'nsit.ivit.it's, Wi' ari' compllt.ing the ODE 



solution togpt,llPr with the scaled sensltlvltws with respect to tilt' first .1 
paranH'tt'rs; that is, y(i) and !/II (i)" .. , w,,(t) , 

In the nutllPrical expnim('nts that follow, we allowpd the numlwr of sen­
sitivitif'S to vary from 1 to iI. In computing the scaled sensitivity deriva­
tiws, Wf' comparni the use of AD against the finite difference stratt'gies 
descri Iwd in S('ction :2. Two centert'd diffn,~nn' strategies were ('xamitlf'd: 
sf'parate ('valuations, based on tilt' sum of (:2 .. 1) and (:2,6); and a combined 
evaluation, gi ven by (:2.8), A forward difference method was also tested 
in which ¥!/Ii(t) and ]ii¥ are each approximated by forward differences. 

Y P. 
The f('sults arf' summarized in Figures 4.1 and 4,:2. 

2 4 5 6 7 8 
Number of Sensitivities 

FI C; II [{E 4.1, Comparison of performance for various derivati ve-colll putatioll 
strategies. [{esult,s are the average of three runs on 4 processors of an S(; I Origin 

2000. 

Althc)lIgh tlw present framework for using AD includ,'s some indfici('n­
cit's such as t.lw copying of data, Figure 4, 1 shows that A D is still markedly 
faster than each of tlw thrf'e finite difference methods, As shown in Fig­
ure 4,:2, this advantage can Ill" attributed primarily to the rt'duCf'd numlwr 
of time st,'ps. The increased accuracy of tlw analytic derivatiws provided 
by A D results in larger time steps in the variabk-stepsiz,~, variable-orejpr 
solver, 
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Hesults are the average of three runs on 4 processors of ilIl S(; I Origin 2000. 

5 Conclusions and Future \Vork 

SpnsPVODE providf's an efficient and pasy-to-use mechanism for COlllput­
ing the sensitivitips for silllulations that use the PVODE parallel ODE 
solvt'r. Hesldts for a simple problf'lII illdicate t.hat. derivativps cOlllputf'd us­
ing AD provide lH'rformance superior to finitp differpnce approximations. 
'vVe plan to examine whet.her t.his performarlCe advantagf' holds for more 
complex problems, and how wdl this advantage scales with reslwct t.o t.he 
lIumlwr of processors usn\. 

Future work also includes df've\oping a t1wdlanistll that f'liminat.es til(' 
rwpd to copy data from one st.ructUf(' to allot.her, while prf'serving the 
f'aSf~ of use of t.hf' currf'nt implement.at.ion. This issue is relat.f~d to those 
fan'd in the use of A D with ot.her numerical toolkits such as PETSc and 
TAO [ABC;+OO], and we tlwrf'fore hope to IWlwfit from lessons Iparrwd 
in I.hose projects. In addition, tlw algorithms used by SensPVODE rf'­

quirf' tllP solution of linear systf'ms with lIIult.iplf' right.-hand side V('c­
t.ors [LIIBOO, IV! P9(i]. A similar sit.uat.ion arises when one different.iatps 
t.hrough a lirwar or nonlinear solver [BB98, STC+94, IIl\HS98]. Thus, 
we expect. to lewrage other work [BBIIOO] ill the devdoptlwnt of block 
solvers for syst.ellls with multiple right-hand si(ks. All of these develop­
ments should illcrf'ase the efficiency of sensitivity comput.at.ions using Sf'n­
sPVODE and ADiC. Finally, we note that t1w SensPV()[)E package is 



available for general dist.ri but.ion. I nterest.ed uSPrS should ('onta('t. A Ian 
Hindmarsh (alanh(c~lIn\.gov) and Slt'ven Lee (slee(illln\.gov). 
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