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Abstract 

An integrated simulation capability is being developed to examine the fidelity of a 

dynamic radiographic system.  This capability consists of a suite of simulation codes 

which individually model electromagnetic and particle transport phenomena and are 

chained together to model an entire radiographic event.  Our study showed that the 

electron beam spot size at the converter target plays the key role in determining material 

edge locations.  The angular spectrum is a relatively insensitive factor in radiographic 

fidelity.  We also found that the full energy spectrum of the imaging photons must be 

modeled to obtain an accurate analysis of material densities.  

Key words:  radiography, plasma simulation, beam-plasma interaction, 

PACS: 41.75.L, 52.65, 07.85.Y, 87.59.B 

I. Introduction 

In dynamic X-ray radiography, a pulsed, high-energy accelerator produces an intense 

beam of electrons that are focused onto a bremsstrahlung converter target.  Interactions 

between the electrons and the converter target generate an X-ray pulse to image the 

internal structure of a dynamically evolving object.  The resulting radiograph is then 

numerically analyzed using model fitting and tomographic reconstruction techniques to 
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determine material edges and density distribution.  The process is schematically shown in 

Fig. 1.  Accurate electron and photon transport models are needed to describe the 

radiation source and to analyze the resulting radiograph.  The energy and angular spectra 

and the spot size of the photon source generated by the electron beam depend on 

electromagnetic and transport phenomena associated with the electron beam and the 

target.  Furthermore, as the imaging photons traverse an object, they may be absorbed or 

scattered by the intervening material.  Absorption leads to attenuation of the incident 

photon intensity, and scatter results in a non-uniform radiation background.  In addition 

to the experimental object, shielding material, collimators, and other apparatus attenuate 

or scatter photons within the radiographic system.  Finally, the detector adds a non-

uniform background distribution.  Each of these contributions must be taken into account 

to fully analyze data for the object.   

An integrated system simulation capability, which consists of simulation codes for the 

various physical processes, has been developed to model the entire event.  The Merlin 

electromagnetic particle-in-cell code [1] and the MCNP electron-photon Monte Carlo 

transport code [2] are linked statically using files that contain the data needed by each 

code.  Beam propagation to the bremsstrahlung converter target is simulated using Merlin 

to include plasma and electromagnetic effects.  The MCNP Monte Carlo code then 

models electron transport and photon generation in the target and interrogation of the 

object by the photons.  We have used this capability to generate synthetic radiographs of 

the French test object (FTO), which are further analyzed to obtain material interface 

locations and density profiles.  The integrated simulation capability allows us to vary all 

beam parameters and examine their effects on radiographic fidelity [3].   
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In our study, we assumed a typical radiographic electron beam of 20 MeV and 2 kA 

current is incident on a 1-mm thick tantalum foil.  We found that the beam spot size is an 

important factor in determining spatial resolution of the reconstructed object; however, 

the angular distribution of the electron beam has minimal effect on fidelity.  An increase 

in the spot size causes a proportional increase in the uncertainty of material boundary 

location.  Our study also indicated that the energy dependence of photon mass attenuation 

requires that the photon energy spectrum must be taken into account in the reconstruction 

process to quantitatively determine material density.   

II.  Particle-in-cell (PIC) Simulation  

There has been extensive research on the interaction of the electron beam with the 

converter target, and various methods have been proposed to achieve a stable minimum 

electron beam spot at the target surface [3]. In the final focusing region where the 

electron beam is focused down to 2-mm in diameter at the converter target, the electron 

beam dynamics must be treated self-consistently including all electromagnetic effects.  

Particle-in-cell simulation is appropriate in this regime because it couples the equation of 

motion governing individual charged particles and the full Maxwell’s equations with 

appropriate boundary conditions in a finite-difference time-domain (FDTD) scheme.  The 

two-dimensional (r-z) relativistic and fully electromagnetic code Merlin [1] is used to 

model the beam dynamics.  In our simulation, we chose to place a gas cell of nitrogen 

with a pressure of 10 Torrs in front of the target with a pre-ionized plasma density of 

1x1015/cc, which simulates impact ionization by the electron beam.   The 20 MeV 

electron beam is injected from the left boundary into the gas cell of 2.0-cm axial length.  

The electron beam has a Gaussian velocity spread of 1%.  The plasma in the gas cell has 
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a thermal energy spread of 2 eV.  The electron beam is given a convergent angle as 

required to produce a 2-mm or 4-mm spot diameter at the target surface.  We have 

performed three simulations with different beam and plasma conditions.  The first 

simulation is a reference case in which the electron beam is ballistically focused onto the 

target with a spot size of 2-mm in diameter, ignoring all electromagnetic effects.  This 

idealized simulation is used as a benchmark for comparisons.  The second simulation 

allows the electron beam to propagate through the background plasma and also generates 

a spot size of 2-mm at the target.  In the third simulation, we increase the spot size to 4-

mm to examine the effect on the reconstructed object.   

In Fig. 2, we show the simulation results from the case for the 2-mm spot size going 

though the 2-cm gas cell.  The electron-neutral collisions are included using a treatment 

based on Moliere and Bethe formulation [1,4].  Electrons are continuously injected from 

the left boundary, and they are absorbed at the right boundary which corresponds to the 

target.  The radial positions and momenta of the electrons reaching the right boundary are 

recorded in a data file, which then provides the electron source for the subsequent Monte 

Carlo electron-photon simulation.   The electron beam takes about 0.067 ns to traverse 

the gas cell, and has a rise time of 0.033 ns to reach its full current of 2.0 kA.  Figure 2 

displays the electron beam “z - r” configuration space and “pz/mc– z” phase space at a 

time of 0.5 ns.  Growth of the plasma two-stream instability causes modulation of the 

beam radius and momentum [5].  With a choice the 2-cm gas cell, the convective 

instability is still in its linear phase when it reaches the target.  Consequently, the 

perturbation is relatively small and does not significantly increase the beam spot size.   
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In Fig. 3, we show the characteristic time-averaged radial density profiles of the electron 

beam at the target for the three cases as obtained from our PIC simulations.  In case 1, the 

beam density is lowest at the center and increases monotonically with radius.  This effect 

is caused by the ballistic convergence angle.  The localized radial variations in cases 2 

and 3 reflect the spatial modulations due to the beam-plasma instability.  Similarly, the 

angular distributions of the electron beam at the target surface are shown in Fig. 4.  The 

radial convergence of the electron beam is responsible for the predominantly negative 

angular distribution.  The positive angles are due to a slight amount of over focusing of 

the electron beam resulting in some electron crossings of the z-axis in front of the target.  

III.  Numerical Synthetic Radiographs and Tomographic Reconstruction 

The data file containing the physical characteristics of the electron beam at the target is 

used as the source for the subsequent Monte Carlo calculations.  In these calculations, the 

French Test Object (FTO) is placed 1-meter from the tantalum converter target and the 

detector is 1-meter behind the object (Fig.1).  This setup has a magnification factor 2 

from the radiographic object to the detector.  The FTO consists of a set of concentric 

spheres with a void region at the center.  The void has a radius of 1.0 cm, and the second 

and third layers are tungsten and copper with radii of 4.5 cm and 6.5 cm, respectively.  

The Monte Carlo code MCNP [2] is used to simulate propagation of the electron beam 

through the bremsstrahlung converter target and transport of the resulting photons 

through the FTO.  The detector diagnostics in the calculations can give separate tallies of 

the radial distributions of the primary and scattered photons.  Because of photon 

attenuation in different materials of the radiographic object, the radial distribution of the 

primary photons at the detector can become a radiograph when it is properly normalized 
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with the incoming photon flux.  In Fig. 5a, we show the one-dimensional radiographs at 

the equator of the FTO generated by the linked computer simulations of the three cases.  

Due to the magnification factor, the material edge locations on the synthetic radiograph 

are expected to be at ±2.0 cm, ±9.0 cm, and ±13.0 cm.  It is evident from Fig. 5a that 

excellent agreement has been obtained.  Furthermore, the close identity of the three 

radiographs from the simulations indicates that the variations in the physical 

characteristics of the electron beam as shown in Figs. 3 and 4 do not affect the 

radiographic images significantly.  To examine the effect of electron beam spot size, we 

show in Fig. 5b the region around the copper and tungsten interface at an expanded scale.  

The edge location is more blurred (lower spatial resolution) for the case with a 4-mm 

electron beam spot size.   This points to the conclusion that the spot size is an important 

factor in the determination of spatial resolution.                                 

Tomographic reconstruction was further applied to the synthetic radiographs to extract 

material boundaries and attenuation coefficients for each shell.  A variety of algorithms 

were considered, but the principal technique used was Abel inversion.  The 

reconstruction procedure is basically model independent and calculates the attenuation 

for each part of the object from the integral pathlength (attenuation x length) measured at 

each projection pixel.  In this method, the object is modeled as a series of concentric rings 

of constant attenuation, where the cross-section of each ring is equal to the height and 

width of a single pixel on the projection array.  Thus, in general, the edges of the circular 

rings will not correspond to the material boundaries.  The object is reconstructed from the 

outermost ring to the center.  For the outermost pixel, all the pathlength contribution will 

be determined by only the outer ring.  The unknowns are attenuation and length of a 
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chord between the source and projection pixel that passes through the outer ring. But the 

chord length is given by geometry (a function of the radius from object center to ring), so 

the attenuation for the first ring can be calculated directly by dividing pathlength by 

chord length.  For the next inward ring, the pathlength is given by contributions from the 

first (outermost) and second rings. Both chord lengths are again given by geometry, and 

the attenuation for the first ring is known, so the only unknown is attenuation for the 

second ring.  The process is repeated until all rings have been reconstructed.  The 

geometry portion of the problem can be represented as a matrix, allowing the attenuation 

to be solved by inversion.  

The reconstruction of the FTO radiograph obtained from case 2 is shown in Fig. 6, which 

clearly indicates the object is composed of a void region in the center and two concentric 

layers of different materials.  Furthermore, the material boundaries and relative 

attenuation coefficients are clearly identified.  The horizontal axis is pixel number and the 

vertical axis is the relative absorption coefficient.  The edge overshoots and the slight 

curvatures in a single material region are attributed to photon spectral effects on material 

mass attenuation.  The current reconstruction algorithm does not include attenuation 

variations resulting from spectral effects, although iterative algorithms are being 

considered to address this issue.  Spatial resolution of the tungsten/copper interface for 

the 2-mm and 4-mm spot sizes are compared in Fig. 7, illustrating the inverse relationship 

between spot size and resolution.   

IV.  Discussion 

The capability of integrated system simulation in radiography has been demonstrated in 

the evaluation of the effects and sensitivities of physical parameters on radiographic 
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fidelity.  The simulation tool has been applied to static radiography of the French Test 

Object.  We found that the radiographic process is rather insensitive to angular spread of 

the electron beam.  However, our study confirms that the beam spot size is a crucial 

parameter in resolution of spatial features.  The spectral effects on tomographic 

reconstruction are currently being studied to determine material densities.  
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Fig. 1:  Schematic of x-ray radiographic process 
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Fig. 2:  The electron beam is focused onto the target (upper panel) while its interaction 
with the plasma in the gas cell leads to modulation in its phase space (lower panel). 
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Fig. 3:  Characteristic time-averaged radial density profiles of the electron beam at 
the target from PIC simulations.  Vertical axis is arbitrary.  Case (1): ballistically 
focused beam, electromagnetic effects ignored.  Case (2):  full electromagnetic 
simulation, 2-mm beam spot diameter.  Case (3):  full electromagnetic simulation, 4-
mm beam spot diameter. 

Case 1 

Case 2 

Case 3 
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Fig. 4:  Angular distributions of the electron beam from PIC simulations.  Vertical scale is 
arbitrary. 
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Figs. 5a & 5b:  Synthetic radiographs obtained from the integrated simulation for 
the three electron beam cases (see text).  

Fig.6:  Image reconstruction of the radiograph obtained from the simulation 
of case 2. 
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Fig.7:  Edge location from image reconstructions from simulations of cases 2 (left 
panel) and case 3 (right panel). 
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