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ABSTRACT

In this dissertation I present my research on the effective interactions of colloidal particles induced by a

smaller species, as well as the structure of colloidal particles undergoing freeze casting. In this research I

have used a wide variety of computational techniques in order to understand these systems.

Specifically, in Chapter 2 I study nanoparticle haloing in a system of silica microspheres and highly

charged polystyrene nanoparticles. Computer simulations are employed to determine the effective microsphere–

microsphere potential induced by the nanoparticles. From these simulations I am also able to determine the

degree of nanoparticle adsorption on the microsphere surface.

In Chapter 3 I investigate the depletion interaction in a system of charged microspheres and rigid rods.

The effect of both rod concentration and screening length is explored.

In Chapter 4 I study the effective interactions between charged colloids in the presence of multivalent

counterions. The role of colloid charge is investigated and the onset of like-charged attraction is determined

and compared with theoretical predictions. In order to study this system, I extended the geometric cluster

algorithm to efficiently simulate systems interacting through the Coulomb potential.

In Chapter 5 computer simulations are employed to elucidate the experimentally observed crystal phases

of the Qβ and MS-2 virus particles in solution with multivalent salt and non-adsorbing polymer.

Freeze casting is studied in Chapter 6. In this process colloidal particles are pushed by an advancing

ice front. I use molecular dynamics simulations to study the dynamics of the colloidal particles and the

resulting structures formed.
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CHAPTER 1

INTRODUCTION

Colloidal suspensions display a rich phase behavior that can be controlled by tuning their interactions. This

ability to tune the interactions allows colloids to be used in a variety of applications, including inks [1],

paints [2], pharmaceuticals [3] and as precursors for advanced materials [4]. They are also used as model

systems for atoms [5], since in addition to controlling the interactions, it is possible to directly observe the

colloids, giving further insight into atomic phase transitions and dynamics. It is then the goal of this research

to study the behavior of colloidal suspensions using computer simulations. We explore various methods to

control colloidal interaction and also study their structure and dynamics in non-equilibrium systems.

One way in which colloidal interactions can be controlled is by introducing small additives to the sus-

pension. Even at very low concentrations, these additives can have a large impact on colloidal interactions.

In Chapter 2 we study this in a system of highly charged nanoparticles and weakly charged colloidal micro-

spheres, focusing on the effect of nanoparticle concentration on the microsphere stability. Employing pair

potentials that accurately represent silica–polystyrene mixtures that have been studied experimentally [6],

we are able to demonstrate that nanoparticle-induced stabilization can arise from a relatively weak van der

Waals attraction between the colloids and nanoparticles. This demonstrates that the nanoparticle haloing

mechanism [7] for colloidal stabilization is of considerable generality and potentially can be applied to

large classes of systems.

We continue to explore the effect of additives in Chapter 3. In this case, however, we consider non-

spherical particles, specifically rods. These offer an interesting alternative to spherical particles since they

have been shown to produce a stronger depletion attraction at the same volume fraction [8]. We study this in

a system of rigid rods and colloidal microspheres where both have a negative charge, focusing on the effect

of rod concentration and screening length.

In Chapter 4 we investigate the effect of colloid charge on the interactions between like-charged colloids

in the presence of multivalent counterions by means of computer simulations. Owing to the size asymmetry
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between the ions and the colloids, we use the generalized geometric cluster algorithm (GCA) [9, 10]. Be-

cause ions are included explicitly, we use the Coulomb potential between all charged particles, and while

any pair potential can be used with the GCA in general, the long-range nature of the Coulomb potential

causes the simulations to become very inefficient. To overcome this we modify the GCA to efficiently

simulate charged systems. We find that in the presence of multivalent counterions, like-charged attraction

between the colloids occurs above a critical colloid charge which increases with increasing colloid size. We

also find that at fixed colloid size, the strength of the attraction increases linearly with increasing colloid

charge.

In Chapter 5 we investigate the crystal phases formed by the Qβ and MS-2 viruses in the presence

of multivalent salt and non-adsorbing polymer. Both virus particles are spherical and have a net negative

charge due to the RNA in their cores. The charged states of the amino acids in their protein coat, however,

lead to an inhomogeneous surface charge distribution which differs for Qβ and MS-2. This leads to different

observed crystal phases for the two viruses, and, in the case of Qβ, a transition in crystal structure with in-

creasing polymer concentration. We explore this system by using grand-canonical Monte Carlo simulations

to explicitly include salt, and measuring the osmotic pressure as a function of lattice spacing for different

crystal structures. We find that at low polymer concentrations, the system must overcome a free energy

barrier to form a stable crystal and that the barrier height is different for different crystal structures, leading

one phase to be favored kinetically in this regime. The addition of more polymer eliminates this barrier.

Finally, in Chapter 6 we study the structure and dynamics of colloidal particles undergoing freeze cast-

ing. In this process, an aqueous suspension of colloidal particles is frozen under specific conditions which

result in the formation of ice platelets or dendrites with high aspect ratios that engulf or reject the particles,

depending on their size and the velocity of the advancing ice front [11]. As the particles are pushed between

the growing crystals, concentrated regions of colloidal particles are formed. Recent experiments have ex-

ploited this to create strong, porous materials with a well-controlled microstructure [12,13]. We investigate

this process by means of molecular dynamics simulations, focusing on the effect of the ice front velocity on

the structure of the resulting material. We develop a model that accounts for particle engulfment or rejection

by the ice front, and study both columnar and lamellar geometries. The degree of order of the resulting solid

and the thickness of the walls surrounding the pores are shown to be determined by front velocity and initial

particle concentration in the suspension.
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CHAPTER 2

NANOPARTICLE HALOING

The contents of this chapter are based on the following publication:

� Stephen A. Barr and Erik Luijten, Effective Interactions in Mixtures of Silica Microspheres and
Polystyrene Nanoparticles, Langmuir, 22:7152–7155, 2006

In most colloidal systems of interest, there is an attraction between the particles due to van der Waals

forces, resulting in flocculation. In order to prevent this, the van der Waals forces must be balanced, which

can be accomplished by charge [14] or steric stabilization [15]. In addition, a new method, referred to

as “nanoparticle haloing” was reported [7, 16]. In these experiments, a small volume fraction of highly

charged zirconia nanoparticles was found to stabilize silica microspheres against flocculation, even though

the nanoparticles did not strongly adsorb on the microsphere surface. Liu and Luijten have shown that

stabilization can result from a weak colloid–nanoparticle attraction which causes a shell of nanoparticles

to form around the microspheres, resulting in an effective repulsion [17, 18]. Analytical calculations based

on an integral-equation approach have shown that electrostatic repulsion between the nanoparticles in the

absence of an any colloid–nanoparticle attraction can also result in the nanoparticles segregating to the

microsphere surface, albeit at a much larger Debye screening length than seen in the experiments [19].

It was also observed that sufficiently high nanoparticle concentrations result in reentrant gelation, which

is ascribed to a depletion attraction between the colloids [7]. Computer simulations [17] and analytical

approaches [19] have recovered this attraction as well.

The potential impact of this new colloidal stabilization technique makes it highly desirable to demon-

strate its general applicability and to obtain a more complete understanding. The complex solution chem-

istry in the original experiments [7,16] made it difficult to accurately characterize the colloidal interactions.
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Since these interactions provide the starting point for particle-based simulations, it is thus of great interest

that recently Chan and Lewis have performed experiments on binary mixtures that have a similar size and

charge asymmetry, but for which the interactions are better characterized [6]. In these experiments, the zir-

conia nanoparticles are replaced by polystyrene particles, and three different systems are investigated. Two

cases exhibit unsurprising behavior, namely negatively charged colloids (silica at pH D 5) with either ami-

dine polystyrene (cationic) or sulfate polystyrene (anionic) nanoparticles. In these systems, there is either

a strong attraction or a strong repulsion between colloids and nanoparticles, resulting in strong adsorption

or virtually no adsorption. Without adsorption, the silica microspheres are stabilized by their direct electro-

static repulsion, whereas the strongly adsorbing case leads to “bridging” flocculation. The third and most

interesting case corresponds to weakly charged colloids (pH D 3, zeta potential ζmicro D �1 mV) with

sulfate polystyrene nanoparticles (ζnano D �120 mV). Under these conditions, the electrostatic interaction

between the microspheres is overwhelmed by their van der Waals attraction. Nevertheless, stabilization is

observed in the presence of nanoparticles. This is particularly remarkable because the electrostatic colloid–

nanoparticle interaction is expected to be negligibly small and measurements indeed indicate only weak

adsorption of the nanoparticles to the microsphere surface. In this chapter we investigate this system by

means of large-scale computer simulations in order to explain the experimental observations and clarify

their relation to the original nanoparticle haloing observations.

2.1 Simulation details

In order to study nanoparticle haloing we adopt the following model system based on the experiments of

Chan and Lewis [6]. Both the colloidal microspheres and the nanoparticles are modeled as hard spheres,

with respective diameters of σmicro D 1.18 µm and σnano D 19 nm. In addition to the hard-sphere potential,

the nanoparticles have an electrostatic repulsion Vnano and the microsphere–nanoparticle interaction Vm�n

consists of a van der Waals attraction and a (weak) electrostatic repulsion. All potentials are calculated as

outlined in the supporting information of Ref. [6]. The solvent and salt are modeled implicitly as a dielec-

tric continuum, leading to screened electrostatic interactions that are obtained via the linear superposition

approximation [20], with a Debye screening length of 9.6 nm. The van der Waals interaction is calculated

using Lifshitz theory [21], resulting in a microsphere–nanoparticle interaction that has an attractive well at

contact followed by a weak repulsive barrier comparable to the thermal energy, kBT , where kB is Boltz-
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mann’s constant and T D 298 K indicates the absolute temperature. All calculations are performed in the

canonical (constant-N V T ) ensemble, using MC simulations. A cubic simulation box with periodic bound-

ary conditions is used. Due to the large size ratio between the microspheres and the nanoparticles, we use

the geometric cluster algorithm (GCA) which has been shown to be much more efficient than conventional

simulation methods under these conditions [9, 10].

It is important to note that the microsphere–nanoparticle attraction strength diverges at contact. This

leads to an unphysically strong degree of nanoparticle adsorption, which in real systems is prevented by

surface roughness. To take this into account we truncate the potential well at a surface separation Dcut,

given by the condition Vm�n(Dcut) D Vcut. For smaller separations 0 < D < Dcut, we set the potential

to a constant value Vcut. The resulting potential is depicted in Fig. 2.1, for Vcut D �7.5 kBT . We use

the observed degree of nanoparticle adsorption as a measure to calibrate Vcut and investigate three different

choices for this cutoff, namely Vcut/(kBT ) D �10, �7.5, and �5.0.
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Figure 2.1: The colloid–nanoparticle potential resulting from a van der Waals attraction and a weak electrostatic
repulsion. In this example, the minimum in the potential is cutoff at �7.5 kBT . The inset shows a
magnified view near contact. All values that would be lower than Vcut are set to Vcut which causes a small
flat region near contact. Beyond D/σnano D 13.5 the potential is set to zero.

2.2 Surface coverage

We first investigate the degree of nanoparticle adsorption on the microsphere surface. In these calculations

we use 10 microspheres at a volume fraction φmicro D 0.10. For each value of Vcut we find that the colloid–

nanoparticle pair correlation function has a maximum at contact followed by a minimum at a separation of

approximately 5 nm. We determine the degree of adsorbed nanoparticles by counting the average number
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of particles with a smaller surface separation than this minimum. Figure 2.2 displays the resulting number

of adsorbed nanoparticles per microsphere, N ads
nano, as a function of nanoparticle volume fraction φnano, along

with the experimental data [6]. The degree of adsorption increases with increasing magnitude of Vcut and at

low nanoparticle concentration approaches 100% for Vcut D �10 kBT . Upon increase of the nanoparticle

concentration, the number of adsorbed particles initially increases approximately linearly with φnano, but

levels off at higher concentrations. A similar plateau was observed in earlier simulations [17] and is due

to the electrostatic repulsion between adsorbed nanoparticles. The experimental results were obtained by

measuring the fluorescence intensity of the supernatant solution in systems with labeled polystyrene parti-

cles and behaves somewhat irregularly. At low concentrations, virtually 100% adsorption is found, followed

by a decrease in adsorption. At high φnano the uncertainties become very large. Although it is not possible

to accurately determine Vcut from this comparison, it appears reasonable to conclude that the optimal value

describing the experimental data is bracketed by our choices for Vcut.
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Figure 2.2: Surface coverage (in units of adsorbed nanoparticles per microsphere) as a function of nanoparticle con-
centration. The filled symbols represent the experimental data [6] and the solid line represents 100%
nanoparticle adsorption. The uncertainty in the numerical data is negligibly small on the scale of this plot.
As the magnitude of the potential-well cutoff is increased (cf. Fig. 2.1), the degree of adsorption increases
accordingly.

2.3 Effective interactions

In order to determine the range of nanoparticle concentrations that stabilizes the microspheres, we determine

the effective microsphere–microsphere potential, V eff
micro. This potential is induced by the nanoparticles and

is independent of the direct microsphere–microsphere potential [18, 22]. Because of this, we can omit the
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electrostatic and van der Waals interactions between the microspheres in the simulations. The effective inter-

action is then determined from the microsphere pair correlation function g(r) via V eff(r) D �kBT lnTg(r)U,
provided that many-body effects are eliminated. This is accomplished by working in the dilute limit,

φmicro D 0.01. At fixed φnano, the computational effort is linearly proportional to the number of micro-

spheres, whereas the number of sampled pair separations increases quadratically. Even though many of

these additional samples are at large separations, it is still advantageous to use a larger number of micro-

spheres. We therefore use 10 microspheres (rather than the minimum number of 2) in all calculations. The

nanoparticle volume fraction is varied from φnano D 10�5 to φnano D 6.5 � 10�3, which corresponds to

a maximum of more than 1.5 � 106 nanoparticles. The GCA proves indispensable for these calculations,

since it is essential to equilibrate both the microspheres and the surrounding distribution of nanoparticles.

The pairwise interactions are sufficiently strong to result in quite large energy variations if arbitrary parti-

cle displacements are imposed, leading to very small acceptance rates (or very small displacements) in a

conventional MC simulation. On the other hand, the pairwise interactions are sufficiently weak to maintain

a relatively homogeneous distribution of nanoparticles. Consequently, there is a significant probability of

hard-sphere overlaps if a microsphere is displaced, which would again result in a rejected move in a conven-

tional MC approach. The GCA resolves both issues, permitting an efficient exploration of phase space. For

each choice of Vcut and φnano we construct between 3.0 � 106 and 51 � 106 clusters, which corresponds to

(0.33–5.7)�106 Monte Carlo sweeps (where a sweep is defined by an update of all large particle positions).

There are between 100 and 4000 nanoparticles in each cluster. Because the GCA guarantees that these are

updated at a rate that is controlled by their degree of interaction with the microspheres, their relaxation is

very efficient.

The effective pair interaction, V eff
micro is shown as a function of the microsphere separation for different

values of φnano with Vcut D �10 kBT in Fig 2.3. There is a strong attractive minimum at short separations

arising from a bridging attraction in which a single nanoparticle is adsorbed to two microspheres. Closer

to contact, the total microsphere interaction (not shown) has an additional minimum owing to the van der

Waals attraction between the microsphere. However, if two microspheres approach, then these minima

are preceded by a repulsive barrier which rapidly increases in height with increasing φnano. Note that at the

position of this barrier the van der Waals attraction is already negligibly small, so V eff
micro in Fig. 2.3 represents

the total microsphere interaction. We estimate that kinetic stabilization occurs for a potential barrier around
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4 kBT to 5 kBT , corresponding to a threshold concentration, φstable
nano , of approximately 10�4. (Because

the barrier height increases rapidly with increasing φnano, our result for φstable
nano does not depend sensitively

on the precise criterion for the required barrier height.) This is considerably lower than the experimental

result [6] of φstable
nano � 6 � 10�4, which is not surprising, as the choice of Vcut D �10 kBT overestimates

the degree of nanoparticle adsorption (cf. Fig. 2.2). Accordingly, we repeat the calculations for Vcut D
�7.5 kBT , shown in Fig. 2.4. We see the same qualitative behavior, but almost 7 times higher nanoparticle

concentrations are required to attain repulsive barriers of the magnitude shown in Fig. 2.3. Specifically, we

estimate φstable
nano � 7 � 10�4, in good agreement with the experimental value. As shown in Fig. 2.2, at this

threshold concentration only several hundred nanoparticles are adsorbed on each microsphere. Interestingly,

if we raise Vcut to �5.0 kBT , we never observe a barrier that is high enough to achieve stabilization; even at

φnano D 3.5� 10�3 it reaches a maximum of only 2 kBT , shown in Fig. 2.5.
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Figure 2.3: The effective colloid–colloid interaction for different values of φnano, for Vcut D �10 kBT . The nanopar-
ticles induce an effective barrier with a height that increases with increasing φnano and reaches a value
large enough to induce stabilization at φnano D 10�4, significantly lower than the value that is found
experimentally of φnano D 6 � 10�4. The sharp decrease at σnano is caused by a bridging configuration
when one nanoparticle adsorbs to two microspheres.

For a system with an electrostatically induced colloid–nanoparticle attraction, it was found in Ref. [17]

that upon further increase in nanoparticle concentration the effective microsphere potential develops an at-

tractive minimum at a particle separation that exceeds the position of the barrier. To investigate whether this

phenomenon also occurs when the weak nanoparticle adsorption is driven by a van der Waals attraction,

we perform simulations at values of φnano larger than 10�3. Owing to the sheer number of particles, these

calculations are computationally very demanding. In addition, the strong repulsion between nanoparticles

makes their effective volume fraction relatively high, which affects the efficiency of the GCA [9]. Never-
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increasing φnano and reaches a value large enough to induce stabilization at φnano D 6.5� 10�4, close to
the value that is found experimentally of φnano D 6� 10�4.
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micro is shown at different values of φnano for Vcut D �5 kBT . The barrier is not high enough to stabilize

the colloids. Even at φnano D 3.5� 10�3, the maximum is only 2 kBT .

theless, Fig. 2.6 indeed shows the development of a secondary minimum in V eff
micro as φnano is increased. In

accordance with earlier findings [10, 17] the minimum occurs at a microsphere surface separation between

3 and 4 nanoparticle diameters and rapidly becomes deeper at larger φnano. At φnano D 6.0 � 10�3, the at-

traction is close to �1 kBT and we estimate it to exceed �3 kBT for concentrations somewhat above 10�2.

This attraction will be sufficient to give rise to reentrant gelation, in good agreement with the experimental

observations [6].

It has been proposed that asymmetric binary mixtures can be understood via an (approximate) mapping

onto nonadditive hard-sphere mixtures, which in turn can be analyzed by an exact mapping onto an additive

hard-sphere model [23]. Applied to the system studied here, both the repulsion between nanoparticles and
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the nanoparticle–microsphere attraction lead to a negative nonadditivity. Interestingly, it was found that

such negative nonadditivity indeed leads to generalized depletion potentials with features similar to those

that we find in the effective potential V eff
micro, namely, a repulsive barrier near contact followed by a second

attractive minimum [23, 24] both of which are enhanced compared to an additive hard-sphere mixture [25].
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Figure 2.6: V eff
micro for φnano > 10�3 using Vcut D �7.5 kBT . At the higher concentrations shown here the repulsive

barrier persists. More important, however, is that an attractive minimum develops for microsphere sep-
arations of 3σnano < D < 4σnano. This minimum is estimated to reach a value of around �3 kBT for
φnano � 10�2, resulting in gelation.

2.4 Summary and conclusions

In summary, we have studied the effective interactions in binary mixtures of silica microspheres and small

concentrations of highly charged polystyrene nanoparticles. We have used a model that is sufficiently

coarse-grained to permit equilibrium calculations for large-scale systems (up to 1.5 � 106 particles) but

that also employs potentials that accurately describe the pairwise interactions, permitting direct comparison

with relevant experimental work [6]. In particular, we incorporate the van der Waals attraction between

nanoparticles and microspheres, which is responsible for weak adsorption of the nanoparticles. Our find-

ings lead to the following conclusions. (i) Highly charged nanoparticles can kinetically stabilize colloidal

microspheres even if the colloid–nanoparticle attraction results from a van der Waals attraction rather than

from an induced electrostatic attraction [17]. This confirms experimental observations [6] and corrobo-

rates that nanoparticle haloing relies on generic features and hence should be of considerable generality.

(ii) The required volume fraction of nanoparticles at the onset of stability can be controlled by tuning the
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strength of the nanoparticle–microsphere attraction. (iii) Although experimentally the observed number of

adsorbed nanoparticles is considered to be negligible [6], our calculations show that already several hundred

nanoparticles per microsphere give rise to an effective microsphere repulsion that is sufficient for kinetic sta-

bilization.

11



CHAPTER 3

DEPLETION INDUCED BY CHARGED
RODS

Depletion interactions are common in colloidal systems, occurring whenever larger particles are in sus-

pension with either smaller colloidal particles or non-adsorbing polymer. Since they cannot overlap, small

particles are excluded from a region around the larger particles, called the depletion region. If the deple-

tion regions of two large particles overlap, the small particles gain free volume, and therefore translational

entropy. This leads to an effective attraction between the larger particles, where the range is controlled by

the small particle diameter and the strength is controlled by the small particle concentration [26]. While

the use of hard spheres [24, 25, 27] and polymers [28, 29] as depletion agents is well understood, less in

known about the effect of non-spherical depletants. Recently, however, experiments have been performed

investigating the depletion interaction caused by charged rigid rods [30, 31].

In addition to these experiments, rigid rod depletants have been the subject of theoretical investiga-

tions [8, 32–36] and simulations [37]. However, these have only considered systems with hard interactions,

modeling the rods as either infinitely thin needles or hard spherocylinders. Additional soft interactions,

for example resulting from charge, are difficult to treat theoretically, but may have a large impact on the

resulting properties of the suspension. In this chapter we use MC simulations to investigate the role of these

interactions. The effects of both the screening length and the rod concentration are investigated. We also

study the effects of particle anisotropy by comparing systems with rods to similar systems with spherical

depletants.

3.1 Simulation method

We adopt the following model system to study the depletion attraction induced by charged rigid rods, based

on the experiments of Helden et al. [31] which consider a suspension of polystyrene microspheres and

silica coated boehmite (γ -AlOOH) rods. The polystyrene microspheres are modeled as hard spheres with
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diameter σmicro D 3.7 µm. The rods are constructed out of 11 interaction sites, placed 18 nm apart in a line,

each with a hard sphere diameter σrod D 18 nm for a total rod length of 198 nm. The salt and solvent are

modeled implicitly, leading to charged interactions modeled by a screened electrostatic potential [38] given

by
V (r)

kBT
D Z i Z j

(
eκai

1C κai

)(
eκa j

1C κa j

)
`Be�κr/r (3.1)

where `B D e2/(4πε0εr kBT ) is the Bjerrum length, Z i is the charge of particle i with radius ai , and κ

is the inverse Debye screening length. The Bjerrum length is set to 0.714 nm corresponding to water

at room temperature. The values for the charge are taken from the surface charge densities of polystyrene

microspheres and silica coated rods which were determined by analyzing total internal reflection microscopy

measurements of polystyrene and silica microspheres interacting with a silica surface [39]. The microsphere

charge is 27000 and each interaction site of the rod has a charge of 4.2.

All calculations are performed in the canonical ensemble, using MC simulations and a cubic simulation

box with periodic boundary conditions. Due to the size ratio between the rods and the spheres, we use the

GCA [9, 10] as in Chapter 2. One issue with this it that the GCA updates particle positions using point

reflections and this transformation does not relax the rotational degrees of freedom of the particles. To over-

come this, in addition to cluster moves we perform rotational moves of individual rods using the standard

Metropolis acceptance criterion [40–42]. For a given Monte Carlo step, we choose randomly between a

cluster move and a rod rotation, however their probabilities are not equal. To ensure that the translational

and rotational degrees of freedom of the rods decorrelate synchronously, we choose the probabilities such

that there are, on average, as many rotational moves as there are rods in an average cluster move. This is

determined from a short test run and we find there are between 300 and 3000 rods in an average cluster

move. Because the rod concentrations studied are low, the acceptance rate for rotational moves is high,

nearly 90% for a 180� rotation about an arbitrary axis, and this remains an efficient simulation method.

3.2 Effect of rod number

We first demonstrate how the effective microsphere–microsphere potential, V eff
micro, changes as the rod con-

centration, ρrod, is increased. In all simulations, we use 4 microspheres at a volume fraction of φmicro D 0.01

to ensure we are in the dilute limit. As in Chapter 2, the effective interaction is determined from the mi-
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crosphere pair correlation function g(r) via V eff(r) D �kBT lnTg(r)U. The screening length is fixed at

κ�1 D 21 nm and the rod concentration is varied from from 24 µm�3 to 94 µm�3 which corresponds to

106 rods. In our simulations we never observe nematic ordering, which is not surprising given that the

isotropic–nematic transition density for hard rods with the present aspect ratio is nearly 4000 µm�3 [43].

Figure 3.1 shows the resulting V eff
micro. The depth of the depletion attraction increases with rod concen-

tration and reaches a value close to �1.5 kBT for ρrod D 94 µm�3. This is the usual trend for depletion

attractions, however, we also observe that the location of the minimum moves to smaller separations as

ρrod is increased and the potential well becomes narrower. This behavior is also observed in the experi-

ments [31] and results from the competition between the direct electrostatic repulsion of the microspheres

and the depletion attraction. A stronger attraction is able to overcome more of the direct repulsion, moving

the minimum to smaller separations, and at these separations, both the depletion attraction and the direct

repulsion are steeper, leading to the narrower well.
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Figure 3.1: V eff
micro for different values of the rod concentration, ρrod. As the rod concentration is increased, the

depletion potential becomes narrower and the minimum becomes deeper and moves closer to contact as a
result of the competition between the direct repulsion and the depletion attraction, which is in qualitative
agreement with the experimental results [31].

3.3 Effect of screening length

We also examine how V eff
micro is affected by the screening length, κ . Increasing the screening length has

two effects on the depletion potential. The depletion region around the microspheres increases, owing to

the increased repulsion between the rods and the microsphere, and this acts to enhance both the depth and
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width of the minimum. At the same time, the rod–rod repulsion is enhanced in strength and range, leading

to a larger effective size for the rods, and this acts to decrease the depletion attraction strength [23, 44]. In

addition, the direct microsphere–microsphere repulsion is also enhanced in strength and range. Given these

competing effects it is difficult to predict a priori how a change in κ will influence V eff
micro.

For a rod density of 24 µm�3 we show V eff
micro in Fig. 3.2 as κ�1 is increased from 8.00 nm to 47.5 nm.

The minimum moves to larger separations with increasing κ�1 as expected, however the strongest attraction

is seen at the shortest screening length. To determine if this is due to the weaker repulsion between the

microspheres at shorter screening lengths or a weaker depletion attraction at longer screening lengths we

consider these contribution independently. By subtracting the direct microsphere–microsphere repulsion

from V eff
micro, we are left with only the depletion attraction induced by the rods, V dep

micro, shown in Fig 3.3. From

this we see that the depletion attraction increases dramatically with increasing κ�1. It is clear that in this

case, the trend seen in Fig. 3.2 results from the direct microsphere–microsphere repulsion becoming weaker

compared with the depletion attraction at shorter screening lengths and not from the depletion attraction

becoming stronger.
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Figure 3.2: V eff
micro for a rod density of 24µm�3 with different values of the screening length, κ�1. As κ�1 is increased,

the minimum moves to larger separations and becomes weaker.

When the rod density is increased to 71 µm�3 we observe a different trend. As for ρrod D 24 µm�3,

V eff
micro initially decreases in strength as κ�1 is increased. However, when κ�1 D 47.5 nm there is a large

increase in the attraction strength with a depth of around 0.5 kBT , as shown in Fig. 3.4. V dep
micro has the

same trend as the lower rod concentration, however, in this case the depletion attraction starts to dominate

at large κ�1. This trend is also seen in the experiments and is attributed to the enhanced repulsion be-
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Figure 3.3: V dep
micro for a rod density of 24µm�3 with different values of the screening length, κ�1. As κ�1 is increased,

the attraction induced by the rods becomes much stronger and longer ranged. For κ�1 > 8.00 nm we do
not have any data for separations closer to contact because the direct microsphere–microsphere repulsion
causes configurations with those separations to be very unfavorable.

tween the spheres and the rods [31]. These different trends occur because the depletion attraction and the

direct microsphere–microsphere repulsion decay over different length scales. While the direct microsphere–

microsphere repulsion is controlled only by κ , the range of the depletion attraction is controlled by κ and

the rod length, which in this case is longer than the screening length. At this higher rod concentration the

depletion attraction is stronger at larger separations where the direct microsphere repulsion has decayed.
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Figure 3.4: V eff
micro for a rod density of 71µm�3 with different values of the screening length, κ�1. As κ�1 is increased,

the minimum moves to larger separations. The minimum initially decreases in strength with increasing
κ�1, however becomes stronger at κ�1 D 47.5 nm.
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3.4 Comparison with spherical depletants

We now compare these results to the depletion attraction induced by spherical particles, which we test in

two limits. In one limit, the sphere diameter, σs D 18 nm, is the same as the rod diameter and each sphere

has a charge of 4.2. We set the volume fraction, φs , to 3.45 � 10�3, matching the rod volume fraction for

ρrod D 71 µm�3. This is analogous to breaking the rod into small spherical units. We also consider a system

where σs D 198 nm, equal to the rod length. Here we keep the surface charge density of these spheres the

same as the rods, resulting in a charge of 2152, and as before φs D 3.45�10�3. In both cases, κ�1 D 21 nm.

As shown in Fig. 3.5, using rods results in a much stronger depletion attraction than spherical particles

at the same volume fraction. When σs D 18 nm, the attraction range is small and is not able to overcome

the the direct microsphere–microsphere repulsion over that range and therefore, no attraction is seen. When

σs D 198 nm, the depletion interaction range is longer and there is a visible attraction, but the concentration

is low and the resulting minimum is only about 0.2 kBT deep. Different choices can be made for the sphere

diameter, where 18 nm < σs < 198 nm, however we expect the resulting V eff
micro to lie between those two

limits.
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Figure 3.5: V eff
micro for spherical particles with diameter σs of 18 nm (triangles) and 198 nm (squares) compared with

rods at a density of ρrod D 71 µm�3 (circles) with κ�1 D 21 nm (cf. Fig. 3.1). The depletion attraction
of the small spheres is short-ranged and cannot overcome the direct microsphere–microsphere repulsion,
whereas the larger spheres do not induce a strong attraction compared with rods at the same volume
fraction.
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3.5 Summary and conclusions

In conclusion, we have studied the effective interactions induced by charged rigid rods using large-scale

computer simulations. The effect of rod concentration and screening length have been explored and in

addition we have compared these results to spherical depletants. Increasing the rod concentration alters the

effective microsphere–microsphere potential in three ways. It increases the well depth, results in a more

narrow well, and moves the minimum to smaller separations. These observations are all a result of the

competition between the depletion attraction and the direct microsphere–microsphere repulsion. Increasing

the screening length results in a weaker depletion attraction for low rod concentrations, whereas for larger

concentrations we see that the attraction strength at first decreases, then becomes stronger again for larger

screening lengths. This results from the interplay between the range and strength of the depletion attraction

and the direct microsphere–microsphere repulsion with increasing screening length. Finally, we found that

rods induce a stronger depletion attraction than spherical particles at the same volume fraction, owing to

their anisotropy. By understanding these effects, we gain insight into additional ways to control colloidal

interactions.
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CHAPTER 4

EFFECTIVE INTERACTIONS
BETWEEN LIKE-CHARGED COLLOIDS

In this chapter we investigate the effect of multivalent ions on the interactions of charged spherical particles.

Specifically, we are interested in understanding the attraction between like-charged colloidal particles in

the presence of multivalent counterions. This phenomenon is not predicted by mean-field theories, such as

DLVO theory [14,45], which instead predict purely repulsive electrostatic interactions between like-charged

colloids under all conditions. One interesting note is that there have not been any experiments that observe

like-charged attraction in bulk solution in the presence of multivalent counterions.

There have been a number of simulation studies of like-charged attraction, though, which have observed

a short-ranged attraction between like-charged colloids in solution with multivalent counterions [46–51].

These simulations employed the primitive model where the ions and colloids are treated as charged hard

spheres and the solvent enters only through its dielectric constant. In aqueous solution, these simulations

have been limited to small colloids with diameters in the range of 2-4 nm [46–50], though like-charged

attraction has been seen in simulations of larger colloids with a diameter of about 100 nm in a solvent with

a dielectric constant of 2 [51].

This phenomenon has also been studied using theoretical methods. Work done by Rouzina and Bloom-

field [52] focusing on plates concluded that like-charged attraction occurs above a critical coupling param-

eter. It is interesting to note that the simulation studies performed by Linse and Lobaskin [48, 49] found

that like-charged attraction between spheres occurs above the same critical coupling parameter that Rouz-

ina and Bloomfield predicted for charged plates. In addition, a new theory called strong-coupling theory

(SC) [53, 54] has been introduced. Using this theory, it is possible to predict the parameters required for

like-charged attraction to occur. According to SC theory, like-charged attraction is expected if the Man-

ning parameter for spheres and the coupling parameter are high enough. However, unlike infinite rods and

plates, spheres in infinite dilution cannot bind a counterion, which is necessary for like-charged attraction

to occur. For this reason the colloid concentration must be finite. This leads to a critical Manning parameter
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that depends on colloid density [53, 54]. In all simulations in which like-charged attraction is observed, the

Manning parameter is indeed above the critical value predicted by SC theory.

While previous simulation studies have focused on the effect of ion charge, here we we explore the

effect of colloid charge on like-charged attraction using simulations of the primitive model. We investigate

the transition from repulsive to attractive interactions as the colloid charge is increased as well as how the

interaction changes at colloid charges well beyond this transition. Because there is a large size asymmetry

between the ions and the colloidal particles, we again employ the GCA [9, 10]. However, the long-range

nature of the electrostatic potential causes the GCA to become inefficient and therefore the algorithm must

be modified to allow the efficient simulation of charged systems.

4.1 Simulation method

In order to understand how the GCA was extended to efficiently simulate charged systems, it is helpful to

first briefly outline how the GCA works. In the GCA, cluster of particles, interacting through an arbitrary

pair potential V (r), are constructed in the following way. A pivot is chosen at a random point and a randomly

chosen particle is point-reflected with respect to the pivot. All particles that interact with the first particle

in its new or in its original position are considered for a point-reflection with respect to the same pivot.

The probability that a particle is point-reflected is given by pi j D maxT1 � exp(�β1i j ), 0U where 1i j D
V (jr0i � r j j)� V (jri � r j j), ri is the original position of the first particle, r0i is the new position of the first

particle, r j is the position of the particle being considered for inclusion in the cluster, and β D 1/kBT . If

a particle j is indeed added to the cluster, all other particles that interact with j in its new or in its original

position and that are not already in the cluster are considered in turn. This process is thus carried out in an

iterative fashion until all interacting particles have been considered. With this method, detailed balance is

satisfied without the need for an acceptance criterion, making it a rejection-free algorithm; once a cluster is

constructed it is always moved. Periodic boundary conditions must always be employed, in order to permit

a random placement of the pivot.
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4.1.1 Geometric cluster algorithm with electrostatic interactions

Since the GCA can, in general, handle any pair potential, we now consider the Coulomb interaction, given

by

V (ri j ) D qi q j

4πε0εrri j
, (4.1)

for two particles with charge qi and q j , respectively, that are separated by a distance ri j D jri j j D jri � r j j,
where ε0 is the permittivity of free space and εr is the relative dielectric constant. The total electrostatic

energy of a periodic system of dimensions L � L � L containing N charged particles is thus

1

2

∑
n

0 N∑

iD1

N∑

jD1

V (jri j C nLj) , (4.2)

where the sum over n D (nx , ny, nz), with nx , ny, nz 2 Z, runs over all periodic images of the system

and the prime indicates that the term with i D j is omitted for n D 0. Owing to the slow decay of the

electrostatic potential (4.1), Eq. (4.2) is only conditionally convergent [41]. One common method that is

used to overcome this is the Ewald sum [41,42,55,56]. The Ewald sum splits the potential-energy calculation

into a short-ranged contribution that is evaluated in real space and a long-range contribution that is evaluated

in Fourier space. The sum is pairwise additive and the resulting pair potential is given by [42]

V (ri j ) D Vreal(ri j )C VFourier(ri j ) , (4.3)

where

Vreal(ri j ) D qi q j erfc(αri j )

4πε0εrri j
(4.4)

and

VFourier(ri j ) D 1

ε0εr V

∑

k 6D0

qi q j

k2
exp(�k2/4α2) cos(k � ri j ) . (4.5)

We have assumed conducting boundary conditions [41, 42] and also have omitted the self-interaction cor-

rection, as it is a constant contribution that is immaterial in canonical simulations. It is possible to use the

pair potential Eq. (4.3) in the GCA to construct clusters, but there are important limitations. Since the GCA

considers all particles on a pairwise basis, the effect of electrostatic screening is not taken into account when

constructing clusters. The unscreened electrostatic potential decays slowly, which leads to non-negligible
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energy differences, 1i j , in the probability pi j , even if jr0i � ri j is small. Since a particle can be considered

multiple times for inclusion in the cluster, the cumulative probability that it will be included is typically

quite significant. This causes clusters to be constructed that frequently contain nearly all of the particles in

the system. The problem is worse at lower temperatures, where the interactions are stronger, and at higher

densities, where there are more interacting particles in the same volume.

In order to reduce the average cluster size, we now use the fact that the pair potential can be split into

two parts in the GCA. Only the first part is used to build the cluster, whereas the second part is used to

accept or reject the cluster move. Indeed, a specific variation of this was originally proposed to generalize

the geometric cluster algorithm for hard spheres to arbitrary potentials, where only the hard-sphere potential

is used to build a cluster, which is then accepted or rejected based on the energy difference between the new

and the old configuration [57, 58]. Generally, this method leads to low acceptance ratios, as the clusters are

constructed without taking into account the full interactions. However, for systems of charged particles the

Ewald sum provides a natural way to split the pair potential. We use the real-space part, Vreal, to build a

cluster and subsequently consider the part of the internal energy that is evaluated in Fourier space,

EFourier D 1

2

N∑

iD1

N∑

jD1

VFourier(ri j ) , (4.6)

to accept or reject the proposed cluster move via the standard Metropolis acceptance criterion [40–42],

acc(o! n) D min
[
1, expf�β (EFourier(n)� EFourier(o))g] , (4.7)

where o and n denote the original and the new configuration, respectively. Vreal resembles a screened elec-

trostatic potential and ensures that most of the relevant energy differences are taken into account during the

construction of a cluster. Since the momentum-space contribution, EFourier, accounts for the long-wavelength

fluctuations in the energy, which typically largely cancel out, it may be expected that a relatively high ac-

ceptance ratio can be maintained. This expectation is explored in detail in the following section.
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4.1.2 Optimizing the average cluster size

One advantage of splitting the potential is the ability to adjust the screening parameter α to increase effi-

ciency. Usually, the value of α that maximizes efficiency is given by [59–61],

αoptimal D
(
τRπ

3 N

τF L6

) 1
6

, (4.8)

where N is the number of particles in the system, L is the box size, τR is the time needed to evaluate Vreal

for one pair of particles, and τF is the time needed to evaluate one term in EFourier. Equation (4.8) represents

the optimal α for the calculation of the total system energy, which requires NR / N 2/α3 evaluations of

Vreal and NF / Nα3 terms in the Fourier part of the energy. However, in the GCA with a split potential, we

need the energy change induced by moving a subset of all particles. For a cluster constructed by means of

Vreal(r), the number of evaluations can be estimated as NR / NC N/α3, where NC is the number of particles

in the cluster, which in turn depends on α as well. The most efficient evaluation of the resulting change in

EFourier is achieved by noting that

EFourier D 1

2

∑

k 6D0

jρ(k)j2
ε0εr V k2

exp (�k2/4α2) , (4.9)

where

jρ(k)j2 D
[

N∑

iD1

qi cos(k � ri )

]2

C
[

N∑

iD1

qi sin(k � ri )

]2

. (4.10)

The values of cos(k � ri ) and sin(k � ri ) change only for particles that are included in the cluster. For

NC < N/2 it is therefore considerably more efficient to store the sums in Eq. (4.10) for all values of k,

and update the sums for the particles that belong to the cluster. In this approach, the number of terms NF is

proportional to NCα
3. Optimization of the parameter α is more complicated than in Eq. (4.8), since there is

no simple expression for the dependence of cluster size NC on α. However, the optimal value can be found

from systematic variation of α in a number of test runs, as we will illustrate.

As an example system we choose an aqueous solution of colloidal particles with diameter 14.2 nm

and charge Q D 10e, at a volume fraction φ D 0.10. In addition, the suspension contains monovalent

counterions, as well as 7.75 mM of monovalent salt. For 20 colloids in a cubic cell with linear size L D
67 nm, this corresponds to 200 counterions and 2800 salt ions, where we set the hydrated ion diameter to
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7.1 Å. Both colloids and ions are modeled at the level of the primitive model, i.e., with a repulsive hard core,

and we use an implicit solvent model. The temperature is set to 298 K and εr D 79.

Figure 4.1(a) confirms that increasing α leads to a monotonic decrease of the size of the clusters that are

constructed, owing to the decreasing range of the real-space interaction. As a result, the required computa-

tional effort (� NR) to construct a cluster decreases. Initially, the number of terms NF in the acceptance

criterion decreases as well, but once the variation of NC with α levels off, the increasing number of wave

vectors required for sufficient accuracy in EFourier starts to dominate and slows down the simulation. As

shown in Fig. 4.1(a) (open squares), for all values of α the average cluster contains a significant number of

particles (although it decreases quite significantly when αL is increased from 9 to 11), and it is by no means

obvious that a reasonable acceptance ratio can be maintained. Nevertheless, as illustrated in Fig. 4.2(a), the

acceptance ratio lies between 40% and 75% for all αL � 9. It must be noted that many of the accepted

clusters are relatively small, as depicted by the solid squares in Fig. 4.1(a). This effects originates in the

presence of large numbers of small ions when almost all clusters are started from such an ion. Since many

small particles are fairly isolated and can be moved over larger distances without seriously disrupting a

configuration, clusters containing only a few ions are accepted disproportionately often.

A important optimization of the GCA is therefore achieved by always starting the cluster construction

with a large particle. This does not violate detailed balance or ergodicity [10], but permits the algorithm

to focus on the species with the longest relaxation time. It also highlights another feature of the GCA,

namely that it automatically ensures that the computational effort is primarily devoted to those smaller

particles that affect the larger species, whereas smaller particles that are remote from any large particle (and

essentially constitute a “background”) are included in a cluster much less frequently. This is of particular

benefit for calculations of effective interactions [17], where one aims to obtain an accurate estimate of the

pair correlation function of the large species. As illustrated in Fig. 4.1(b), this approach increases the size

of the constructed clusters for all 9 � αL � 15 (open squares). Importantly, also the average size of the

accepted clusters increases very significantly, and now lies between 80 particles (for αL D 11) and 40

particles (for αL D 15). While there is a corresponding sharp decrease in the acceptance ratio [Fig. 4.2(b)],

it remains above 10% for αL > 11 and even exceeds 15% for αL � 13. These ratios are very significant: In

an unbiased Monte Carlo scheme, it would be extremely difficult to achieve acceptance ratios comparable

to those shown in Fig. 4.2(b) for the simultaneous, nonlocal move of O(10) to O(100) particles. Thus,
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Figure 4.1: Illustration of the dependence of the average cluster size on the screening parameter αL [cf. Eq. (4.4)]
for an example system consisting of a solution of charged colloids and monovalent salt. The colloidal
particles are 20 times larger than the salt ions and carry a 10 times larger charge. The system contains a
total of 20 colloids and 3000 ions. Further details are described in the text. The open squares (connected
by solid lines to guide the eye) represent the average size of the clusters proposed by the geometric
cluster algorithm. Upon increase of the screening parameter α, this cluster size decreases monotonically.
The solid squares (connected by dashed lines) represent the average size of the clusters that are actually
accepted. Panel (a) pertains to a cluster construction procedure in which the starting particle of the cluster
is chosen at random from among the colloids and the ions. In this case, the average clusters become
relatively small for large αL (small cutoff), since clusters will relatively often consist of isolated ions. In
panel (b), the clusters are always constructed starting from a colloid. This increases the average size of
both the constructed and the accepted clusters. It is noteworthy that beyond αL D 10 the average size
of the accepted clusters decreases only gradually from approximately 100 particles to approximately 40
particles. Thus, the algorithm is not particularly sensitive to the precise choice of the screening parameter.
Furthermore, while the accepted clusters are systematically smaller than the constructed clusters, they
still involve the nonlocal translation of a significant number of particles.

this corroborates the expectation that clusters constructed on the basis of Eq. (4.4) capture the physical

structure of the fluid. The GCA is able to take into account most of the energy changes resulting from the

collective move and the long-wavelength fluctuations indeed mostly cancel out. The fact that large clusters

and relatively high acceptance ratios are observed for all αL & 11 is encouraging, as it indicates that the

25



0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

 9  10  11  12  13  14  15

A
cc

ep
ta

nc
e 

ra
tio

α L

(a)

0

0.05

0.10

0.15

0.20

 9  10  11  12  13  14  15

A
cc

ep
ta

nc
e 

ra
tio

α L

(b)

Figure 4.2: Acceptance ratio as a a function of the screening parameter αL for the system of Fig. 4.1. Panel (a)
corresponds to Fig. 4.1(a), in which clusters are started from an arbitrarily chosen particle. In this case, the
accepted clusters are typically rather small and the acceptance ratio is correspondingly large. If, instead,
each cluster is started from a large particle, the accepted clusters are significantly larger [cf. Fig. 4.1(b)].
For the very large clusters constructed for αL < 10, the acceptance ratio is very small. However, for
αL > 11, where the average size of the constructed clusters ranges between approximately 210 and 55
particles, the acceptance ratio is more than 10%. As illustrated in Fig. 4.1, even the accepted clusters
involve 70 to 40 particles, which are typically translated over large separations in a cluster move.

algorithm is not particularly sensitive to the precise tuning of the screening parameter. Nevertheless, it may

be favorable to make αL not too large, since larger values of α require a larger number of wave vectors nF

in the computation of the Fourier part of the internal energy.

This notion can be made more precise by considering the autocorrelation time. The optimal value

of α minimizes the time required to produce an independent configuration. Since the large particles are

expected to decorrelate most slowly, we compute the integrated autocorrelation time [62] of the electrostatic

energy of the large particles only (thus, all ion–ion and colloid–ion interactions are excluded). Indeed,

consideration of the total electrostatic energy may give a misleading result for the autocorrelation time,
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since a significant contribution to the energy arises from the interactions among the smaller species, which

decorrelate rapidly even when local algorithms are used. Figure 4.3 shows the autocorrelation time for

the colloidal particles in the example system described above. For small α the autocorrelation time is

large, because large clusters need to be constructed that, moreover, have a low acceptance ratio. At very

large values of α, we anticipate the configuration to evolve slowly because the clusters are small, and the

evaluation of the change in EFourier involves a large number of wave vectors. These considerations are partly

borne out in the graphs. While there is a very strong decay of the autocorrelation time when αL is increased

from 9 to 12, it remains fairly constant for αL & 12. This indicates that the increased computational cost

of evaluating the Fourier part of the internal energy and the (weak) decrease in cluster size are compensated

by the increasing acceptance rate (possibly, the variation in the nature of the clusters that are constructed

also enhances the decorrelation of subsequent configurations). The constant autocorrelation time shows that

efficient simulations are possible over a range of values of the screening parameter. Indeed, systems with

a size asymmetry of 20 would be almost infeasible without employing the GCA, as will be demonstrated

in Sec. 4.1.3. There is no strong qualitative difference in the dependence on α for a cluster construction

procedure in which one starts with an arbitrary particle [Fig. 4.3(a)] and for a procedure in which one always

starts with a large particle [Fig. 4.3(b)]. Interestingly, for the example system studied here the approach of

Fig. 4.1(a), which seems less appealing in terms of the average size of the accepted clusters, is more efficient

in decorrelating the colloids than the approach of Fig. 4.1(b), even though the latter explicitly targets the

large particles. It must be noted that this observation may be different for systems with different number

ratios of large and small particles. Likewise, the range of optimal values of αL is system dependent. In fact,

to maintain a constant cluster size when L is varied requires a constant real-space cutoff, i.e., a constant α

rather than a constant αL . However, there is no universal formula for the optimal value of α, because the

dependence of the cluster size, the acceptance rate, and the speed of the simulation on α are dependent on

the specific system parameters.

4.1.3 Efficiency comparison

Size-asymmetric mixtures, such as charged colloids suspended in an ionic solution, are natural candidates

for the application of the GCA for charged systems. Here, we consider such a solution to perform a sys-

tematic efficiency comparison of the GCA versus a standard molecular dynamics (MD) simulation, as a
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Figure 4.3: Autocorrelation time for the electrostatic energy of 20 charged colloidal particles in a solution with 200
counterions and 7.75 mM of monovalent salt (2800 salt ions). Panels (a) and (b) correspond to the panels
in Figs. 4.1 and 4.2, respectively. All times are measured in seconds of CPU time. The autocorrelation
time decreases rapidly as the screening parameter is increased from αL D 9 to αL D 12 and then remains
approximately constant until αL D 15. For the model system studied here, the optimal autocorrelation
time in panel (a), in which each cluster is started with a randomly chosen particle, is approximately twice
smaller than the optimal autocorrelation time in panel (b), in which each cluster is started with a colloidal
particle.

function of size ratio between the colloids and the ions. The system is kept at a temperature of 298 K,

with the solvent (water) modeled implicitly as a dielectric medium with εr D 79. The cubic cell with vol-

ume V contains 10 large particles (colloids) with a variable radius Rl and positive charge Ql , at a fixed

volume fraction φl D 0.01. Both the Nc (negatively charged) counterions of the colloids and the additional

N�salt C NCsalt salt ions are spherical particles with a (hydrated) diameter equal to the Bjerrum length, i.e., a

radius Rs D 3.55 Å. All ions are monovalent. As the size of the colloids is increased, their charge increases

linearly with the radius. This keeps the interaction strength at contact between the colloids and the ions

from increasing, and therefore any change in the cluster size results only from the increasing size ratio and
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not from stronger interactions. The total ion volume fraction φs D 4
3πR3

s (Nc C N�s C NCs )/V is fixed

at φs D 0.01. In order to facilitate comparison to MD calculations, we adopt a smooth excluded-volume

potential,

Vex(ri j ) D kBT

(
Ri C R j

ri j

)12

, (4.11)

such that the cluster construction is based upon the sum of Vex(r) and Vreal(r). Table 4.1 lists some prop-

erties for the systems investigated here. The MD simulations are carried out with a modified version of

LAMMPS [63]. The N V T ensemble is used, in which the temperature is controlled by a Nosé–Hoover

thermostat. Figure 4.4 presents the radial distribution functions (RDF) for ion–ion, ion–colloid and colloid–

colloid pairs with Rl/Rs D 2. There is excellent agreement between the MD and the GCA results.

Table 4.1: Properties of the systems investigated for the efficiency comparison between the GCA and a standard
molecular dynamics simulation. Rl/Rs is the size ratio between large particles (colloids) and small par-
ticles (ions), Ql is the colloidal charge, Nc is the number of counterions, N�s and NCs are the number of
negative and positive salt ions, respectively, and L/(2Rs) is the linear system size in units of ion diameter.
All systems contain 10 large particles.

Rl/Rs Ql Nc N�salt NCsalt L/(2Rs)

1 1e 10 0 0 8.06
2 2e 20 30 30 16.12
4 4e 40 300 300 32.24
6 6e 60 1050 1050 48.36
8 8e 80 2520 2520 64.48

10 10e 100 4950 4950 80.60

0.0
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 0  1  2  3  4  5

r /(2Rs)

g(r)

Figure 4.4: Comparison between MD (solid lines) and GCA (symbols) results for radial distribution functions in the
system described in Table 4.1, with Rl/Rs D 2. Diamonds, triangles, and squares represent ion–ion,
colloid–ion, and colloid–colloid correlations, respectively. Since this graph is only intended to demon-
strate the agreement between the GCA and MD results, no distinction is made between positive and
negative ions.
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As in Fig. 4.3, we employ the integrated autocorrelation time (expressed in units of CPU time) of the

total interaction energy of the large particles to determine the rate at which independent configurations

can be produced. Variation of the size asymmetry Rl/Rs requires choices to be made about other system

parameters. If the total number of particles is kept constant, there is a decrease in φs with increasing

size asymmetry, which will diminish “jamming” effects. On the other hand, if φs is kept constant, there

is a rapid increase in the total number of particles as Rl/Rs is increased. Since the Ewald summation

scales superlinearly with total particle number, this results in increasing autocorrelation times even after

normalization per particle. Nevertheless, this provides a stringent test of the GCA, since the optimal tuning

parameter (Fig. 4.3) will generally not coincide with the value of α that yields O(N 3/2) scaling, Eq. (4.8).

We first consider the implementation of the GCA in which each cluster is started with an arbitrary par-

ticle. As shown in Fig. 4.5, in the absence of size asymmetry (Rl/Rs D 1) this method (solid squares)

requires almost the same computational effort as a standard molecular dynamics simulation (solid trian-

gles). However, when the size of the large particles is increased the autocorrelation time per particle in the

MD simulation increases rapidly. This reflects the combined effect of the trapping of large particles by ions,

reducing the diffusion rate of the large particles, and the slowdown (/ pN ) in the Ewald summation. The

autocorrelation times of the GCA demonstrate that the nonlocal moves effectively overcome the trapping of

large particles, resulting in a very weak increase of the autocorrelation time with size asymmetry. The in-

crease for Rl/Rs D 8 and Rl/Rs D 10 mostly reflects increased computational effort because of an increase

in the tuning parameter α (and a consequent increase in the number of wave vectors). For completeness, we

also investigate the autocorrelation time for the GCA in which each cluster is started with a large particle

(open squares in Fig. 4.5). This makes it possible to explicitly focus a larger fraction of the computational

effort on moving the large particles and results in even smaller autocorrelation times for the range of pa-

rameters depicted here. However, the difference with the solid symbols decreases at larger size ratios. This

occurs because clusters are larger when starting with only large particles and therefore take more time to

construct. As Rl/Rs is increased, these clusters increase in size since the large particles occupy more volume

and therefore interact with more small particles. Indeed, this observation is consistent with the observation

in Fig. 4.3 that starting with a large particle is actually disadvantageous for Rl/Rs D 20.

In order to isolate the effect of the Ewald summation on the decrease in efficiency, we have also per-

formed MD simulations in which the Ewald summation is performed via the particle-particle particle-mesh
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Figure 4.5: Systematic efficiency comparison of the GCA and molecular dynamics simulations, for an ionic solution
containing charged colloids. The size asymmetry Rl/Rs is varied while keeping both the colloid num-
ber and volume fraction φl , and the ion volume fraction φs fixed. The MD simulations are performed
both with a conventional Ewald summation (closed triangles) and with the particle–particle particle–
mesh method (PPPM, open triangles) with a relative accuracy of 10�5, the same as for the GCA. The
graph shows the integrated autocorrelation time (in seconds of CPU time) computed for the interaction
energy of the colloids, which is a measure for the time required to decorrelate the slowest species. Al-
though the PPPM method outperforms the Ewald summation for a sufficiently large number of particles
(large Rl/Rs), it still displays a significant slow-down with increasing size asymmetry, owing to jamming
effects. By contrast, the GCA (squares)—which employs conventional Ewald summation—can create
independent configurations at a much higher rate than even the fastest MD approach for all size ratios
Rl/Rs > 1. Open squares refer to the GCA in which each cluster is started with a colloid, whereas closed
squares represent the GCA in which each cluster is started with an arbitrary particle (colloid or ion).

(PPPM) method [64]. This decreases the computational efforts to O(N log N ), i.e., the time per particle

increases only logarithmically with the total number of particles. Since the PPPM method involves con-

siderable computational overhead it only outperforms a regular Ewald summation for a sufficiently large

[O(103)] number of particles. The results are included in Fig. 4.5 (open triangles). For small Rl/Rs the

PPPM method is much slower than conventional Ewald summation, which simply results from the small

number of particles that we employ. However, for Rl/Rs � 6 the PPPM method outperforms the Ewald

summation and the increasing autocorrelation time per particle for Rl/Rs D 8 and Rl/Rs D 10 now al-

most completely reflects the effect of jamming. Nevertheless, despite the fact that the GCA does not have

the advantage of a fast electrostatics calculation, it remains much more efficient for all parameter choices

investigated here.
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4.2 Critical colloid charge

Using this new algorithm, we now investigate how the colloidal interactions change as the colloid charge is

increased in two different systems. In one system, εr D 28 and φl D 0.01 and in the other, εr D 78.4 and

φl D 0.02. For both systems, the temperature is set to 298 K and the colloids have a hard-sphere diameter

ranging from 1.2 nm to 10 nm. For each colloid size, Z is varied and there are enough counterions with a

charge valency of q D 3 and a hard-sphere diameter of 4 Å to neutralize the system. We observe finite-size

effects for systems with up to 40 colloids, which is consistent with earlier simulations of similar systems [49]

and we use at least 60 colloids. In the simulations, the potential of mean force, W (r), is determined from

the pair correlation function, g(r), through the following relation,

W (r) D � logTg(r)U
kBT

, (4.12)

where kB is the Boltzmann constant. Figure 4.6 shows a representative example of how W (r) changes as

Z is increased in a system with σl D 4 nm and εr D 78.4. When Z D 10, W (r) is purely repulsive,

however increasing the colloid charge to Z D 15 causes an attractive minimum to develop in W (r). The

same qualitative behavior is observed for all values of σl investigated and for each σl the minimum colloid

charge which results in an attractive minimum in W (r) is determined. We refer to this value of the colloid

charge, Zc, as the critical colloid charge and, as shown in Fig. 4.7, Zc increases with σl .
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Figure 4.6: Potential of mean force, W (r), for a system with σl D 4 nm and εr D 78.4 for two different values of
Z . When Z D 10 (squares), W (r) is purely repulsive, however, increasing the colloid charge to Z D 15
(circles) results in an attractive minimum in W (r). From this we determine that Zc � 15 is the value of
the critical colloid charge.
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Many properties of charged systems are controlled by a number of factors including the colloid size

and charge, the counterion size and charge, and the Bjerrum length, `B D e2/(4πε0εr kBT ), where, e is the

elementary charge, which is the distance between two counterions at which the interaction energy equals the

thermal energy. It is convenient to define a unitless parameter combining these factors which can be used to

make predictions about the system behavior. One choice for a unitless parameter is the coupling parameter

0,

0 D
√

Zq3`2
B

π(σl C σs)2
. (4.13)

This parameter represents the ratio of `B , which is a length scale associated with the counterion-counterion

interaction, and the Gouy–Chapman length, µ, which is the distance at which the interaction energy between

a single counterion and a colloid equals the thermal energy. For spheres this can be written as

µ D (σl C σ)2
2Zq`B

. (4.14)

Based on an investigation of infinite plates, Rouzina and Bloomfield predicted that like-charged attraction

occurs at values of 0 greater than 0c D 2 [52]. Using this value, the critical colloid charge, Zc,0, can be

calculated as

Zc,0 D 02
cπσ

2
s (

σl
σs
C 1)2

q3`2
B

. (4.15)

The Manning parameter, ξ , is also a unitless parameter which, for spheres, reads

ξ D Zq`B

σl C σs
(4.16)

and can be expressed as the ratio of the distance of closest approach between a colloid and a counterion,

and µ. Using SC theory, Netz et al. predicted that for like-charged attraction to occur, in addition to the

criterion 0 > 0c, the Manning parameter must also be above a critical value, ξc D 3.3, for systems with

colloid densities similar to what we investigate [53, 54]. Using this value it is possible to determine the

critical colloid charge,

Zc,ξ D ξcσs(
σl
σs
C 1)

q`B
. (4.17)

While SC theory treats 0 and ξ as independent parameters, they are actually closely related. By dividing
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Eq. (4.13) by Eq. (4.16) we see that

0 D ξ
√

q

π Z
(4.18)

and the only way to independently vary these parameters is by changing the ratio q/Z . We explore this by

varying Z , keeping q constant.

The critical colloid charge calculated from ξc and from 0c differ not only in their numerical values, but

also in their dependence on σl . Figure 4.7 shows Zc,ξ and Zc,0 as a function of σl/σs along with the values

obtained from the simulations. When εr D 28, there is an appreciable region where Zc,ξ > Zc,0. In this

region, the simulation points follow a straight line and lie above Zc,0. The value of ξc was determined in

the limit 0 !1, which may account for the lack of a better quantitative agreement of the numerical data

with Zc,ξ . At size ratios where Zc,ξ < Zc,0, the simulation points increase quadratically and closely follow

the values of the critical charge predicted in Eq. (4.15). This confirms that both ξ and 0 must be above their

critical values for like-charged attraction to occur. However, for most experimentally relevant systems, if

0 > 0c, then ξ > ξc. This can be seen in the inset of Fig. 4.7 where εr D 78.4.
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Figure 4.7: Critical colloid charge, Zc, as a function of size ratio, σl/σs for εr D 28 and εr D 78.4 in the inset. The
solid red curve is at a constant coupling parameter, 0 D 2, which is predicted by Rouzina and Bloomfield.
The dashed blue curve is at a constant Manning parameter, ξ D 3.3, which is predicted by SC theory, and
the squares are the critical colloid charge determined from simulations; the error bars are smaller than the
symbol size. The simulation results are in good agreement with the prediction that both ξ and 0 must be
above their critical values for attraction to occur.
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4.3 Effect of increasing colloid charge

In addition to determining the onset of like-charged attraction, we also investigate the behavior of W (r)

for higher colloid charges. For a fixed diameter σl D 8 nm, we vary the colloid charge from Z D 60 to

120 keeping the other system parameters the same as before. As shown in Fig. 4.8, the magnitude of the

attraction increases linearly with colloid charge. Interestingly, the height of the repulsive barrier does not

increase despite the fact the strength of the direct colloid–colloid repulsion increases. The barrier height for

this system with σl D 8 nm is larger than for the system with σl D 4 nm, shown in Fig. 4.6. This trend of

increasing barrier height with σl is observed for all the systems investigated.

The observation that the barrier height does not increase with increasing Z is similar to results obtained

from charge renormalization calculations [65–67]. The concept of charge renormalization is that, at large

enough distances, the effective potential between charged colloids, Veff(r), is of the Yukawa form,

Veff(r) D (Ze)2

εr
expT�κr U , (4.19)

where, κ is the inverse Debye screening length, but with renormalized values for Z and κ [65]. Using

Alexander’s prescription for charge renormalization [66] as well as other methods [67], it is found that the

renormalized value for the charge reaches a saturation value beyond which it is independent of the bare

charge. Calculations of the no-salt case show that this saturation value only depends on the colloid size

and the Bjerrum length [66, 67]. These observations are in agreement with our observations that beyond a

separation of r D 1.3σl , W (r) does not depend on the value of the colloid charge.

4.4 Summary and conclusions

In conclusion, in this chapter we have investigated the effect of colloid charge on the effective interactions

of charged colloids in the presence of multivalent counterions. We determined the critical charge for like-

charged attraction as a function of colloid diameter. Our findings support the prediction that like-charged

attraction occurs if both the coupling parameter 0 > 2 and the Manning parameter ξ > 3.3. By examining

higher colloid charges we found that the strength of the attraction increases linearly with increasing Z .

However, the height of the repulsive barrier does not increase with increasing Z , which is similar to results

seen in charge renormalization calculations [65–67].
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Figure 4.8: Potential of mean force, W (r), for a system with σl D 8 nm and εr D 78.4 for different values of

Z . The depth of the attractive minimum increases linearly with Z as can be seen in the inset. There
is also a weak repulsive barrier in W (r) which is insensitive to the value of Z . This repulsive barrier
is higher than the barrier seen with the smaller colloids shown in Fig. 4.6 and we observe this trend
for all the systems we investigated. These observations are similar to the results obtained from charge
renormalization calculations [65–67].

Owing to the large size ratios between the colloids and the counterions, conventional MD or MC simu-

lations could not be used. For this reason we developed a new simulation method based on the GCA, which

allows for the efficient simulation of charged systems with large size ratios. For the system we investigated,

finite-size effects rule out freezing the colloids at different separations and measuring the force as has been

done before [46,47,51]. There are some caveats to our simulation method, though. As the interactions in the

system become stronger, the simulations become less efficient and more sensitive to the value of α, which

controls the real-space cutoff. An alternative simulation method which is capable of simulating systems

similar to what we investigate here is the algorithm proposed by Lobaskin and Linse [68, 69], which per-

forms well when there is a strong binding of the ions to the colloids. On the other hand, our new algorithm

performs best when the ions are dispersed evenly in the solution, yet remains efficient for strongly coupled

systems, and can therefore be used to study a wide range of charged colloid systems.
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CHAPTER 5

CRYSTAL PHASES OF VIRUS
PARTICLES

Virus particles offer an interesting system for the study of colloidal interactions. One advantage of virus

particles is that it is easy to produce large quantities of monodisperse particles. Also, due to their surface

protein coat, they have a non-uniform surface charge distribution which can be manipulated by altering the

RNA of the virus particles. This allows the investigation of spherical particles with an anisotropic surface

charge distribution in a well-controlled system.

An anisotropic surface charge distribution leads to an anisotropic interaction between virus particles

which can alter their phase behavior, resulting in different crystal structures than seen for particles with

isotropic interactions [70]. Recent experiments performed by Gerard Wong and Nathan Schmidt [71] have

investigated this using small-angle x-ray scattering to determine the crystal structures formed by the Qβ

and MS-2 virus particles. In these experiments, the virus particles were in solution with additional salt

and non-adsorbing polymer and a variety of phases were observed by varying the salt conditions and the

polymer size and concentration. Specifically, for Qβ with 10 kDa polyethylene glycol (PEG), which has a

radius of gyration Rg � 4.8 nm in 100 mM CaCl2, a transition from HCP to FCC is observed as the polymer

concentration is increased, as shown in Fig. 5.1. This transition, however, is not observed for the MS-2 virus

under the same conditions, where the only crystal structure observed is FCC [71].

The difference between FCC and HCP is well understood for systems with short-ranged isotropic inter-

actions [43, 72–74], however, less is known about the effect of anisotropic interactions. Because Qβ and

MS-2 are very similar and differ primarily in their surfaces charges, we can gain insight into this effect by

investigating these particles. It is therefore the goal of this chapter to understand why an HCP phase is ob-

served for Qβ and not for MS-2 using computer simulations and also to understand the transition from HCP

to FCC in Qβ. A detailed model of the virus particles is developed which takes into account the surface

charge distribution. Salt is included explicitly using grand-canonical Monte Carlo to account for the parti-

tioning of the salt between the crystal and aqueous phases. We measure the osmotic pressure to determine

37



 0  10  20  30  40  50  60

[PEG] (mg/ml)

  Qβ

MS-2

Gas
HCP
FCC

Figure 5.1: Crystal phases formed by Qβ and MS-2 as the concentration of 10 kDa PEG is increased in the presence
of 100 mM CaCl2. For Qβ, there is a transition from HCP to FCC as the PEG concentration is increased
from 25 mg/ml to 50 mg/ml. For MS-2, only the FCC crystal structure is observed.

the stability of different crystal phases and then, using thermodynamic integration, determine how the free

energy changes as the separation between the virus particles is increased. We find that beyond the stable

separation there is a free energy barrier, similar to what we observed in Chapter 4 for the pair potential

between like-charged colloids.

5.1 Simulation details

To study this system, we first develop a model of the virus particles which is tractable in simulations. This

model must capture the essential features of the virus particles, yet be coarse-grained enough to allow for

efficient simulations. We start with the atomic coordinates for the Qβ and MS-2 virus particles, which were

obtained from x-ray crystallography measurements at 3.5 Å resolution [75–77]. Next, the charged state of

each amino acid is determined using PDB2PQR [78, 79] and PROPKA [80]. In this program, the charge is

determined from the pKa of the amino acid, the local environment surrounding each amino acid, and the

pH of the solution, which was measured to be 6.5 in the experimental system. We find that there are about

4000 charged amino acids with roughly 20,000 left uncharged.

Even including only the charged amino acids in the model would still be prohibitive to study this system,

and we therefore further coarse-grain by spatially averaging the surface charges. We choose 120 points on

the surface of a sphere with icosahedral symmetry [81], which matches the symmetry of the virus particles.

We then add the charge of each amino acid to the nearest of these 120 points. This is depicted in Fig. 5.2.
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Since the protein coat has a net positive charge, all the 120 sites are positive with 60 sites carrying a charge

C1e and 60 a chargeC2e, where e is the elementary charge. The RNA is accounted for by a point charge at

the center of the virus particle with a charge of �240e, which gives the virus particle a net charge of �60e,

in good agreement with electrophoresis measurements [82, 83].

Figure 5.2: The top left panel shows the 4500 charged amino acids of Qβ with �1e charges colored red and C1e
colored light blue. The top right is the 120-site model for Qβ. All the sites are positive, with the C2e
sites colored dark blue. The lower left panel shows shows the 3780 charged amino acids of MS-2 with
the 120-site model shown in the lower right panel.

To facilitate the pressure computation in the simulations, we use soft potentials to model the excluded

volume of the virus particles and the salt ions. The ion–ion potential is given by

V (r)

kBT
D (σion

r

)12
, (5.1)

where σion D 7 Å, corresponding to a hydrated ion diameter [15]. For the interaction between an ion and a

virus particle, we use a modified Lennard-Jones potential of the form

V (r) D 4ε

[(
σ

r �1
)12 �

(
σ

r �1
)6
]
C ε , (5.2)

where ε D kBT , σ D 1 nm and 1 D 12.08 nm. The potential is cut off at r D 21/6σ C 1, resulting in a

purely repulsive potential.

Charged interactions are calculated using the Ewald sum [41, 42, 55, 56] as in Chapter 4 and water is
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represented as a homogeneous dielectric medium, with relative dielectric constant εr D 80. The temperature

is set to T D 298 K, which results in a Bjerrum length of `B D 7 Å.

The effect of polymer on the virus interactions is included through the Asakura–Oosawa depletion po-

tential [26], VAO, between virus particles with radius Rvirus given by

VAO D �kBTφp

(
d3 � 3rd2

4Rg
C r3

16R3
g

)
, (5.3)

for 2Rvirus < r < 2(Rvirus C Rg) and 0 elsewhere, where φp is the polymer volume fraction, Rg is the

polymer radius of gyration, and d D Rvirus/Rg.

We place 32 virus particles on the lattice points of either an FCC or an HCP crystal in a periodically

replicated simulation box. A cubic box is used for the FCC crystal and a rectangular box is used for the

HCP crystal. They are not allowed to move from these points, however they are allowed to rotate. The salt

is included using a grand-canonical Monte Carlo scheme in which the chemical potential is fixed and the

number of particles fluctuates. To maintain electroneutrality, we insert or delete neutral groups of ions and

since we are interested in CaCl2, a group consists of two ions with charge �1e, representing the chlorine,

and one ion with charge C2e to represent the calcium ion. Adopting the approach used by Valleau and

Cohen [84], we define a chemical potential µ for the neutral group which we set such that the salt is

in chemical equilibrium with a bulk salt solution at a given concentration. The chemical potential is then

determined by a number of grand-canonical simulations containing only salt where we setµ and measure the

average concentration. By fitting the values of µ and the resulting concentrations to a line, we can readily

find a target salt concentration. We use this method to determine a target salt concentration of 100 mM,

matching the experimental conditions with a resulting value of µ D �7.815 kBT , shown in Fig. 5.3. In the

subsequent simulations containing virus particles, we choose randomly between insertions and deletions,

and virus rotations. The acceptance rate for grand-canonical moves is close to 1% and these are performed

on average 10 times more often than virus rotations. Virus particles are rotated by at most 180 about an

arbitrary axis with an acceptance rate of 3%.

The stability of the crystal is determined by mechanical equilibrium in which the osmotic pressure of the

aqueous phase, 5bulk, balances the osmotic pressure of crystal phase, 5crystal. The pressure is determined
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Figure 5.3: CaCl2 concentration as a function of chemical potential. A linear fit to the data points (solid squares)
is used to obtain the chemical potential that yields a concentration of 100 mM. This value (µ D�7.815 k rm B T , circle) is then used in the simulations of the actual virus system.

for both phases by applying the virial theorem, which gives the virial tensor as [85]

wαβ D 1

2V

〈∑

i

∑

j

∑
n

0
(Rc(i) � Rc( j).n)α(Fi j )β

〉
, (5.4)

where i and j index the N interaction sites of the system, c(i) gives the index of the molecule to which i

belongs, n denotes a vector pointing from the central cell to a periodic copy, α and β are tensor indices, w

is the virial tensor, V is the volume of the system, Rk.n is the position of the periodic copy of molecule k

reached by n, and Fi j is the force exerted by site i on site j . The prime indicates omission of terms with

c(i) D c( j) if n D 0, so that intramolecular forces do not contribute to the virial.

The pressure is obtained as one third of the trace of the virial tensor, plus a kinetic contribution ρkBT ,

where ρ is the overall density. However, since the virus particles are held fixed during the simulation, they

do not contribute to the kinetic term of the pressure. Also, the forces arising from the depletion potential

between the virus particles do not influence the evolution of the system and therefore do not need to be

computed during the simulation, but can instead be added in later. In this way we can determine the total

pressure resulting from a number of different polymer sizes and concentrations from a single simulation.

We determine 5crystal for a number of different lattice spacings, with the nearest-neighbor virus sepa-

rations ranging from 25.6 nm to 30.0 nm, where a separate simulation is performed for each separation.

5bulk is determined from a single grand-canonical Monte Carlo simulation only including salt at a chemical

potential of µ D �7.815 kBT . The total osmotic pressure is then given by 5 D 5crystal �5bulk, where we
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have adopted the convention of treating the water as a solvent with the virus and salt solutes defining the

osmotic pressure. In this approximation, the effect of the water is accounted for by the relative dielectric

permittivity, εr , thus the pressure obtained from the virial corresponds directly to the osmotic pressure of

the solute [86]. Recalling the thermodynamic definition of pressure,

5 D �
(
∂F

∂V

)

T

, (5.5)

we see that stability occurs when5 D 0 and ∂5/∂V < 0, which describes a minimum in the free energy F .

A similar approach has been used to study the stability of bundles of rod-like polyelectrolytes condensed

via counterions [87, 88].

5.2 Results

We first investigate the osmotic pressure in the absence of polymer at a bulk salt concentration of 100 mM

for Qβ and MS-2. As shown in Fig 5.4, for Qβ both FCC and HCP are stable at a separation of 25.7 nm,

with closer separations dominated by excluded-volume interactions. At separations larger than 26.2 nm, the

pressure becomes positive, indicating a repulsive barrier which precedes the stable separation. The same

behavior is also seen for MS-2 in Fig 5.5.

This barrier is investigated in more detail by considering the free energy. It is possible to compute the

difference in Helmholtz free energy per virus particle, 1 f , between two systems at different separations by

integrating Eq. (5.5),

1 f D f1 � f0 D � 1

32

∫ V1

V0

5(V )dV , (5.6)

where V0 and V1 are the initial and final volumes of the simulation box containing 32 virus particles (which

results in the factor 1/32). For Qβ we see that the HCP structure has a lower free energy barrier than FCC,

shown in the inset of Fig. 5.4. This difference in barrier height is due primarily to the differences between

the pressures at separations beyond 27.0 nm. Although these differences are small, they are statistically

significant and their accumulation leads the observed difference in barrier heights of close to 1 KBT . For

MS-2 the difference in barrier height is smaller, within statistical error, as seen in the inset of Fig. 5.5.

Adding polymer results in an effective attraction between the virus particles and will therefore act to

reduce the pressure. We investigate this effect by determining the pressure contribution from a polymer
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Figure 5.4: Osmotic pressure, 5, as a function of nearest-neighbor virus spacing for HCP and FCC crystal structures
of the Qβ virus. Both HCP and FCC are stable at a separation of 25.7 nm. At larger separations, 5 is
positive, indicating a barrier to the stable separation. The free energy difference, 1 f , as a function of
nearest-neighbor virus spacing for the HCP and FCC crystal structures is shown in the inset. HCP has a
smaller barrier height.

with Rg D 4 nm at volume fraction of 1.1 where the volume of a single polymer is given by 4πR3
g/3. This

corresponds to 10 kDa PEG at 50 mg/ml, where the experiments observe a transition from HCP to FCC for

Qβ. At this concentration the polymer coils will overlap; however, in this regime the depletion potential is

still well described by Eq. (5.3) [29]. We show the resulting pressure for Qβ in Fig. 5.6. In this case, the

pressure is below zero beyond the stable separation of 25.6 nm and there is no longer a free-energy barrier

for either HCP or FCC structures for this polymer size and concentration, as shown in the inset of Fig. 5.6.

Similar behavior is observed for MS-2, as seen in Fig. 5.7.

The absolute free energies of the HCP and FCC phases cannot be compared because at the largest sepa-

ration the virus particles are still interacting with each other and therefore cannot be equated with a reference

state of known free energy. The barrier heights can be compared though, and give an indication of the ac-

tivation energy to form a given crystal structure, even though we only consider a single activation pathway.

For Qβ with no polymer, or at low polymer concentrations, the HCP structure has a lower barrier height

and is more kinetically favorable to form than an FCC crystal, which is consistent with the experimental

observation of an HCP phase under these conditions. At higher polymer concentrations, these barriers are

no longer present. If neither state has a kinetic barrier, the system will form the structure with the lowest

absolute free energy, which we assume to be FCC, as is the case for particles with only short-ranged interac-

tions [43, 72–74], though we are not able to determine if this is true from these simulations. For MS-2 with

no added polymer, the barrier heights are very similar, within statistical error. Since the activation energies
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Figure 5.5: Osmotic pressure, 5, as a function of nearest-neighbor virus spacing for HCP and FCC crystal structures
of the MS-2 virus. Both HCP and FCC are stable at a separation of 25.7 nm. At larger separations, 5
is positive, indicating a barrier to the stable separation. The free energy difference, 1 f , as a function
of nearest-neighbor virus spacing for the HCP and FCC crystal structures is shown in the inset. The
difference in barrier height is smaller than the statistical error.

are comparable, we expect the system to form the state with the lowest absolute free energy, which again we

assume to be FCC. Reducing the barrier heights by adding polymer would not change the crystal structure

observed.

5.3 Summary and conclusions

In conclusion, we have studied the phase behavior of the Qβ and MS-2 virus particles in solution with

100 mM CaCl2 salt and non-adsorbing polymer. Using a coarse-grained model of the virus particles, which

nevertheless provides a faithful representation of the surface charge distribution, we were able to provide

insight into the experimentally observed crystal phases. Our results indicate that for Qβ, the HCP crystal

is observed at low polymer concentrations because it has a lower activation energy and not necessarily

because it is the state with the lowest free energy. This is also supported by the observation that at higher

polymer concentrations, where the experiments observe a transition from HCP to FCC, there is no longer a

free-energy barrier for either crystal structure, in which case the virus particles will form an FCC structure,

which we assume to be lower in absolute free energy. For MS-2 we see no difference in the barrier height

and FCC should therefore be the only crystal phase observed, which is indeed what the experiments see.
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Figure 5.6: Osmotic pressure, 5, for the Qβ virus as a function of nearest-neighbor virus spacing for the HCP and
FCC crystal structures with 50 mg/ml of 10 kDa PEG added. The pressure of both HCP and FCC is below
zero beyond the stable separation. 1 f as a function of nearest-neighbor virus spacing for the HCP and
FCC crystal structures is shown in the inset. There is no free energy barrier for either structure.
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Figure 5.7: Osmotic pressure, 5, for the MS-2 virus as a function of nearest-neighbor virus spacing for the HCP and
FCC crystal structures with 50 mg/ml of 10 kDa PEG added. The pressure of both HCP and FCC is below
zero beyond the stable separation. 1 f as a function of nearest-neighbor virus spacing for the HCP and
FCC crystal structures is shown in the inset. There is no free energy barrier for either structure.
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CHAPTER 6

FREEZE CASTING

The contents of this chapter are based on the following publication:

� Stephen A. Barr and Erik Luijten, Structural properties of materials created through freeze casting
Acta Materialia, 58:709–715, 2010

In this chapter we examine the structure and dynamics of colloidal particles undergoing freeze casting.

In this process, an aqueous suspension of solid particles is cast into a mold and subsequently frozen. The

growing ice crystals generate ice fronts that concentrate the suspended particles in the intervening space.

Upon removal of the ice through freeze drying, a porous, solid structure remains that can be sintered [11].

Although historically freeze casting has mostly been known for its flexibility and low cost, yielding mate-

rials with irregular structure [89], the use of directional freezing [90] permits remarkable control over the

resulting pore structure. Indeed, this approach has been used to create a variety of structures, such as silica

fiber bundles [90], tubular supports with radially aligned pores [91], and micro-honeycombs [92]. Freeze

casting primarily employs suspensions of ceramic particles, but recently it also has been used to fabricate

titanium foams with aligned, elongated pores [93]. The field received renewed attention with the work of

Deville et al. [12,13], who demonstrated that complex composites can be built with lamellar microstructures

that depend on the velocity of the freezing ice front and the initial conditions of the aqueous suspension. The

porous scaffold obtained through freeze casting is backfilled with a second phase, resulting in a nacre-like

material [12, 94].

Whereas various aspects of the freeze casting process, such as control over spacing between ice platelets [12,

13] and the interactions between an advancing ice front and colloidal particles [95, 96], have been explored

previously, little is known about the arrangement of colloidal particles within the resulting structures. It is
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therefore the purpose of this chapter to investigate by means of molecular dynamics simulations how details

of the freezing process affect the resulting solid structure. In particular, we examine the role of ice front

velocity and particle concentration. The simulations are restricted to an idealized model system, but we

believe that nevertheless these simulations provide guidance for the creation of specific target structures.

6.1 Simulation details

We perform molecular dynamics simulations using a custom-modified version of the LAMMPS pack-

age [63]. To reproduce both the lamellar structure resulting from platelet-like ice crystals [12] and the

honeycomb structures observed in Refs. [90, 92], we employ three-dimensional simulations in a planar and

a columnar geometry. In the lamellar system, depicted schematically in Fig. 6.1, two parallel ice fronts

(lateral area 10µm � 10µm) are placed initially 10 µm apart. As the platelets become thicker, these ice

fronts advance towards each other (along the z-axis) at a constant velocity until they meet. In this case, we

employ periodic boundary conditions in the x and y directions. The columnar geometry is generated by

modeling the dendrites as rods that are arranged in a 2 � 2 hexagonal cell (Fig. 6.2). The rods are aligned

along the z direction, with a nearest-neighbor spacing of 5 µm. During the simulation, their radius increases

at a constant rate from 0 µm to 2.5 µm. The cell has a height of 10 µm and to minimize finite-size effects

we replicate it periodically in all three dimensions, creating an infinite array of infinitely long dendrites.

Figure 6.1: Schematic diagram of the lamellar geometry. The two planar ice fronts advance at a constant rate in
the direction of the arrows, which run parallel to the z-axis. The fronts represent growing platelets that
concentrate the suspended colloidal particles in the center region. All simulations are performed in three
dimensions.
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Figure 6.2: Schematic representation of the columnar geometry, looking down the z-axis. Cylindrical dendrites of ice
form parallel to the z-axis and grow radially outward at a constant rate. As in Fig. 6.1, the solid particles
are pushed into the intervening regions.

In both geometries, the suspended particles are modeled as monodisperse spheres that interact through

a purely repulsive potential,

V (r) D kBT
(σ

r

)48
, (6.1)

where σ D 200 nm is the diameter of the particles, kB is Boltzmann’s constant, and the temperature is set

to T D 273.15 K, the freezing point for water. The potential is cut off at r D 1.2σ . All simulations are

carried out in the N V T ensemble and the temperature is controlled by means of a Langevin thermostat.

Initially, the particles are distributed homogeneously throughout the simulation cell and brought to thermal

equilibrium. The interaction between the particles and the ice front is represented by the van der Waals

potential for a sphere and a plane near contact [97]

W (h) D � AR

6h
, (6.2)

where R D σ/2 is the particle radius, A the Hamaker constant, and h the surface-to-surface distance between

the ice front and the particle. For alumina particles (used in Ref. [12]) pushed by ice, A D �2 � 10�21 J,

as calculated using Lifshitz theory [15]. Its negative value indicates a repulsive interaction [98, 99]. Our

choice σ D 200 nm is comparable to the diameter of particles used in various experiments [12, 13, 89]. To

make contact with recent experiments that employed titanium particles [93], we also investigate systems

with σ D 20 µm. In this case A D �7 � 10�20 J [100]. For these large particles we only consider a

columnar geometry, in which the dendrites have a nearest-neighbor spacing of 800 µm and the height of the

simulation cell equals 1600 µm.
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The repulsive interaction between the advancing ice front and the suspended particles causes the latter

to be pushed into the interlamellar or interdendritic space, provided the front velocity, vf, is less than the

critical velocity, vc. Once the front velocity exceeds this critical value, vf > vc, particles are engulfed by

the ice front [13, 93, 99]. Particle engulfment has a twofold effect on the porous structures that are created

during freeze casting: (i) It reduces the particle concentration in the space between the approaching ice

fronts, allowing the growth of larger ice crystals, and hence larger pores, and (ii) the particles that are

incorporated within the ice crystals can form narrow “linkers” of touching particles that, upon freeze drying,

act as interconnects within the porous material. Such linkers have been observed in the lamellar structures

formed by platelet-shaped ice crystals [12]. We incorporate this phenomenon in the molecular dynamics

simulations by setting a distance δ, such that a particle is engulfed if its surface-to-surface distance to the ice

front, h, is less than δ. Once engulfed, the particle remains stationary for the duration of the simulation. The

distance δ is chosen such that the repulsive force exerted on the particle by the ice front equals the viscous

drag force on the particle at the critical velocity, vc. For alumina particles of diameter 200 nm pushed by ice

in water, vc D 125 µm/s [93, 99]. The drag force Fd is calculated from Stokes’ law,

Fd D 6πηRvc , (6.3)

where η D 1.8 cP is the viscosity of water at T D 273.15 K. By setting the frictional force used in the

Langevin thermostat to correspond to the solvent viscosity, we arrive at a simulation method that takes into

account particle engulfment. This method ignores the effect of gravity, the curvature of the ice front, and

the influence the particles have on the shape of the ice front. While other simulation studies have used more

detailed models of the interactions between a particle and an advancing solidification front [95,96,101–103],

these have focused on a single colloidal particle. In contrast, our simplified model allows us to consider

realistic particle concentrations and front velocities while capturing the important aspects of the engulfment

process, including the collective behavior of large numbers of particles. Our simulations involve 35 000 to

280 000 particles and took up to 1600 CPU hours per run. In total, 51 runs were performed to cover all

parameter choices, requiring 4 months of CPU time on a quad-core Intel Xeon E5472 processor.
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6.2 Results

6.2.1 Evolution of colloidal volume fraction upon ice crystal growth

We first present the results for particles with a diameter of 200 nm. To determine the effect of front velocity,

we investigate six different values of vf, namely 2, 20, 40, 60, 80, and 100µm/s. These values span the range

of experimentally achievable front velocities [12]. We also investigate the role of colloid concentration by

considering three different values of the initial volume fraction, φi D 0.15, 0.25, and 0.35. It is worth noting

that the front velocity plays a role in determining whether the ice crystals form as platelets or dendrites [13].

However, in our calculations we have treated front velocity and geometry as independent parameters.

As the platelets or dendrites grow, the volume accessible to the particles decreases. At the same time

some of the particles become engulfed, reducing the number of free particles in the system. Particles can

be engulfed even if vf < vc if particles have a sufficiently high velocity towards the ice front or if they are

surrounded by other particles which force them into the ice front [104]. Because of this, the volume fraction

of particles in the aqueous phase, φ, changes as the ice crystals grow. As an example, this is illustrated for

a lamellar geometry in Fig. 6.3, which shows φ as a function of the distance d each of the ice fronts has

traveled. We also indicate the corresponding width of the gap between the ice fronts, 1 D 10 µm � 2d.

Most of the particles are pushed, with only a small fraction being engulfed, and φ increases monotonically.

This behavior continues until a volume fraction φ � 0.65 is reached, i.e., close to the random close-packed

volume fraction. For φi D 0.15 and vf D 2 µm/s this occurs at d D 19.5σ , or a gap width 1 D 2.2 µm. At

this point, the colloidal particles form a solid which prevents the particles closest to the ice front from being

pushed farther. For higher front velocities, this point occurs at larger values of d (thicker platelets) since

more particles are engulfed before a solid is formed and a smaller gap volume is required to reach the same

volume fraction. After this, the ice front moves through the solid, pushing the remaining particles only over

short distances, typically a fraction of their diameter σ , before engulfing them. Interestingly, the lowest front

velocity, vf D 2µm/s, does not result in the largest final volume fraction. This can be understood as follows.

As the system approaches solid-like densities, the pressure becomes large enough to force the particles into

the ice front. At the lowest front velocity, more time is spent in this state and consequently more particles

are engulfed. This, however is not a large effect and the difference in volume fraction between vf D 2 µm/s

and vf D 20 µm/s is less than 0.03.
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Figure 6.3: Volume fraction of colloids in the liquid phase, φ, as a function of the distance d each of the approaching
ice fronts has traveled, for the lamellar geometry and an initial volume fraction φi D 0.15. The top
axis shows the width 1 of the gap between the platelets. The volume fraction increases gradually and
monotonically until a value of φ � 0.65 is reached, at which point the colloids form a solid. As the ice
moves through this solid, the volume fraction increases more slowly and the oscillations observed are due
to the ice moving through layers of particles, (cf. Fig. 6.6).

The behavior for the columnar geometry (Fig. 6.4) is quite similar, although there is no dependence

on front velocity until the random close-packed volume fraction is reached, indicating that there is a lesser

tendency of particle engulfment in this geometry.

6.2.2 Structure of solid phase

Our simulations do not only provide information on the evolution of the system as the ice crystals grow, but

also permit investigation of the resulting solid colloidal phase. Once the colloids have been compressed into

a dense state, the ice front continues to invade this phase, engulfing the colloids. Colloidal rearrangements

may still occur at this stage, depending on front velocity. For the lamellar geometry, the freezing process is

complete when neighboring ice fronts meet, i.e., at d D 5 µm (25σ ). For the columnar geometry, this point

(viz. d D 12.5σ D 2.5 µm) marks the end of isotropic radial growth of the dendrites; the ice will continue

to invade the interstitial voids, but we do not observe any further displacement of the colloids. In the

experimental system, the ice is subsequently removed through sublimation and loose particles (i.e., those

that are disconnected from the solid structure) have to be disregarded. In our simulations, we determine

which particles remain by means of a cluster-finding algorithm that identifies groups of connected particles.

For this purpose we define two particles as connected if their surfaces are separated by less than 10 nm.

Figure 6.5 shows the final configurations of the particles which would remain after the ice is removed for
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Figure 6.4: Volume fraction φ of colloids in the liquid phase as a function of the dendrite radius r , for the columnar
geometry and an initial volume fraction φi D 0.15. The graph also shows the width1 of the interdendritic
space, as measured along the center-to-center axis between neighboring dendrites. The volume fraction
increases gradually and monotonically until a value of φ � 0.65 is reached, at which point the colloids
form a solid. As the ice moves through the solid, φ increases more slowly.

φi D 0.35 and a range of front velocities. As mentioned, higher front velocities lead to thinner colloidal

configurations since more particles are engulfed before a solid is formed. In Ref. [12], some of the engulfed

particles were found to form bridges that link neighboring colloidal domains, thus mimicking the inorganic

bridges that are found in nacre (cf. also Ref. [94]). Although we did not observe such bridges in our

simulations, we found that higher front velocities result in rougher surfaces, since the particles have less time

to rearrange as they are being pushed. This effect is more pronounced for higher initial volume fractions.

The ability to manipulate the surface roughness is desirable, as it can be exploited to influence the bonding

between the colloidal phase and the second phase that is backfilled into the pores left by the sublimated ice.

Our results for the columnar geometry corroborate the role played by particle engulfment in determining

the thickness and surface structure of the colloidal phase. Indeed, since virtually no engulfment is observed

in this case (cf. Fig. 6.4), we observe hardly any difference in wall thickness and surface roughness for

different front velocities.

Inspection of the configurations depicted in Fig. 6.5 suggests that, for low front velocities, the particles

form layers that are aligned parallel to the ice front. This observation is confirmed in Fig. 6.6, which

shows the density profile in the direction perpendicular to the ice front, ρ(z), for an initial volume fraction

φi D 0.25 and three different front velocities. The density profile not only emphasizes the dependence on

front velocity, but also shows more pronounced layering near the edges (surfaces) of the dense phase. This

arises because the colloids in the outer layers have been pushed over larger distances prior to being engulfed,
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Figure 6.5: Final configuration of particles which remain after sublimation for vf D 2 µm/s (top), vf D 40 µm/s
(middle), and vf D 100 µm/s (bottom) for an initial volume fraction φi D 0.35 in the lamellar geometry.
The particles are depicted as points for clarity. Lower front velocities lead to thicker walls since fewer
particles are engulfed, and higher front velocities result in rougher surfaces. For vf D 2 µm/s, layers are
clearly visible.
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allowing the system to arrange into a more regular structure. The question then arises if regular colloidal

arrangements can be observed within a layer, at least for the outer layers at the lowest front velocities. To

determine this, we probe the two-dimensional pair correlation function g2d(r) within a slab that contains the

layer closest to the surface. As can be seen in Fig. 6.7, there is no long-range order, even when well-defined

layers are formed, and the peaks are indicative of a liquid-like arrangement. The front velocity has little

effect on the structure within a layer; even though the nearest-neighbor peak is highest for vf D 2 µm/s, the

behavior at larger distances is independent of vf. We find qualitatively similar results for other layers, and

for different initial volume fractions.
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Figure 6.6: Density profile ρ(z) of the final configuration of the particles for the lamellar geometry and φi D 0.25.
Different front velocities are offset for clarity with vf D 2 µm/s (top), vf D 60 µm/s (middle), and
vf D 100 µm/s (bottom). For vf D 2 µm/s there are well-defined layers that are not seen for the higher
front velocities. Note that for these higher velocities ρ(z) does not decay to zero outside the center region
because of particle engulfment.
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In analogy with these observations, we find for the columnar geometry that low front velocities result in

the formation of cylindrical shells around the dendrites. This is quantified by means of the radial distribu-

tion function of the particles around the dendrites, gd,p(r), as shown in Fig. 6.8 for φi D 0.15. Interestingly,

although Fig. 6.4 shows that virtual no particle engulfment takes place in this geometry and hence the evo-

lution of the colloidal volume fraction is practically independent of front velocity, we find that the structure

within the compressed phase varies strongly with front velocity. For vf D 100 µm/s, a layered structure no

longer develops. The intra-layer structure is characterized by means of the two-dimensional pair correlation

function calculated within a cylindrical shell containing the first particle layer (corresponding to the leftmost

peak in Fig. 6.8). Like for the lamellar geometry, we observe clear peaks, but there is no long-range order

(see inset of Fig. 6.7).
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Figure 6.7: Two-dimensional pair correlation function g2d(r) for the lamellar geometry, calculated within a planar
slab (parallel to the advancing ice front) that contains the particle layer closest to the surface. The ini-
tial volume fraction is φi D 0.25 and curves for three different front velocities are shown. Even for
vf D 2 µm/s, when well-defined layers form (cf. Fig. 6.6), no long-range order is observed within a layer.
Higher front velocities show similar behavior. The inset shows the same quantity for the columnar geom-
etry. In this case, g2d(r) is calculated within a region bounded by two concentric cylindrical shells around
a dendrite, chosen such that the region contains the particle layer closest to the ice front (i.e., the surface
layer of the resulting solid structure).

6.2.3 Role of particle size

For both lamellar and columnar geometries, we conclude that layers form for lower front velocities because

the particles have enough time to rearrange as they aggregate in front of the advancing ice. This can be

confirmed by comparing the diffusive behavior of the particles to the front velocity. Using the drag force

computed in Eq. (6.3), we obtain a diffusion coefficient D D 1.11�10�12 m2/s. Accordingly, a particle will
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Figure 6.8: Radial distribution function gd,p(r) of the particles around the dendrites, for the columnar geometry with
an initial volume fraction φi D 0.15. Different front velocities are offset for clarity, with vf D 2 µm/s
(top), vf D 60 µm/s (middle), and vf D 100 µm/s (bottom). The peaks in gd,p(r) correspond to layers
of particles forming concentric cylindrical shells around the dendrites. Lower front velocities result in
well-defined layers not observed for the highest front velocity, vf D 100 µm/s.

diffuse over a distance equal to its own diameter in 6� 10�3 s, whereas it takes a front velocity of 33 µm/s

to push the particle over the same distance in the same time. This is indeed consistent with the observation

that we see well-ordered layers for vf D 2 µm/s but not for vf D 100 µm/s. Although we do not observe a

sharp transition from order to disorder, the diffusion coefficient can be used to estimate how slowly the ice

front must advance to obtain a layered structure. For example, for much larger particles with σ D 20 µm

(comparable to the coarse titanium powder employed in Ref. [93]), the diffusion coefficient is 100 times

smaller at D D 1.11 � 10�14 m2/s. In this case it takes 6000 s for a particle to diffuse over its diameter

and an ice front advancing at 3.3� 10�3 µm/s would push the particle over the same distance in that time.

Because of this slow diffusion rate, particles are unable to rearrange as they are pushed at typical front

velocities, and long-range order cannot be achieved. To demonstrate this, we simulate these larger particles

in a columnar geometry with a nearest-neighbor spacing between dendrites of 800 µm and measure the

radial distribution function gd,p(r) in the final configuration, as shown in Fig. 6.9 for vf D 1 µm/s and

φi D 0.15. There are no well-defined layers and the structure resembles what is observed for σ D 200 nm

at vf D 100 µm/s (Fig. 6.8).

The second effect that arises when larger particles are employed is the decrease in critical front velocity,

vc. For 200 nm particles, the front velocities we employ are always less than vc and thus in all cases only

a small fraction of the particles are engulfed before a solid is formed (cf. Figs. 6.3 and 6.4). However, for

σ D 20 µm different behavior is observed. The critical front velocity for this system is 37 µm/s [93] and
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Figure 6.9: Radial distribution function gd,p(r) of large particles (diameter σ D 20 µm, initial volume fraction φi D
0.15) around dendrites in a columnar geometry with a nearest-neighbor separation of 800 µm. In this
counterpart of Fig. 6.8 (which pertains to particles with a 100 times smaller diameter), no layers are
formed around the dendrites, even at the lowest front velocity of 1 µm/s.

thus the range of front velocities that result in pushing of particles is diminished. Also, within that range, we

find that the front velocity has a larger effect on the final volume fraction of the system. This is illustrated

in Fig. 6.10, which is the counterpart of Fig. 6.4, showing the instantaneous volume fraction of particles for

different values of vf at a fixed initial volume fraction of φi D 0.15. If the front velocity exceeds 30 µm/s,

particles are never pushed and thus remain homogeneously distributed. Front velocities of 10 µm/s and

20 µm/s do result in particles being pushed over long distances and the volume fraction in the interdendritic

regions increases; however, many particles are still engulfed and the final volume fractions are not high

enough for a solid to form. Only at the lowest front velocity of 1 µm/s a sufficient number of particles are

pushed to form a solid. From this, we see that for large particle sizes the front velocity only affects the

fraction of particles that are engulfed, not the structure of the resulting solid phase.

6.3 Summary and conclusions

Cryo-chemical methods hold significant promise for the manufacturing of nano- and microscale materials.

Motivated by the recent experimental demonstration that freeze casting can be employed to fabricate com-

posite materials with a well-controlled microstructure, we have investigated the effects of ice front velocity,

ice crystal shape (lamellar and dendritic), particle concentration, and particle size on the properties of sys-

tems undergoing freeze casting. Since our molecular dynamics simulations focus on large-scale structural

properties and involve several 100 000 particles, we have employed a simplified model of the engulfment
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Figure 6.10: Volume fraction φ of unengulfed particles (diameter σ D 20 µm) as a function of the dendrite radius r ,
for the columnar geometry and an initial volume fraction φi D 0.15. The top axis shows the width 1 of
the interdendritic space. Compared to particles with a smaller diameter (Fig. 6.4), significant numbers
of particles are engulfed, even at front velocities well below the critical front velocity.

process.

For submicron particles, we find that lower front velocities enable particles to rearrange while they are

pushed by the ice front, resulting in a solid phase that is ordered in the direction of the crystal growth.

In addition, the front velocity affects the fraction of particles that are engulfed by the advancing ice front,

which in turn controls the thickness of the solid phases that are formed between the ice crystals. For large

particles (diameter 20 µm), the front velocity has a much greater effect on the number of particles that are

engulfed, even well below the critical front velocity, and low ice front velocities are required to create a solid

phase. Furthermore, the diffusivity of these large particles is too small to permit the formation of ordered

structures as the ice front advances.

To our knowledge this is the first attempt to employ molecular dynamics simulations for the investigation

of a system undergoing freeze casting. Although our approach involves a number of simplifications, such as

the assumption of monodisperse particles, the neglect of gravitational effects, and the stochastic modeling

of the engulfment process, we believe that it may foster insight into the effect of various process variables

on the resulting “green body” and serve as a starting point for further simulations. For example, our method

could be extended to determine if the freezing of suspensions containing a mixture of colloidal particles

of different sizes (such as a binary mixture) can be used to enhance materials properties. Furthermore, the

structures obtained in our simulations could be used as input for sintering calculations.
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CHAPTER 7

OUTLOOK

This work has focused on the study of colloidal particles using computer simulations. There are a variety of

factors which can influence colloidal interactions and the structures they form. Here we have investigated

two such factors, the presence of smaller particles in the colloidal suspension and the effect of an advancing

ice front.

In Chapters 2, 3, and 4, we employed the GCA to determine the effective interactions between colloidal

particles induced by a smaller species, either highly charged nanoparticles, charged rods, or multivalent

counterions. In addition to the effective interactions, it would be interesting to investigate liquid-vapor

phase separation in these systems. Owing to the size asymmetry, standard simulation methods are very

inefficient. Recently, however, the GCA has been implemented in the restricted Gibbs ensemble to study

the effect of small particles on the liquid-vapor coexistence of a Lennard-Jones fluid [105]. This method

could in principle be applied to study phase separation of colloids in a system containing highly charged

nanoparticles or charged rods. Implementing this to study phase separation of like-charged colloids with

multivalent counterions poses a much more difficult problem, though. When particles are exchanged be-

tween boxes using cluster moves in the restricted Gibbs ensemble, the charge in each box will in general,

not remain neutral. Because of this, the Ewald sum fails to yield the correct energy of each box, which is

essential to the Monte Carlo method. This problem is not easily remedied. Only accepting cluster moves

which maintain charge neutrality is inefficient because this will only occur in a very small fraction of cluster

moves. On the other hand, exchanging additional particles after the cluster move has been completed to

maintain charge neutrality leads to very low acceptance rates, as many particles have to be exchanged using

the standard acceptance criterion for particle exchanges in the Gibbs ensemble [106].

In Chapter 5 we investigated the effect of two different species, non-adsorbing polymer and divalent salt,

on the resulting structure of virus particles. While our simulations helped to understand the experimental

results, there is still much to study in this system. One outstanding question is how the charge distribution
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influences the orientations of the virus particles in the crystal and how this, in turn, influences the formation

of different crystal structures. In this case, the icosahedral symmetry of the virus particles does not match

either the FCC or the HCP crystals. Understanding the underlying effects of this mismatch on crystal

formation is not only important for this particular system, but can be applied to systems of other patchy

particles as well.

We also investigated the structure of colloidal particles pushed by an advancing ice front in the freeze

casting process. Using a simplified model of the ice-particle interaction we were able to study the collec-

tive motion and structure of large numbers of colloidal particles. Another simplification we made is only

including excluded volume interaction between the particles. Controlling the interparticle interaction could

provide an additional way to control the structure of the resulting solid. Freeze casting a suspension of

colloids with different surface charge distributions, for example, could lead to different structures, similar

to what we found in Chapter 5. A possible way to enhance the mechanical properties of materials made by

freeze casting is to use mixtures of different sized particles, so that the smaller particles fill in the space be-

tween the larger particles. These smaller particles, however, will also alter the effective interactions between

the large particles. As we found in Chapter 2, different concentrations of small particles can result in either

stabilization or flocculation of the larger particles and this, by itself, will influence the resulting structure.

Understanding both of these effects would allow for optimization of the mechanical properties.

By studying mixtures of large and small particles, we can determine the important factors which in-

fluence the range, strength, and shape of the resulting effective interactions between the large particles.

Understanding this can provide insight into new ways to control colloidal interactions. In addition, these

effective interactions are also important in determining the resulting structures colloidal particles form, ei-

ther in equilibrium or in non-equilibrium systems such as particles being pushed by an ice front. While this

thesis has explored many different systems independently, the results obtained are an important step towards

having greater control over colloidal structure and interactions.
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