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ABSTRACT

The current study as a doctorate dissertation tigagss the gap between the nature of ESL
performance tests and score-based analysis toadsimsghe field of language testing. The
purpose of this study is hence to propose a neimgemodel and a new experiment instrument
to examine test validity and reliability througha®s decision making process in an ESL writing
performance test.

A writing test as a language performance assesssiantultifaceted entity that involves
the interaction of various stakeholders, among wilessay raters have a great impact on essay
scores due to their subjective scoring decisionc@enfluencing the test validity and reliability
(Huot, 1990; Lumley, 2002). This understanding gatsvard the demand on the development
and facilitation of methodological tools to quantiiter decision making process and the
interaction between rater and other stakeholdeas@amguage test. Previous studies within the
framework of Classic Testing Theory (CTT) and ItBesponse Theory (IRT) mainly focus on
the final outcome of rating or the retrospectivevey data and/or rater’s think-aloud protocols.
Due to the limitation of experimental tools, veeyf studies, if any, have directly examined the
moment-to-moment process about how essay raterls tieair scoring decisions and the
interaction per se.

The present study proposes a behavioral hoderriting performance tests, which
investigates raters’ scoring behavior and theidirggacomprehension as combined with the final
essay score. Though the focus of this study isngriisssessment, the current research
methodology is applicable to the field of perforro@sbased testing in general. The present
framework considers the process of a languagasete interaction between test developer, test

taker, test rater and other test stakeholdersidrctirrent study focusing on writing performance



test, the interaction between test developer astddker is realized directly through test prompt
and indirectly through test score; on the othermdh#me interaction between test taker and test
rater is reflected in the writing response. Thidelalefines and explores rater reliability and test
validity via the interaction between text (essaydten by test-takers) and essay rater. Instead of
indirectly approaching the success of such anawctem through the final score, this new testing
model directly measures and examines the succeaseofbehaviors with regard to their essay
reading and score decision making. Bearing theefatdtional” nature of a performance test, this
new model is named as the Interactional TestingaVddM).

In order to examine the online evidence of rateisien making, a computer-based
interface was designed for this study to autombyicallect the time-by-location information of
raters’ reading patterns, their text comprehenaiwhother scoring events. Three groups of
variables representing essay features and ratgrahdic scoring process were measured by the
rating interface: 1) Reading pattern. Related e include raters’ reading rate, raters’ go-back
rate within and across paragraphs, and the timiedgtion information of raters’ sentence
selection. 2) Raters’ reading comprehension andregbehaviors. Variables include the time-
by-location information of raters’ verbatim annavat the time-by-location information of
raters’ comments, essay score assignment, andatin®irers to survey questions. 3) Essay
features. The experiment essays will be processeé@m@alyzed by Python and SAS with regard
to following variables: a) word frequency, b) esteygth, c) total number of subject-verb
mismatch as the indicator of syntactic anomalypthl number of clauses and sentence length as
the indicators of syntactic complexity, e) totahrther and location of inconsistent anaphoric

referent as the indicator of discourse incoheread,f) density and word frequency of sentence



connectors as indicators of discourse coherencerdlhtion between these variables and raters’
decision making were investigated both qualitayivaeld quantitatively.

Results from the current study are categorizeditvesss the following themes:

1) Rater reliability: The rater difference occurreat only in their score assignment, but
also in raters’ text reading and scoring focus.URe®f inter-rater reliability coincided with
findings from raters' reading time and their regdpattern. Those raters who had a high reading
rate and low reading digression rate were lesabigi

2) Test validity: Rater attention was assigned engvacross an essay and concentrated on
essay features associated to “Idea Developmenter&aentence annotation and scoring
comments also demonstrated a common focus ondbiigig dimension.

3) Rater decision making: Most raters demonstratiaear reading pattern during their
text reading and essay grading. A rater-text ictéa has been observed in the current study.
Raters' reading time and essay score were straogtglated with certain essay features. A
difference between trained rater and untrained ve&s observed. Untrained raters tend to over
emphasis the importance of "grammar and lexicaicetio

As a descriptive framework in the study of ratititgg new measurement model bears both
practical and theoretical significance. On the pecatside, this model may shed light on the
development of the following research domains: ajifig) validity and rater reliability. In
addition to looking at raters’ final score assigmtse IRM provides a quality control tool to
ensure that a rater follows rating rubrics andgassstest scores in a consistent manner; 2)
Electronic essay grading. Results from this study provide helpful information to the design
and validation of an automated rating engine irimgiassessment. On the theoretical side, as a

supplementary model to IRT and CTT, this model miagble researchers to go beyond simple



post hoc analysis of test score and get a deepkerstanding of raters’ decision making process

in the context of a writing test.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1 The Application of Measurement Theories in Langage Testing

Since 1980s, the field of language testing has gateand developed under the influence
of two major disciplines --- applied linguisticscameasurement theories. The study of language
testing first took place within the framework ofpdipd linguistics. The development in language
testing has incorporated advances in the reseagels af language acquisition, language
teaching, and the study of language proficiencgntthis perspective, the purpose of language
testing study is to construct a theoretical framdwad language ability and provide a means to
describe and assess, based on a given norm of kangeage, the language ability of individuals
at a certain stage of development (Bachman, 199ig). the application of measurement
theories to the assessment of language abilitgulage test can be defined as a measurement
instrument explicitly designed to elicit a specsiet of language sample from test takers’

behavior response, which then will be graded acogr prescribed measurement norms.

1.1.1 Theoretical Advances in Language Testing

In language testing, the essential task is to oeter the nature of language ability, or
language proficiency. The concept of language pigxiicy was originally derived from views of
structuralist linguistics which consider languageaacomposition of discrete components and
skills, and also from a psychological view in whalbility is treated as a unidimensional attribute
(Bachman, 1998). Based on recent findings, langtesters have reached the general consensus

that language proficiency consists of a numbernsifrect but interrelated component abilities.



As one of these language competences, the contepitnonunicative competence was
originally proposed by Hymes (1972). This notiorsviiarther developed in the early 1980s by
Canale and Swain, who defined the communicativepstemce as, rather than the knowledge of
language itself, an individual’s underlying systesi&nowledge and skill required for
communication (Canale & Swain, 1980). Canale (1$88posed that there are four components
of communicative competence which include grammahttompetence, sociocultural
competence, discourse competence and strategicetenue.

Based on this componential view of communicativegetence, Bachman (1991) put
forward a “multi-componential” view of language fiotency, in which he expanded Swain and
Canale’s description of communicative languageitgly acknowledging the role of strategic
competence (Bachman, 1990, 1991; 2000). Bachman’s model is also called “interactional model”
in which language proficiency, rather than a ugitaait, is multicomponential which consists of
“a number of interrelated specific abilities as veel a general ability or set of general strategies
or procedures” (1990, p. 673). In this model, takers’ language ability includes language
knowledge and metacognitive strategies, and thartethod includes characteristics of the
environment, rubric, input, expected response haddlationship between input and expected
response (Bachman, 1990; Bachman & Palmer, 1996). McNamara (1995) further expanded
Bachman’s model by adding the social dimensioraonflage proficiency. He also pointed out
that rater’s perception of test taker’s performaauce rater’s use of rating scales are potential
influences on test score.

The theoretical change in language testing alsrtffthe advances in test development
and research methodology. The multicomponentialehaal particular, puts forward a demand

on appropriate tools to examine the interactiveeaspin language testing.



1.1.2 Measurement Theories in Language Testing

The methodological development in measurement yheavides powerful tools for the
study of language testing. Two measurement theoredsding Classical Test Theory (CTT) and
Item Response Theory (IRT) have been widely acdeggethe major measurement frameworks
for the construction and interpretation of langutegts with two complementary objectives—

reliability and validity (Bachman, 1990).

1.1.2.1 Classical Test Theory

The CTT framework is based on the assumption teabbserved score for an individual
can be viewed as the sum of two components: asttoee and a random error (Lord & Novick,
1968). In CTT, the degree to which the true scamants for the variance in observed score is
defined as test reliability, which represents tbeuaacy with which a test linearly ranks a group
of testtakers (Lord & Novick, 1968; Mislevy, 1993). In the 1970s and early 1980s, CTT was the
primary psychometric tool to estimate languageitaslin reliability research. Before the
emergence of IRT in language testing in the 19209§, had also dominated the area of
standardized testing. The major theoretical adepntd CTT is that it is built on relatively weak
theoretical assumptions, which makes it easy tdydpparious testing situations (Hambleton &
Jones, 1993).

Nevertheless, CTT has its own limitations when &ggpin language tests. A primary
criticism is related to the instability of item 8sdics and person statistics produced by CTT as
well as the circular dependency between them.deigved that the item statistics are person
sample dependent and person statistics are itemplsal®pendent. This circular dependency

poses some theoretical difficulties in the applarabf CTT in measurement situations including



test equating and adaptive testing (Hambleton &rBwathan, 1985). Another problem of CTT
is that the definition of error and subsequenti®lity coefficients vary across different
reliability estimates, hence reliability indices@T T consider only one source of measurement
error at a time. Therefore, it is difficult to ma&elecision when several reliability coefficients
differ substantially (Hambleton, 1989).

In order to overcome these limitations of the addsion CTT model, Generalizability
theory (G-theory), as an extension of CTT, wasioally developed by Crobach and his
colleagues to account for the dependability of lmaveoral measurement (Cronbach, Rajaratham,
& Gleser, 1963; Gleser, Cronbach, & Rajaratnam, 1965; Cronbach, Gleser, Nanda, &

Rajaratnam, 1972). G-theory heavily roots in theibalea of variance decomposition of a
person-by-item response matrix (Hoyt, 1941), thenfework of factorial design, and also the
theory of “domain sampling” explicitly developed Bgyon (1957). In G-theory, an observed
score is considered as a sample from a hypothetioaérse of generalization, which is a domain
of uses and/or abilities to which the test scored@be generalized. Therefore, the interpretation
of a test score represents the generalization &emgle measure to a universe of measure.
Reliability in G-theory is a matter of how accutgthe observed score allows generalization
concerning a person’s ability to a universe of medi situations.

G-theory was introduced into language testing i82l@olus, Hinofotis, & Bailey,

1982). Since then, this theory has gradually gaitsepopularity in various domains of language
testing such as the consistencies across items, subtests and languages (Brown, 1999; also see
Bachman, 2000), the agreement in placement desigikumnan, 1992) and factors that affect
rater reliability (Shohamy, Gordon, Kraemer, 1992; Lynch & McNamara, 1998). A big

advantage of G-theory is that it enables test ghistd to investigate simultaneously multiple



sources of measurement error and the interacti®tkeory is more powerful than the traditional
CTT model in estimating the effect of the numbeiteins and raters, thus helping test
developers to maximize the test reliability witlirgiven administration context (Bachman,
1990). In addition, this model provides comparabl@bility estimates for language tests that
differ in test length and number of rater (Bachn890).

Despite its advantages, G-theory has been critidizen several perspectives.
Rozeboom (1978) questioned the conceptual exist@@e&lomain or a universe of
generalization. He pointed out that it is logicaftypossible to sample from a domain in order to
make the assumptions necessary to generate bdfltien¢ alpha and G-theory. Other
limitations of G-theory include the lack of a bafsis determining how a person might respond to
a particular item, the difficulty in comparing therformance of persons who take different
forms of an assessment, and the lack of procedoireetermining how measurement error
varies across the levels of the construct understigation (Smith & Kulikowich, 2004). Further
more, the CTT models including G-theory fail togiot how an individual test taker responds to

a given test item (see Bachman, 1990).

1.1.2.2 Item Response Theory

Theoretically, IRT overcomes the major weaknesSBT, which is the circular
dependency of item/person statistics. As a resutheory, IRT models produce item statistics
independent of examinee samples and person statistiependent of the particular set of items
administered. This “invariance” property of itemdgperson statistics of IRT has been illustrated
theoretically (Hambleton & Swaminathan, 1985; Hambleton, Swaminathan, & Rogers, 1991)

and has been accepted within the measurement comyntsimce the beginning of the 1970s,



IRT has gradually replaced the dominating role ®T@nd has become a very important
measurement framework (Hambleton, Swaminathan &Rd 991). Being more theory
grounded, IRT models the probabilistic distributafrexaminees' success at the item level,
which is in contrast to CTT’s primary focus on tkstel information. One major assumption of
IRT is that the response to any item is unrelabeghty other items at the same trait level. In
addition, the latent ability of a test taker isepeéndent of the content of a test. The relationship
between the probability of answering an item cdtyeand the ability of a test taker can be
modeled in different ways depending on the nat@iteetest (Hambleton, Swaminathan &
Rogers, 1991). Another important assumption isafy@opriate dimensionality, which means
that IRT contains the right number of trait levslimates per person for the data. In the current
IRT models, unidimensionality is a common assunmpiitiich indicates that items in a test
measure a single latent ability. IRT models aldmiothe assumption that it does not matter
which items are used in order to estimate thettdsrs’ ability. This assumption makes it
possible to compare test takers’ result despitdatiethat they took different versions of a test
(Hambleton & Swaminathan, 1985).

The conceptualization of IRT opens the door toisglvnany practical problems in
language testing. First, it allows the estimatéeoh statistics and the abilities of test takers so
that they are not sample dependent for large-statelardized language proficiency tests
(Bachman & Eignor, 1997; Pollitt, 1997). The application of IRT has also brought great advances
in computer-adaptive language testing which selbetbest item for an examinee based on the
information provided by available items and therakeee’s proficiency estimate, thus making

language tests more efficient and adaptable twinhgal test takers (e.g. Tung, 1986).



In research of language testing, several diffelileitmodels are incorporated already,
among which the Rasch model (one-parameter IRT moelaain the most widely used (e.g. de
Jong, 1986; Adams, Griffin, & Martin, 1987Lynch, Davidson, & Henning 988; McNamara,

1991; Bolt, 1992; as cited in Bachman, 1990). A multifaceted version of the Rasch measurement
(FACETS) model for ordered response categoriesdeasloped by Linacre (1989). FACETS
has been applied to investigate the effects ofsated tasks, or other multiple measurement
facets in language performance assessments (Bachman, Lynch & Mason, 1995; Brown, 1995;
Lumley & McNamara, 1995; Weigle, 1998).

Despite the advantages of IRT over the CTT-basdtiads, this model has its own
limitations. Henning (1991) argued that problemglmibe encountered in the use of IRT with
the validity of item banking techniques in languaggting settings. Another major limitation of
IRT is that a large number of examinees must deddsefore it reaches stable and reliable
application. In testing practices, generally spegkIRT is thus more applicable for full item
analysis when the numbers of students being testedery large (Hulin, Drasgow, & Parsons,
1983).

In summary, classical measurement theories (CTIRD) provide several
methodological models in language testing by spexfthe relationships between measures, or
observed scores and factors that affect thesesdomd provides different ways in which we
can estimate reliability. G-theory as an extenseb@TT overcomes many of its limitations in
that G-theory enables test developers to examweraesources of variance simultaneously, and
to distinguish systematic from random test erf@i. presents a more powerful approach in that
it can provide sample-free estimates of individutilie scores, ability levels, and the associated

measurement error at each level.



These measurement theories, particularly the CTdelmare also very useful for the
estimation of reliability in a language test. Howg\uhe reliability estimates based on the
classical test theories are inappropriate for ugle eviterion-referenced test (CRT) due to the
differences in the types of comparisons and datssinade. A CRT refers to a test that measures
a student's performance according to a partictdendsrd or criterion which has been agreed
upon. The student must reach a certain level dbpeance to pass the test, and his score is
therefore interpreted with reference to the craterscore rather than to the scores of other
students in a norm-referenced test (NRT). In a C&ligbility is concerned with both the
dependability of test scores as indicators of dividual's level of mastery in a given domain of
abilities and also the dependability of decisidret fare based on the test scores.

Another limitation of CTT and IRT lies in their dpgation in performance-based
language tests, particularly those CRT performaests that are designed for placement and
diagnostic purposes. Recent studies on the comiaiwvemature of language ability have
brought back the interests in performance assessaaneng language test developers.
Performance assessment is a test of authenticttaeskiequire examinees to demonstrate certain
abilities. This type of assessment has been comynsad in language testing. As Norris et al.
(1998) pointed out, “virtually all language tests/b some degree of performance included (p.
7). Scholars have suggested that language testddshe viewed as performance oriented along
a continuum of authenticity. The increasing at@mtanguage performance assessment receives
is accompanied by criticism and concerns with régauits reliability and validity (e.g.

McNamara, 1997; Brown & Hudson, 1998). As Brown and Hudson (1998) pointed out, language
performance assessment needs to satisfy the santasds as other types of language

assessment. Within the previous CTT and IRT stuthesever, it is difficult to obtain accurate



estimates of reliability and validity in a languggerformance test as other factors rather than
examinee's ability may affect the test score. heptvords, despite the fact that these
measurement theories provide methodological tawlad hoc and post hoc data analysis, the
application of these two models may be limiteldufguage testers do not have a thorough

understanding of certain factors other than exae'srability that may influence test score.

1.2 Factors that Affect Test Score

Language performance assessments, through thevogal-assessment context, have
introduced several factors that may influence exaeis test score. For example, the variability
of rater judgments is considered a major sourcaedsurement error in performance-based
language assessment (Shohamy, 1983; 1984; Pollitt and Hutchinson, 1987; Lynch and
McNamara, 1998). In previous studies, attentiondesen focused on four areas (Bachman,
2000):

a. Characteristics of Test Taker

Language testers examined different populationiesiftakers and found some common
characteristics that may affect their test perforoga Bachman (2000) summarized
characteristics that have been studied, includsgtaker's occupation (Hill, 1993), aptitude
(Sasaki, 1996; Sparks et al, 1998), background knowledge of test topic (Clapham, 1993; 1996)
and personality characteristics (Berry, 1993).

b. Strategies of Test Taker

Examinees test taking strategies can be definedréain test taking processes that the
examinees are conscious of or have purposely sdl¢Bachman, 1998). Canale and Swain

(1980) claimed that learners’ ability to use langgiatrategies constituents their strategic



competence. The finding of test taking strategiesral and reading assessment supports
Bachman’s “interactional model” as the strategimpetence represents how the components of
language competence interact with each other.

c. Characteristics of Assessment Procedure

The interactive nature of language ability can &lsaepresented by the effect of
assessment characteristics on examinee perform@igeeficant relationship was found between
item difficulty and the characteristics of testii® (e.g. Anderson et al.991; Perkins & Brutten,
1993; Perkins, Gupta, L. & Tammani95; Fortus, Corriat, & Fund, 1998). Other studies also
found that different task types may generate diffetevels of test performance (e.g. Riley and
Lee, ©96; Shohamy, 1994; Fulcher, 1996; McNamara & Lumley, 1997).

d. Rater Behaviors

Since language tests are more or less performamseted (Norris et al, 1998), the
impact of raters’ decision making becomes a refmms in performance assessment.

One of the major preoccupations in the study arraffect is the investigation of rater’s
decision making process, particularly in writing@ssment. Scholars explored essay raters’
decision making in holistic and other types of gtialscoring schemes in the context of English
as a first and second language (Huot, 1990; Cumming, 1997; Hampy-Lyons & Kroll, 1997;
Cumming, Kantor & Powers, 2001). More recent effdrave also been made in the rating
process in the context of ESL assessment (Cumming, 1990; Vaughan, 1991; Shohamy, Gordon &
Kramer, 1992; Weigle, 1994; Lumley, 2000).

The score of a language test represents a comptaExihultiple influences. A language
test score by itself is not necessarily a validaatbr of the particular language ability to be

measured in a given test. The interactional nastitenguage ability determines that it is also

10



affected by the characteristics and content ofekg raters’ characteristics and their scoring
process, the characteristics of the test takerlandtrategies examinees employ in attempting to
complete the test task. What makes the interpogtati test scores particularly difficult is that
these factors undoubtedly interact with each offteis understanding of interactions in language
testing suggests that careful considerations dardift factors of a language test should be taken
into account during the interpretation and usessf scores. Hence, in the context of writing
performance assessment, the present study exathseffect of essay rater on test score,

focusing on raters’ scoring process and their datisiaking.

1.3 Rater Effects on Reliability and Validity

Reliability and validity are viewed as two distiriit related characteristics of test
scores. It is agreed among language testers tediiligy is a necessary condition to validity. In
language performance test that requires raterslistiaction between these two characteristics
can be quite blurred since rater variability mayeha great impact on both test reliability and
validity.

It is widely accepted that an important aspectadichty and reliability is concerned with
the way raters arrive at their decisions (Huot,@)9%herefore, it is fair to conclude that rater's
decision making process is among the most impoféamors in the current trend of “interactive”
or “communicative” language testing. This realiaatputs forward the demand on the
development and facilitation of methodological ®td quantify rater’s decision making process
and also the interaction between rater and otla&ehlblders in a language test, hence providing

a comprehensive interpretation of test scores.
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1.3.1 Rater Effects on Test Reliability

All three major measurement theories have beenexpak an attempt to interpret rater
variation and rater reliability in performance tdatthe traditional CTT model, the rater-related
reliability is examined from a norm-referenced itggperspective, which is exemplified by rater
consistency reliability. If rater variance is thajor source of error in a given test, two relidiili
coefficients can be estimated based on rater densss: the intra-rater reliability and inter-rater
reliability. The former represents the consisteotthe rating of an individual rater across
different examinees, while the latter indicatesgbering agreement between two raters on the
same examinees.

If a test involves more than one major random faoetexample, both tasks and raters
are major sources of score variability, a multiefee analysis tool is required. G-theory can be
used in such a context to analyze simultaneousheii@an one measurement facets. A number
of studies have employed G-theory to examine thgaohof rater variability on the
dependability of test scores. Lynch and McNama@@8) studied the rater and task variabilities
as facets that contribute measurement errors &farmance-based assessment. Results from
the G-study suggested that comparing to test tasd, is a more significant source of score
variance.

In addition to CTT, Rasch model is another psycham#ool that is commonly used in
examining the rater behavior in performance-baaaduage assessment. Multifacet Rasch
model provides the capability of modeling additibia@ets, hence making it particularly useful
for analysis of subjectively rated performance saslch as writing assessments. Weigle (1998)
investigated the impact of rater training on tlseioring by using the FACETS Rasch model.

Rater behaviors before and after training were readesing FACETS, which provides a four-

12



faceted IRT model with facets of examinee, writprygmpt, rater and scoring scale. Results in
this study indicate that raters' scoring experidraeea significant effect on the severity and
consistency of their scoring.

The application of mutlifacet Rasch measuremenater differences and rater errors has
also provided useful findings in test developmert score interpretation. Gyagenda and
Engelhard (1998) found a strong rater effect irtimgiassessment. The significant difference
between essay raters indicates that for indivitkestitaker it does matter who rates their essay as
some raters are consistently more severe thansothieis conclusion about persistent rater effect
was also supported by other studies in writing assessment (Du & Wright, 1997; Engelhard,

1994). In addition to rater severity, other rateoes were examined in the study of Engelhard
(1994). Significant rater differences were foundhado effect and central tendency, indicating

that test rating is affected not only by test takperformance but also by multiple rater factors.

1.3.2 Rater Effect on Test Validity

The pursuit of test validity remains an essentaistderation for researchers and
specialists in language testing. Messick (1988¥itated his unified and faceted validity
framework in a fourfold table shown in Figure 1His theory cements the consensus that
construct validity is the one unifying conceptidnvalidity and extends the boundaries of
validity beyond the meaning of test score to ineluelevance and utility, value implications and
social consequences. In other words, test valrdiigrs to the degree to which the test actually
measures the construct that it claims to measuackalso stands for the extent to which
inferences, conclusions, and decisions made ohabis of test scores are appropriate and

meaningful.
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Test Interpretation Test Use

Evidential basis Construct validity Construct validity + relevance/utility
Consequential basis Value implications Social consequences

Figure 1.1: Messick'’s Framework of Validity.

Note: Adapted from “Validity,” by S. Messick, 1989, Educational Measurement,

New York: Macmillan.

While Messick’s unitary conceptualization of validity was widely endorsed, many
disagreed with his view of validity and found that his framework does not help in the practical
validation process. Kane (2008) discussed the benefits and shortcomings of Messick’s validity
model and pointed out that “this unitary framework may be more useful for thinking about
fundamental issues in validity theory than it is for planning a validation effect” (p. 77). His
claims are consistent with findings of a recent study conducted by Cizek, Rosenberg, and Koons
(2008). They reviewed 283 tests and found only 2.5 percent of these test had a unitary
conceptualization of validity and few of them reported validity evidence based on consequences.
In addition, only one quarter of the tests reviewed referred to test validity as a characteristic of
test score, inference, or interpretation.

In late 1980s, Cronbach (1988) proposed that evaluation argument should be used in the
validation of score interpretations and uses. He suggested that a validity argument helps generate
a coherent analysis of all of the evidence for the proposed interpretation, thus providing an
overall evaluation of the intended score interpretations and uses. Based on Cronbach’s
framework of validity argument, Kane further developed the concept of an argument-based
approach to validity. He argued that validation should always begin with an interpretive
argument that specifies a specification of the proposed interpretations and uses of the scores, and

the validity argument then provides an evaluation of the interpretive argument. This approach has
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been well received by developers and users of selemguage assessments. For example, a set
of validity argument have been developed for th&FOIBT. Chapelle, Enright, and Jamieson
(2010) endorsed Kane’s framework of interpretivguanent and argued that his approach
provides conceptual tools to express the multilsteteaning of test scores.

Within Kane’ validity framework, an interpretivegument is articulated through a
validation process that considers the reasoning fite test score to the proposed interpretations
and the plausibility of the associated inferenge @assumptions. Validators will then evaluate
the inferences and assumptions by examining thdityehrgument developed from the
interpretive argument, gathering different typesalfdity evidence to support the validity
argument as claims, intended inferences, and aggmapFor a placement testing system, an
interpretative argument includes four major infees1 scoring, generalization, extrapolation,
and a decision. Each of the inferences dependssehaf assumptions that must be evaluated.
Scoring, as the first inference in the interpreivgument, employs a scoring rubric as a
guideline for student performance to assign a simeach student’s performance on the test
tasks. This process makes inference from obsereddrmance to observed score. The scoring
inference relies on two assumptions, 1) the scaubgc is appropriate, and 2) the scoring
rubric is applied accurately and consistently bgnal’he degree of confidence about scoring
inference provides information about the qualityref examinee’s responses. As evidence,
rater’s scoring procedures, judgments of examinesgonses, and scoring methods in test
specifications should be gathered and analyzechpsriant measures of score precision.

As test raters are deeply involved in the integire¢ argument for performance testing,
an important aspect of validity argument is asgediavith how the process of rating is managed

(Lumley, 2002). Rating related factors are fundataleio the traditional direct writing
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assessment as depicted in Figure 1.2, which prexadaimmary of the shared procedures in

most writing assessments, the purpose of theseguoes and the assumptions upon which they

are based.
Procedire Purpose Assumption
Scoring Recognize features of Writing quality can be
Guideline writing quality defined and determined
Rater Foster agreement on One set of features of
Training independent rater scores student writing for which
raters should agree
Scores On Fix degree of writing Student ability to write can
Papers quality for comparing be coded and communicat-
writing ability and making  ed numerically
decisions on that ability
Interrater Calculate the degree of Consistency and standard-

Reliability

Validity

agreement between
independent raters

Determine the assessment
measures what it purports
1o measure

ization to be maintained
across time and location

An assessment’s value is
limited to distinct goals
and properties in the
instrument itself

Figure 1.2: Direct Writing Assessment: Procedui@grposes and Assumption

Notes: Note: Adapted from “Toward a New Theory aiftiig Assessment,” by B. Huot,

1996, College Composition and Communication, V@l.¥o.4. p. 551.

From Figure 1.2, we can see that the preparatidritenproduction of rating account for
most factors in test procedure. Though this maydavident, an dependable rating process is in
fact a prerequisite of test validity for writingnp@mance tests. That is to say, a writing test is
not able to measure the targeted writing abilitieas raters actually comprehend the writing
responses and evaluate the essays based on tiredesporing schemes. Otherwise, the test
score fails to represent or represents less pigdtesst takers’ ability level for the target

construct, even though other factors, such actegent, response process, the internal structure

of the test and the consequences of testing, afectlg controlled. For example, an integrated
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ESL writing test is designed to elicit college stots’ ESL academic writing ability. The grade
represents test taker’s ability and can be compareelated non-test situations if and only if
essay grading is based on raters’ comprehensitaxbEontent and their accurate interpretation
of scoring criteria in language related terms. @thee, essay scores may reflect construct-
irrelevant variability, such as the neatness otdmarting or the writers’ creativity. As a result,
the test administrators would not be able to makei@te inferences from or interpretation of
the test score, failing to make any appropriatesit@ts or conclusions based on the inferences
from performance.

As composition grading is necessarily based ong'atabjective judgment, the way that
raters comprehend writing responses and arrivieestt decisions has a great influence on the
validity of writing assessment. Researchers hadeesded their interests in raters’ decision
making by 1) investigating in various factors theaty affect raters’ decisigiuot, 1990;
Cumming, Kantor and Powers, 2002)d 2) indirectly studying raters’ decision making process
by looking at the final score productions. Neveldhs, the effect of essay rater as the executor of
rating process and user of rater schemes stilliremraerrepresented in the study of test
validity. Very little information has been obtained what effects raters’ essay reading and their

rating process have on the achievement of teditsali

1.3.3 Limitation of Measurement Theories in RatingStudy

In order to examine how raters affect the relifodind validity in a performance
assessment, the essential question is how ratérs at their scoring decision when grating
examinees' responses. Currently used measurenyaobapes are essentially silent on this

point. As Hambleton, Swaminathan, and Rogers (188f9d that “much of the IRT research to
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date has emphasized the use of mathematical mibdelgrovide little in the way of
psychological interpretations of examinee item sl performance” (p. 164). Cumming (1990)
also pointed out that, particularly in writing asseent, “direct validation of the judgment
processes used in these assessment methods eengiossible because there is insufficient
knowledge about the decision making or criteriachihiaters or teachers actually use to perform
such evaluations” (p.32).

Within the framework of CTT and IRT, most reseaschaalyze rater’s decision making
process by looking into the scoring scheme andtbees assigned by rater. For example,
Congdon and McQueen (2002) investigated the stybilirater severity on the writing
performance of elementary school students by exammater’s scoring data over an extended
rating period. Stuhlmann and her colleagues (189p)ored the training effect on rater
agreement and consistency in portfolio assessmequdntifying the pre-training and post-
training essay scores assigned by both experiesnogdhexperienced raters. Shohamy, Gordon
and Kramer (1992) also collected test scores fraters with different background to examine
the influence of training and raters’ backgroundtoareliability of direct writing assessment.

Unfortunately, this indirect approach could notdtre to keep track of the “online”
record of rating process. Very little if any atienthas been paid directly on the very process of
rater's decision making. So based on what critkyes a rater assign a score to a written
composition? Why does a rater choose a particataresrom the rating scales? If raters assign
different scores to the same essay, what is thesai the disagreement? Is it because raters
have different expectations, and different backgdsuor because they actually went through a
totally different decision making process? Mosth&se questions still remain unanswered.

Another important criticism about the applicatmmmeasurement theories is addressed
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on their assumptions. Despite the fact that CTTI&Tdhave been widely used in language
testing, these two models were originally desigioeghsychological measurement. Their basic
assumptions are inconsistent with the widely aemphderstanding of language proficiency in
the field of applied linguistics. As theories of aserement in general, CTT and IRT assume that
there is one measurement construct. In the confdahguage test, for example, this construct
per se can be roughly defined as a narrow congepfilanguage proficiency”, which is an
isolated “trait”. CTT and IRT share a common asgtiom about the unitary feature of this
construct to be measured: CTT assumes there irs@store” of an individual’s ability and G-
theory as part of the CTT model employs the balea ithat there is a universe score which is the
analog of CTT’s true score; most of the IRT models currently used in language testing hold the
unidimensionality assumption, indicating that thisra unique trait which roughly corresponds
to the language ability of the test taker.

In language testing, however, the target constrartguage proficiency or
communicative language ability refined by BachmB00)—is thought to be a multi-
componential ability. Built upon Canale and Swaifogr-component description, Bachman’s
communicative competence, or “organizational compet” can be divided into grammatical
and discourse (or textual) competence and pragmatnpetence (1990). The multiconponential
nature of language proficiency determines that emaees communicative competence does not
always develop at the same rate in all domainstefbee, models that posit a single continuum
of proficiency are theoretically limited (Perkins@ass, 1996).

Such a discrepancy between the definition of tesstruct in measurement models and
that in language testing may raise problems invalgdity. The current trend of communicative

approach and the corresponding performance assesattempt to measure test taker’s
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communicative language ability, which consists comprehensive evaluation of the different
components of test taker's communicative competeHhue shift of the focus of language testing
from formal language to communicative languageitgtsbmes under the criticism about test
validity. According to Messick (1989), test valiis an “integrated evaluative judgment of the
degree to which empirical evidence and theoretai#bnale support the adequacy and
appropriateness of interferences and actions b@séeist scores” (p.13). Within the current
framework of communicative approach, the infererica® test score are particularly useful not
only in language teaching and learning, but alsth@research of language learner’s
developmental sequence. A general statistic mdef overall language proficiency, however,
does not provide useful information in this sernises jeopardizing the overall test validity.

Different understanding of measurement error igl@@roconcern in the application of
current measurement models in language testingeltrue score approach, measurement error
is defined as the deviation of test score from‘thee” score. In language performance tests,
however, this definition of error does not fit et“interactive” framework in which there is a
significant amount of interaction betwetest taker, test task and rater (Bachman, 1990; 2000).
The effort of G-theory in discerning the sourceenbrs and measure the scale of variance
introduced by difference sources (including ratest task type) is also limited as it is not able to
further explore the structure and magnitude ofé¢heteractions. Hence, whether certain
variances are pure measurement errors or whetbgiatie associated with a specific interactive
pattern is unknown in the true-score framework.

In the performance test that requires rater, tbblpm associated with the error
definition also exists. Linacre (1989) noted thmatrue-score approaches, rater variation is

considered as undesirable error variance, which briminimized to make the test reliable.
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This understanding of rater variation, however, prastical and theoretical problems. First of
all, the absolute agreement between raters neypgena in the real world test practice. Even
though raters could be trained to have a total @asiss on the score assigned to the same
examinee, questions about the interpretabilityesef scores would still remain since the rating
scale may not be linear (Weigle, 1998). The margted Rasch model takes a different
approach to the phenomenon of rater variatiorhigdpproach, rater variation is seen as an
inevitable part of the rating process. Rather thdaindrance to measurement, rater variation is
considered beneficial as it provides enough vditglo allow probabilistic estimation of rater
severity, task difficulty, and examinee ability e same linear scale (Weigle 1998).

This discrepancy causes confusion in understartimgurpose of rater training in
performance tests. In the literature of measurentiea@tpurpose of rater training is primarily
associated with the feasibility of increasing feiligy in ratings. However, researchers have not
reached a consensus on if an effective traininglshenhance rater agreement or not. The
function of rater training has been addressed fildfarent perspectives. Researchers argued
both for and against emphasizing agreement in taigning in according to different
measurement approaches they are taking (Barritt, Stock & Clark, 1986; Charney, 1984; Lunz,
Wright, & Linacre, 1990; also see Weigle, 1998).

Again, this confusion is rooted in the lack of threderstanding of rater’s decision making
process. The surface disagreement or agreemennhdopsovide enough information about how
raters reach their score assignments. For exathglecore of 4 assigned by one rater does not
necessarily mean the same as a score of 4 asdigrawther rater. These two raters agree with
each other on this examinee’s performance only whese two scores are assigned through the

same decision making process. Without the knowleddleis rating process, it is impossible for
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test practitioners to decide whether rater disagege should be reduced. As neither CTT nor
IRT has directly tapped into the rating process,dtror definition in these models, particularly
with regard to rater, is of concerns in languagértg.

Last but not least, the basic assumption on theachkexistics of a target construct is
different in psychological measurement and languageng. As a psychometric approach, IRT
is a latent variable analysis which deals with afale that are not directly observed. Without any
measurement error, a latent variable is also knasva hypothetical construct, whose existence is
to be measured by multiple indicators. In languasgessments, however, the target construct is
well defined and observable. For example, in actlingiting assessment, the target language
proficiency can be defined as examinee’s communieatriting ability within a certain
situation. Rather than measure this writing abtfiisough other language indicators such as
grammar and vocabulary, the target construct candsesured directly in a performance test
which reflects tasks that an examinee may havetiopn in the real world. Language test,
comparing to psychological measurement, is a tothfferent type of measurement because its
target construct is observable and measurableeldrer the application of latent variable
models in the study of language performance tes$tasgboth theoretical and empirical
limitations.

In conclusion, the implementation of measuremesoties in language testing has been
consistently challenged during the theoretical adeas in this field. With the development of
these performance-based language tests, langusgesteave been faced with complex
problems that have both theoretical and practroglications. One of these problems is that
language testers do not have enough understantithfjevent factors that affect test score, thus

failing to avoid bias for test development andgoore interpretation (Bachman, 1990). Another
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problem, as Bachman pointed out, is “determining Boores from language test behave as
guantifications of performance” (p. 8). In ordersblve these two problems within the
communicative approach of language testing, a cehgmsive investigation of the rating process

would be of great necessity.

1.4 Rater Effect in Writing Assessment

1.4.1 Scoring Procedures for Writing Assessment

Different types of scoring schemes and their costralidity for essay scoring have
been evaluated for their effect on essay scoriath) im the contexts of English as the first
language (Charney, 1984; Huot, 1990; Purves, 1992) and English as a Second or Foreign
Language (ESL/EFL; Brindley, 1998; Connor-Linton, 1995; Cumming, 1997; Hamp-Lyons &
Kroll, 1997; Raimes, 1990). In the literature of writing assessment, three major rating criteria
have been developed to evaluate student's writietyding the Primary Trait scoring, holistic
scoring and analytic scoring (Weigle, 2002).

Primary Trait scoring is best known as the ratinggda used in the National Assessment
of Educational Progress (NAEP). The rating scalerimary Trait rubrics consists of: (1) a
specific writing task, (2) a statement of the pniyndnetorical trait, (3) a hypothesis about the
expected performance on the given task, (4) arsent of the relationship between the task and
the primary trait, (5) a rating scale which represeeach performance level, (6)sample scripts at
each score level, and (7)explanation of the saspipt scored at a certain level (Weigle, 2002).
The Primary Trait scoring criteria is task sensgitand requires raters to understand examinees’

writing performance within a well-defined discours@ge. Therefore, it is most frequently
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applied in a school context. Though it may prowdeegnostic information about students’
writing abilities, Primary Trait assessment habeén widely used in ESL writing test.

First developed by Diederich (1974), analytic sagrinvolves specific aspects of a
writing sample in various components. This scopngcedure focuses on several identifiable
features of a good writing, such as essay orgaaizadevelopment, vocabulary, grammar and
other essay qualities. In Diederich’s frameworlanélytic scoring, raters give scores to
individual identifiable traits and these scorestatied or sometimes weighted to provide rating
for an essay. This scoring scheme has been sudgestbe most reliable of all direct writing
assessment procedsi(&cherer, 1985; Veal & Hudson, 1983; also cited by Huot, 1990).

Compared to the holistic procedure, analytic sgpprovides more diagnostic feedbacks to
guide instruction. Therefore, it is more helpful ESL learners who tend to show different
performance across different scoring aspects/dimesagHampLyons, 1995, 1991; Weigle,

2002). A major disadvantage of this scoring schentleat it takes more time than holistic
scoring, which limits its application in large sealssessment due to the large scoring expense
(Weigle, 2002; Lee, Gentile and Kantor, 2005). In addition, as previous studies have shown that
holistic scores correlate reasonable well with ¢hgsnerated by analytic scoring (Freedman,
1984; Veal & Hudson, 1983), holistic scoring is usually more recommended, especially for large-
scale writing tests.

As the most commonly used scoring scheme in EStingrassessment, holistic scoring
reflects rater's general impression of the qualitst piece of writing. In most holistic rating
procedures, scoring guidelines detail which gengratacteristics represent writing quality for
each score of the scale being used. Although fo8sbring is generally not quite as reliable as

analytic scoring, it correlates well enough to beadble alternative (Baue,. 198Veal &
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Hudson, 1983). White (1985) also pointed out thudistic scoring is more valid than analytic
scoring because the rating process representseantrentic reaction a reader has to a written
passage; while a analytic scoring requires raters to focus on the writing componeamggead of
looking at the overall meaning of a passage (atea an Weigle, 2002). From a practical point
of view, holistic scoring is faster and less expangWeigle, 2002). At any rate, holistic scoring
has been viewed as the most economical of alltiveting procedures (Bauer, 1981: Scherer,
1985: Veal & Hudson, 1983) and therefore the mogugar (Faigley, et al., 1985: White, 1985).
Decisions about which evaluation procedures shbeldgelected need to be made within the
context of a specific testing situation (Huot, 199 the current study, holistic scoring schemes
are used to evaluate the essay quality in the Efihgvtest at the University of lllinois at

Urbana-Champaign (UIUC).

1.4.2 Factors that Affect Essay Rater’'s Judgment

The literature of writing assessment has showndbiate categories of writing responses
have greater impact on essay rater’s scoring judgrii@ough studies on these factors may not
be able to directly capture rater’s decision makingress, it still provides valuable insights
about based on what criteria raters arrive at gworing decision.

a. Essay Features

The relationship of textual features and essayescoas interested researchers for many
years. The earlier studies focusedsgntax and various indexes, whereas the later woeke
more interested in global-level langudgatures. Thishift in the type of textual analysis is
obviously related to the shift in linguistic theoWith earlier studies having a link to Chomsky's

generative grammar, the later interest in globatlleextual examination has been fostered by
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the developments in linguistiosspecially in intersentential grammars like Cohesind
Functional Sentence Perspective.

In the early study of text features, the T-unit if@hependent clause) used to be the major
form of textual analysis, and it was used to deteensyntactic maturity and, therefore, writing
quality (Hunt, 1965; O'Donnell, Griffin & Norris, 1967). The results of these early studies
indicate that T-units appear to be most sensitwhe writing of elementary school children, an
age at which syntactic development is still ocagriveal (1974) found a strong correlation
between T-unit length and quality in the writing2sfd, 4th, and 6th graders. Stewart and Grobe
(1979) also found a relationship between T-units\ariting quality in 5th graders' writing,
which was not evident in the writing of 8th andhldfraders. These findings were supported by
Witte et al. (1986), who discovered that ratersearaost influenced by writings that exhibited
the lowest levels of syntactic complexity. Otherdsés that have attempted to determine the
effects of syntax in the writing of high school atallege students have been unable to find any
correlations between syntax and writing quality (Crowhurst, 1980; Greenberg, 1981; Grobe,

1981; Nielsen & Pichi., 1981; Nold & Freedman. 1977; Stewart & Grobe, 1979). It seems that
the studies that examined writing of lower-levehtsctic complexity tend to identify a
relationship between syntax and writing quality.

Previous research has also examined the effegntditic accuracy on the evaluation of
essay quality. Li (2000) investigated the relattopdetween computerized scoring and human
scoring of ESL writing samples using measures ofagstic complexity, lexical complexity, and
grammatical accuracy. The author found that thg stdtistically significant correlations that
were observed between computer and human scorirglyeéwveen both computerized measures

of grammatical accuracy and the human-evaluateduneaf grammar. Based on prior literature
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on natural language processing, Educational TeStergice (ETS) has developed an e-rater to
score TOEFL writing samples by evaluating nine wgtfeatures and two content features. The
nine writing features include five error featuréggrammar, such as agreement errors, verb
formation errors, wrong word use, missing punctrgtand typographical errors (Attali &
Burstein, 2005; Ramineni, et. al., 2012).

Another important factor that influences essayrimjadgment is word choice. Grobe
(1981) found that what raters perceive as “goodtimg is closely associated with vocabulary
diversity. Neilsen and Pichi (1981) also reporteat texical features have a significant impact on
rater judgment. They did not find a significantatenship, however, between syntactic
complexity and rater perception of writing quali@hinn (1979) reported on two studies that link
vocabulary development to effective elementarydlésguage pedagogy and the success on a
high school writing competency examination. A Ietianalysis revealed a direct correlation
between competency rating and effective verb ueerCconcluded that verb choice is a
significant predictor of writing quality as assedslerough holistic scoring.

Research has shown that rapid or automatic dec@dengtrong predictors of text
readability. Previous studies suggest that higfigemcy writers tend to use less frequent words
in writing (Just & Carpenter, 1987, McNamara, Crossley, and McCarthy, 2010). A moreméec
study conducted by McNamara, Crossley, and McC4&8%0) used an automated tool to
examine a corpus of expert-graded essays, basadt@amdardized scoring rubric, to distinguish
the differences between the essays that were agtbdyh and those rated as low. They found
that word frequency is one of the three most ptaaiendices of essay quality.

Other studies have looked at writing quality byastigating the relationship between

essay quality and text length (e.g. Homburg, 198#pdorow and Burstein (2004) studied the
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accuracy of two versions of e-rater, when the ¢fb¢@ssay length was removed from one of
them. They used both e-raters to rate thousandssafys written for the computer-based version
(CBT) of the TOEFL on seven prompts. They found ftares produced using length as the
only predictor matched holistic scores half of tinge and came within one point of holistic
scores 95% of the time. Similar results were atamél in a more recent study that explored the
use of objective measures to assess writing qu@igle, 2011). In this study, Coh-Metrix 2.0,

an online text analysis tool, was used to measdia§uistic properties of argumentative essays
written by ESL students and English as a Foreigmguage (EFL) students. Using discriminant
function analysis, Kyle reported that essay lenggis able to significantly discriminate between
holistically evaluated high and low quality essays.found that high quality essays tend to be
longer, with an average length of 642.21 words; while low quality essays have an average length

of 495.42 words. This study also found that ovesatitence length and word length are also
strong predictors of essay quality. Overall, EFtags tend to be perceived by human raters of
higher quality if they use longer sentences witigker words. In addition, studies that examined
how linguistic features can predict essay scorestagrated writing tasks have shown that
essays that contain more words are more likelgteive higher scores (Cumming, et al., 2006;
Watanabe, 2001).

Another approach of textual analysis focuses orafipdication of intersentential
grammars that attempt to explain how meaning igepted across the entire writing. The attempt
to gauge the impact of textual features beyond ithate sentence boundaries is a reflection of
new developments in linguistics that are concemagla global-level textual features. One
important research interest is the cohesion of a composition (Bamberg, 1983; Fahenstock, 1983;

Witte & Faigley, 1981). Cohesion in Englidlepicts a systematic use and taxonomy of cohesive
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ties that "accounts for the essential semanticiogla whereby any passage of speech or writing
is enabled to function as a text" (Haliday & HasH®/6, p. 13). This interest in cohesion has
evolved into a series of research studies aboutth&gonship of cohesion and essay quality.
However, contradictory results were found fromeléint researchers. Witte and Faigley (1981)
claimed that high-quality writing had a greater esiie density (rate of cohesive ties) than did
low-quality writing. Tierney and Mosenthal (1983)adyzed 24 essays written by high school
seniors for cohesion and had the same essaysfoatesherence. They found no relationship
between cohesive density and coherence. Theirtsgeswever, was challenged by McCulley
(1985). Although he found no correlation betweeheasive density and writing quality,
McCulley’s finding did contradict the results frofirerney and Mosenthal (1983) by indicating
that "the evidence presented in this study stroagfygests that textual cohesion is a sub-element
of coherence." Neuner (1987) analyzed 40 high-lawequality essays. Although he concurred
with earlier findings about cohesive density nahgea predictor of writing quality, he did
suggest that chains of cohesive ties can be usdidttnguish writing quality in student writing.
Zhang (2000) investigated the relative importanfceanous grammatical and discourse features
in the evaluation of second language writing saspled found that raters considered cohesion
as an important element in judging essay qualitgs€ley and McNamara (2010) also argued
that coherence is an important attribute of ovessdlay quality, but that expert raters evaluate
coherence based on the absence of cohesive ctiesessays rather than their presence.

It seems that there is no consensus on whetheraateeor cohesion plays important
roles in judgments of essay quality. However, erogirstudies have shown that cohesion or
coherence facilitates text comprehension (McNamaraywerse, McCarthy, & Graesser, 2010).

Research found that that increasing the cohesian@ft significantly facilitates and improves
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text comprehension for both skilled and |eksted readers (Gernsbacher, 1990; Beck et al.,
1984; Cataldo & Oakhill, 2000; Linderholm et al., 2000; Loxterman et al., 1994).

The findings of recent studies have clearly indidahat the interest of textual analysis
and essay quality have been placed in the discdeveéresearch. In addition to the attending to
essay cohesion (McCulley, 1985; Neuner. 1987; Tierney & Mosenthal, 1983), more
investigations have been conducted with topicalcstire (Witte, 1983a, 1983b) and information
in noun phrases (Sullivan. 1987). Although this kuarstill in its formative stages, it is evident
that there are an increasing number of discoungs-tgudies exploring the reading and rating of
student writing.

b. Raters’ Response Categories

Diederich et al. (1961) analyzed over 11,000 sgocomments, responses and
annotations made by essay raters for college freshBy using factor analysis to interpret the
correlations between raters, Diederich and hisegllies were able to isolate five main types of
rater responses including: 1) Ideas and their relevance, clarity, development and persuasiveness;

2) Form and its organization and analysis; 3) Flavor, including style interest and sincerity; 4)
Mechanics such as grammar and punctuation errors; and 5) Wording, which stands for the

selection and arrangements of words (Diedericl.e1861). The validity of these five

categories of responses was tested by Jones (MK@)eported that these categories represent
all comments made by his raters. This conclusidrcates that the five categories are an
accurate description of rater response to studahhg

Based on Diederich et al's framewopstudies by Freedman (1979, 1981, 1984;

Freedman & Calfee, 1983) represent some of the miagtative research conducted on the

influences of student writing on raters. FreednivQ) rewrote students’ essays to make them
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either strong or weak in the categories of contemganization, sentence structure, and
mechanics. Analyses of variance showed that rateres most affected by content and
organization: content was proved to be the mosiifstgnt feature, followed by organization.
Mechanics and sentence structure ranked third @mthf, respectively. Freedman concluded that
holistic raters base their judgments primarily lo@ tontent and organization of student writing.
It is important to note that mechanics and sentstroeture were only important influences
when organization was strong.

The importance of various response criteria wathéurexamined by Breland and Jones
(1984), who correlated raters' holistic scores widmments made on the same papers. As an
attempt to identify the criteria that raters usentake judgments when rating holistically, their
study suggested that organization, support, arasidesre the three most important
considerations in rater judgment of essay qualitys finding was confirmed by rater’s response
of a poll about what characteristics raters peextias important in student writing before
starting the rating session. The researchers ftwndesults of the poll were consistent with the
ratings given to essays during the scoring sesBiland and Jones thus concluded that raters
are not only affected by certain criteria when grgdolistically, but also aware of the criteria
on which they base their judgments of writing gtyali

At this point, it appears that some contradict@yults have been observed from the
previous studies about the impact of writing regasnon rater’s decision making. Despite the
effort of researchers in writing assessment, ltdasensus has been reached with regandh&b
andwhy particular scoring criteria have the most impactater’s judgment. By far, the notion
of whether or not raters score essays the waytthiek they do or the way they are expected to

do has not been fully explored in the literatur@stistudies measure only raters’ responses to
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manipulated categories rather than capture thepreigess of how raters comprehend the text
and how they arrive at their scoring responsesther words, what is missing in the picture is
the “online” evidence of rater’s decision makinggess. Another limitation of the previous
studies is that rater’s role as a text reader tetnepresented. Though it is well acknowledged
that rater’s scoring responses are affected byydeatures or scoring categories, it is still not
clear when this influence occurs during the readmmprehension and how this may affect
rater’s judgment. Unfortunately, the methodologgdis the literature only allows the
researchers to look at raters' final judgmentsongare their verbal comments. Most previous
methods are not able to capture the time-by-lonatilormation of rater’s essay comprehension
or make the time-by-location comparison of ratecering responses, though these variables
may contribute to a more complete picture of ratdgcision making process.

In direct writing assessment, the rater variab#iffiected by these above-mentioned
variables is inevitable because it is “part of la¢ural process of reading" (Stock &
Robinson.1987. p. 105). Therefore, a consideraifdhe way raters read would be necessary to
reveal some important but often neglected connestietween phenomena associated with

essay rating and the reading process.

1.5 Rater’s Reading Comprehension during Essay Gradg

1.5.1 Understanding the Rating Process: Indirect Aproaches
As stated above, it would be of great help for leagg testers if we understand better
rater’s decision making and rater’s influence amvhlidity of test scores in a performance-based

language assessment. Previous studies employisgicdameasurement approaches tapped this
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issue indirectly by looking at the possible factitvat may affect rater’s decision making rather
than the process per se. As an attempt to diregdynine the rating process, many recent studies
have follow the method of think-aloud protocol désed by Ericsson and Simon (1993), which
requires raters to describe the rating processiibpal reports as they assign the grade (Cumming,
1990; Vaughan, 1991; Weigle, 1994; Lumley, 2000; Cumming, et al., 2001).

Vaughan (1987) collected the talk-aloud protocdIsine experienced raters scoring six
compositions according to the 6-point CUNY sconingric. Results indicated that content
received the most comments, but handwriting wasrskdGreat variation in rating strategy was
also found among raters. Huot (1988) recordedHimik{aloud protocols of eight raters reading
42 student essays, but found no difference ingatiiteria between the two rater groups.

Content and organization received the most atteritmm two groups in the study. Cumming et
al. (2001) adopted the think-aloud method in examgiressay raters’ decision making behavior
and factors that affect their scoring decisiorthis study, a comprehensive list of 35 decision
making behaviors was collected from experienceersads the decision making framework.
Their findings suggest that raters focus on diffiéseoring criteria when they grade essays of
different quality or essays written by L1 studenE&L student.

This think-aloud approach has its own limitationnagl. First of all, the relationship
between scale content and text quality still rema@ipscure in this approach. The behavioral data
from rater’s oral report is subjective, difficutt process and almost impossible to quantify.
Researchers have also claimed that this approatresses the artificial scoring process as the
think-aloud behavior may interfere with rater’s @@&m making process.

To sum up, though numerous studies have been ctatan the rating process of

writing performance test, there is no consensusitaow direct evaluation procedures affect
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rater's ability to judge writing quality. Therelstemain many unanswered questions with regard
to how raters reach their final judgment or howagsguality affects rater’s perception as a
reader. As Huot (1990) proposed, more researcttdbe influences of essay categories on rater
judgment would be necessary and these studiesiffimcus on the raters themselves, the
nature of the fluent reading process, and the ggoéreading according to specific guidelines,

especially for the purposes of agreement”.

1.5.2 Essay Rater’s Reading Comprehension

In order to evaluate rater’s scoring judgmentt five need understand what contribute to
their decision making process. The rating procassbe divided into two major stages: 1) text
reading and comprehension, and 2) scoring. Thoaiging assign a score after text reading, their
decision making, however, is based on the intevaaif these two rating procedures. Therefore,
raters' reading comprehension and scoring are anable components of their decision making
process. A consideration of the way raters reachedmus to understand some important but
often neglected connections between the phenonssagiated with essay rating and the process
of raters’ reading comprehension of students’ essay

Reading is not a single-factor process. It is atifiagkted procedure which consists of
behavioral variables including eye movement, weabgnition, lexical and syntactic
processing, meaning accessing and inference makmmprehension comes into the stage of
processing when word recognition and parsing aisHed. As a result of identifying words and
parsing sentences, readers need to identify thematic roles and access their individual
meanings. The next task for reader is to integrase different aspects into sentence

representation, to integrate it with what have goef®re, and to decide what to do with this
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representation. Though reading and comprehensprasent different stages of text processing,
they are intertwined in nature. It is plausiblestmgest that reading and comprehension are
closely correlated as comprehension can be seampasiuct of the coordination of various
reading variables (Rayner, et al., 2006). In otherds, study of reading variables can provide
valuable information regarding moment to moment pehension process ((Rayner, et al.,
2006, Rayner, 1998).

When reading students’ essays, as readers/rateesked to read for meaning, their
reading comprehension requires a multivariate gkiblving a complex combination and
integration of a variety of cognitive, linguist@nd nonlinguistic skills. These skills range from
the very basic low-level processing abilities sasttext decoding to high-level skills of syntax,
semantics, and discourse, and even to the knowlafdget representation and the integration of
ideas with the readers'/raters’ global knowleddeer€ has been an ongoing debate in the reading
research literature with regard to the relativeongnce of each of these processing levels in
reading comprehension. However, for the readingprehension of a long passage such as essay
reading in a writing tests, many researchers heyeea for the primacy of higher-level
syntactic, semantic, and text integration process@smizing the role of basic lower-level word
recognition processes in fluent reading (Gaend, 1971, 1996; Smith, 1971, 1994). Study of
these higher level processes is also remarkabbynrdtive as to understanding raters’ reading

comprehension of an essay.

1.5.3 Reading Comprehension and Eye Movement
An important issue in reading concerns when andevheaders move their eyes. As

Staub and Rayner (2006) pointed dwtye movement is the natural part of the readingge®,
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... the information about where readers fixate intthe¢ and how long they look at different part
of the text provides remarkably reliable data almmumhprehension at a number of levels”. In this
case, the pattern of readers’ eye movement amenitgoral representations — the reading rate and
total reading time can be viewed as robust indrsabd text comprehension. Previous studies
about eye movement found that readers’ eye fixdtror is affected by 1) the properties of an

individual word; 2) the syntactic anomaly of a sentence; and 3) the coherence of a discourse.

1.5.3.1 Eye movement at word level

One variable that affects readers’ eye fixatiowasd length. Just and Carpenter (1998)
first reported that readers’ gaze duration becdmager as word length increases (also see
Rayner et al., 1996). This effect can be accouftety the fact that as words get longer, the
probability of readers’ refixation on this word reases (Rayner, 1998).

Another variable that gets more attention in thelgtof reading is word frequency,
which is determined by counting the occurrence wbed in a corpus of printed or spoken
materials. Though it is often viewed as confounaét word length, word frequency has a
strong influence on fixation time when word lengtltontrolled. Many studies have found that
readers look longer at low-frequency words thamigh-frequency words (Altarriba, et al., 1996;
Henderson & Ferreira, 1990, 1993; Inhoff & Rayner, 1986; Just & Carpenter, 1980; Raney &
Rayner, 1995; Rayner, 1977). Rayner (1977) and Just and Carpenter (1980) reported that readers’
gaze duration is longer when they look at low-frergey words. After controlling for word
length, Rayner and Duffy (1986) and Inhoff and Ray{1986) also found a significant
frequency effect both on the first fixation on ardr@nd on gaze duration. When reading high

frequency words, however, readers tend to skipetasds more often than low-frequency
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words, especially when words are six letters or less (O’Regan, 1979; Rayner et al., 1996).

This frequency effect on word reading can be actamlifor by Morrison (1984)’s eye
movement model and its subsequent variations. Blamrfirst suggested that readers’ attention
shift and subsequent eye movement are triggeredebgncoding of the fixated words.
Henderson and Ferreira (1990) and Pollastek andd®4$990) proposed equated encoding of
the fixated word with lexical access to that wdrdtheir models, lexical access is the process by
which a word’s orthographic and/or phonologicaltgat is identified so that the semantic
information can be retrieved. As lexical accesassumed to be influenced by word frequency,

fixation time on low-frequency words may be long&n on high-frequency words.

1.5.3.2 Eye movement at sentence level

Syntactic anomaly of a sentence is another fabtrdffects reader’s eye movement,
thus it has been the focus of many scholars in text reading (Braze et al., 2002; Deutsch and
Bentin, 2001; Ni et al., 1998; Pearlmutter et al., 1999). For example, Pearlmutter et al. (1999)
had participants read sentences in two conditibnthe verb either did or did not agree with the
subject in number; 2) an irrelevant noun that intervened between the subject and the verb could
either agree with the verb or not. Pearlmutter @riibagues reported that reader's gaze duration
increases when reading sentences in both conditgsch and Bentin (2001) found that the
gender mismatch between subject and verb causes pass effect on the verb and the sum of
all fixations on the verb is longer. Sturt (2008cafound that if an anaphor, suchhamself
herselfdid not match the stereotypical gender of its egdent, reader’s first fixation on the
anaphor has a longer duration time.

Another question about the relationship betweenasyit processing and eye movements
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is, in the absence of ambiguity, whether readingptis affected by syntactic complexity. For
example, when a sentence has a longer sentencdh g larger number of nodes in the
sentence’s phrase structure diagram, the totalrmgaiene may vary accordingly. Though this
topic has received relatively little investigatimnEnglish, some findings were reported on the
reading study of European languages. For exampl@n&land Vainio (2001) examined how
morphologically complex clause constructions waaepssed during reading Finnish. Reader's
eye fixation patterns were recorded when they t@acdalternative versions of the same
linguistic construction, a morphologically compleanverb construction and its less complex
subclause counterpart. Results indicate that nargtex converb constructions produce longer
gaze durations than the subclause constructiohfiiva the same length and frequency.
However, the complexity effect is reversed whenrttoege complex clause form is clearly more
common in the language than its less complex copate This finding suggests that both
structural complexity and structural frequencyuefice the ease with which linguistic

expressions are processed during reading.

1.5.3.3 Eye movement at Discourse Level

The comprehension of a text is a much more complegess comparing to word or
sentence level comprehension. In addition to weodgnition and syntactic parsing of a
sentence, readers must also maintain a representdtthe entities that have been mentioned
and relate the information that is currently bgamgcessed to this stored representation. This
process requires readers to determine, for examplat entities pronouns and definite
descriptions refer to, and make inferences abdatioaships between events and entities (Staub

and Rayner, 2006).
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Compared to the large number of eye movement swdisyntactic parsing, relatively
fewer studies have examined how such discourseepsoty affects eye movements in reading.
Among these studies, the constructivist principtearch after meaninrg-has been adopted in
discoursing processing. As one basic assumptidmi®principle, researchers believe that
readers attempt to construct a meaning representdiat is coherent at both local and global
levels. Local coherence, or cohesion, refers tautstires and processes that organize elements,
constituents, referents of adjacent clauses ot skguences of clauses” (Graesser, Singer, and
Trabasso, 1994). Global coherence stands for thbleshed organization and the interrelation
between the local information and the higher-odiscourse-level information. Previous
investigations have demonstrated that an incohelisoburse is more difficult to process, thus
increasing “the duration of eye fixations as wslltle number of fixations and the probability of
regression during silent reading of long passafig=xt’ (Rayner, Chace, Slattery, and Ashby,
2006).

The inconsistency between an anaphor and the aletieckas been investigated as one of
the major accounts for an incoherent passage. @énspeaking, an anaphoric element such as
a pronoun or a reflexive typically has an antecedéthe anaphor and related antecedent are
mismatched, readers may have difficulty constrggctire discourse coherence, thus slowing
down their reading rate. For example, if the ardeog violates a gender stereotype, reading time
on the pronoun is inflated (Duffy and Kef04; Sturt, 2003; Sturt and Lombardo, 2005). Cook
(2005) investigated the effect of anaphors and dogecedents if they are inconsistent but
semantically high overlapping or low overlappingok found a longer reading time on the
region following the anaphor. The rereading timetmanaphor suggested processing difficulty

in the inconsistent condition. These results suithed readers noted the inconsistency and
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attempted to resolve it by rereading the anaphbtiy@pending more time on the spillover
region. This longer reading time can also be expldiby the regression data, which indicates
that more regressions out of the postanaphor reggourr in the inconsistent conditions. In
addition, the distance between an anaphor andtés@dentrfluences fixation times; when the
antecedent is relatively far back in the text, tias on the pronoun, as well as the next few
fixations, tend to be longer (Ehrlich and Rayner, 1983; Garrod et al., 1994; O’Brien et al., 1997).
In addition to anaphoric referents, conjunctionsestence connectors are also important
devices to construct coherent text. In a writtestdurse, conjunctions signal the logical
connections between ideas (Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983; also see Geva,
1992) and also mark discourse structures and filmggtions, such as causal and temporal
relations (Geva, 1983, 1992). Meyer (1977) poirdetithat conjunctions help to make text
organization explicit and coherent. As awarenegsxiforganization is essential for text
comprehension (Meyer, Brandt, & Bluth, 1981), cowjions facilitate the instantiation of
textual schemata (Kieras, 1985). The presencergtinotions also help to direct reader's
attention to important text information (Lorch & tat, 1986) and help reader to check
information in memory (Spyridakis & Standal, 198Vhis facilitated reading comprehension

thus cost reader less reading time.

1.5.4 Reading Comprehension and Text Coherence

The comprehension of text, especially narrativéstexas been further investigated by the
theorists who embraced constructiaregration theory (Kintsch, 1988, 1998; also see Kintsch,
1974; Kintsch & van Dijk, 1978). They have argued that, during the comprehension of texts,

readers construct a mental representation of #teasewell as situations described in the text.
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For example, van Dijk and Kintsch (1983) propodeat teaders construct mental representations
of (a) the text's surface structure, (b) the sermanéaning explicitly conveyed by the text or
textbaseand (c) the situation described in the text, whschlso called thsituation model.

Within the frame work of situation model, researshsonsidered local and global text
coherence as particularly important to text comension, i.e. to construction of mental textual
representation (Kintsch, 1988) at surface formtéix¢ base and the situation model level
(Kintsch, 1994). Local textual coherence here seterthe fact that propositions of the textbase
processed in working memory must share common agtsnwhile global coherence refers to
the fact that the meaning of any textual informataust match the situation model upon which
the text’s topic content bears.

Linguists have shown that causal connectives hahgtecuct a coherent text
representation: the more causal relations/conrectiwaders identify in a text, the more coherent
they perceive the text, and thus the easier theggss the text and the better they comprehend
and remember it (Van den Broek, 1988; Van den Broek, et al., 2001). They also suggest that that
the connectives make the text more cohesive andtsted by providing markers between
sentences. In addition, connectives explicitly algo readers that the sentences are connected
with one another in a precise semantic mannerekample, causal connectives may incite
readers to search knowledge in their long-term-nrgnmoorder to restore local or global text
coherence. During this process, readers shouldlea@find the reason explaining the semantic
connection between sentences, which facilitates ititegration and comprehension of the text
representation. This process by which related métion is searched is referred as the mental
generation of causal inferences.

Previous studies in narrative comprehension (Golding et al., 1995; Keenan et al., 1984;
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Myers et al., 1987) examine the role of reader&g&efor causal relations in the construction of
a coherent text representation and also exploreoteeof connectives in reading comprehension.
Haberlandt (1982) found facilitative effects ondeg time with causal conjunctiotiserefore,

S0, consequentiy connective-present sentences versus no-coneesgivtences. The findings
indicate that target sentences preceded by a ctwaeesult in faster reading times than
unconnected sentences. Trabasso et al. (1984)gligghed between short term and long term
connectivity underlying the construction of cohénatations. The former one, derived from
linguistic cohesive devices, generates local cateewhile the long-term connectivity is
constructed when readers draw on their world kndgdeto construct the causal connections that
represent the information of narrative texts. Tfaes readers construct a coherent text
representation that is primarily driven by an ihtu@ expectation of satisfying cause-effect
relations. Keenan et al. (1984) also explored miygaict of causal relations on text
comprehension, suggesting that causal connecbeityyeen sentences plays an important role in
the construction of coherence relations. They ataitihhat a coherent text interpretation emerges
from knowledge-based relations constructed dutiegarocess of inter-clause integration.
Results of their study partially confirm that intdause integration entails the construction of
knowledge-based relations such as cause-effecesegs (Keenan et al., 1984).

In addition to causation, researchers suggessthattion models, at least in narrative
texts, consist of another four dimensions includingg, space, motivation and protagonist.
These dimensions also help to construct text colcereZwaan, Magliano, and Graesser (1995)
reported that coherence breaks on situational dsroes affect reading time. They found that the
temporal and causal inconsistency in a text leaigiaificant increases in readers’ sentence

reading time for short stories. This finding indesathat the break of text coherence makes it
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difficult for readers to integrate upcoming infortoa into the evolving mental representation.
The study of Zwaan, et al. (1998) expanded tharimdf Zwaan, Magliano, et al. (1995) by
exploring all five dimensions of the situation mbdehis study found that people monitor the
coherence continuity on multiple situation dimensicAs a result, reading time was increased
by the discontinuity of any/all of these five sitioaal dimensions.

The findings from the literature imply that readimmge should be a robust indicator of
text comprehension. Within the context of essayig@ it is thus plausible to predict that raters’
sentence reading time for an essay would incrédle text has a high density of the following
features: 1) words with long word length (or moy#ables) and lowfrequency; 2) sentences of
syntactic anomaly such as the subjeab disagreement; 3) sentences containing multiple
clauses and s complex sentence structure (long sentence length); 4) inconsistent anaphoric
referent; 5) insufficient use of sentence connectors; 6) inconsistency in the text representation of

time, space, causation, motivation and protagonist.
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CHAPTER 2

PROPOSAL

Writing test as a performance-based language assesss a multifaceted entity
involving the interaction of various factors, amasmlgich essay rater’s subjective judgment has a
great impact on essay score, thus influencing &tdity and reliability of a writing test. Rater’s
scoring procedure, however, is not an objectiveenar-free process. It is the final output of a
series of scoring behaviors including reading, texthprehension, evaluation, and scoring
decision making. Rater’s reading comprehensioanasseparable component of the rating
process, is in fact the prerequisite of a reliaglere judgment. In other words, a writing test is
not able to reliably measure the targeted writibidjtst unless raters fully comprehend the
writing responses.

Despite rater’s impact on test validity and relidpitraditional methods for the study of
writing tests are based solely on test score, wisictormally an interval or ordinal measurement
of test-takers’ ability as defined by the test ¢omst. The current study expends the scope of
rating study into raters' scoring behaviors and tleading comprehension. In the proposed
framework, rater reliability thus can be redefined as the desired set of scoring behaviors; and test
validity should also be assured through a set ofiisg behaviors authentic to what test-makers
would expect from raters.

In the current model, the structure of scoring béra in a writing assessment can be
simplified into three levels, as seen in Figure 2 the top of the scoring pyramid is the final
output of the rating process - the score of a wsich is readily observable for most types of

writing assessment. The traditional methods foeug on the score level information by
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correlating it with various rater attributes, textributes and test-taker attributes. Beneath the
final output of test scores lies the scoring betiawihich largely governs the quality of scores.
Since raters in a writing assessment are alsadeaxiers, their reading comprehension as a
scoring level is as fundamental as their scorirttp®rs. Many researchers have realized the
importance of integrating these lower level scopngcedures into the models for writing
assessment, however, the limitations in previouhaumlogies have not been completely

overcome.

Traditional
Approaches:
CTT and IRT

SCore

=coring Behavior

Lewel I

Eeading Comprehension

Lewel IIT

Figure 2.1. The Structure of Raters’ Scoring PracesWriting Test.

Rater's scoring behavior (Level Il) includes a $pen of activities, most of which are
not easily observable. This is why previous redeanchad to limit themselves to the final score
output. By designing a new data collection instraotnthe present study is able to record and
analyze raters' reading pattern, evaluation proaedsheir decision making process. With the
renewed framework of analysis, the current invesiogn expands the definition of rater

reliability to the degree to which rater’s actuabisng behavior coincides to the scoring behavior
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defined by rating rubrics. This definition is diféat from the more traditional and statistical
interpretation of rater reliability, but the raseher argues that it is more consistent with the
understanding of rater reliability by test practiters, policy makers and researchers in
psychology and applied linguistics. In additiore turrent framework reinstates that the validity
of writing assessment depends on the reliabilitgssfay rater. If raters are not reliable, even if
the test itself is appropriately designed, theltesaf the tests may be invalid. For example, & th
test is designed to evaluate one type of writinty, sihile the rater evaluates the test based on
irrelevant skill sets, the validity of this testssriously eroded. Again, the connection between
rater's scoring behavior and test validity is madi through the prescribed rating rubrics.

This study also points out that a seemingly aceusabre assignment itself does not
insure validity and reliability, even if an indemt argument of its correctness is available. If
rater’s reading comprehension is flawed, evendfdtoring behavior is a correct reflection of
rating rubrics, the final score assignment mighbiased as well. Since reading comprehension
is a psychological process which cannot be diresitlserved, the researcher investigated this
process through inferences made from raters' rgquitierns. Although the current study
proposes a measurement model, it is actually baxsele literature of reading comprehension
(Level 111). In the current study, the researchigends to integrate previous findings on the study
of reading comprehension into the current test hagewell as design new methods to further
explore the reading comprehension patterns of asgay

Based on the previous arguments, the current gitaposes a behavioral model for
writing performance assessment. This model defimelsexplores rater reliability and test
validity via the interaction between text (essaydten by test-takers) and rater. Instead of

indirectly approaching the success of such anaetem through essay scores, the new testing
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model directly measures and examines the succeaseo$’ behaviors with regard to essay
reading and decision making. Because it revealstheactional nature of a performance test,
this new model is named as the Interactional Tgddndel (ITM). The general framework of

ITM can be generalized into a broader test corasxdisplayed in Figure 2.2.
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Figure 2.2: The Structure of the Interactional TegtModel

The framework of ITM considers the whole procesgesfing as the interaction between
various test stakeholders. The interaction betvtesthmaker and test taker is realized directly
through test and indirectly through scores, witbtegsater as the meclon the other hand, the
interaction between test taker and essay ratermifzed through essays. In this study, the issue of

test validity is revisited indirectly through thevestigation of rater reliability. Raters’ scoring
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processes are examined through three aspectsimglsicbres, scoring behavior and reading
comprehension.

This new testing model, however, does not attempgject the traditional statistical
methods such as IRT and CTT. Instead, the curremogal is that ITM framework is a
supplement of IRT and CTT since it expands inteam of new phenomenon that is beyond the

current consideration of traditional methods.

2.1 Research Hypotheses

In order to examine rater's decision making proaesise EPT writing test, four research
hypotheses are proposed in this study.
Hypothesis 1 A high reading digression rate and a low readingerandicate an engaged
reading comprehension process during essay gradheyce these indices are positively
associated with rater reliability in a writing test
Hypothesis 2 If there is an interaction between rater and essayer, raters’ scoring decision
is associated with essay features.
Hypothesis 3 Rater decision making is reflected not only in ttlsgiore assignment, but also in
their scoring behaviours such as sentence selectenbatim annotation and comment.
Hypothesis 4 Raters not only have an agreement on score assignima also share a common

scoring focus when evaluating writing qualities.
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CHAPTER 3

EXPERIMENTAL DESIGN

The proposed ITM framework in this study is adogtethvestigate rater's decision
making process when grading ESL essays. This stadg into the impact of rating on the
construct validity of the EPT test at UIUC. The pose of the current study is thus to evaluate if
the Semi-Enhanced EPT measures the target conatrdat raters’ scoring behaviors are

consistent when they read and grade the texts.

3.1 Research Context

The EPT at UIUC is a year-round test given toratbming international students whose
TOEFL or IELTS scores are at or below the campudepartmental cutoff scores: 610 for paper-
and-pencil TOEFL, 253 for computer-based TOEFL, ffddnternet-based TOEFL, and 6.5 for
IELTS. As the primary tool of post-matriculatiorrsening, this test is used to place international
students into appropriate ESL writing and/or o@lrses.

The EPT consists of two parts: a writing test amail interview. The purpose of the
oral interview is to identify students who needake an ESL pronunciation course to succeed in
their study at UIUC and then place them into thgrapriate ESL pronunciation courses. In the
oral test, students are interviewed individuallydmyexperienced ESL teacher. As the present
study focuses on the EPT writing test only, thd mrt@rview subtest of EPT will not be

discussed. In this paper, the EPT test only retetise writing subtest of EPT.
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[ ESL Placement Test (EPT writing ]
tes)

[ Regular EPT ] Enhanced EPT [Semi-Enhanced ]
EDT
Single draft I Direct essay test] Process-oriented ]

Process-oriented Multi-draft ]

‘ Multi-draft

Figure 3.1: Three versions of EPT writing tests.

The EPT writing test is an integrated, EnglishAoademic Purpose (EAP) placement
test (Pyo, 2001, also cited in Lee, 2005). Therehmeen three versions of the EPT writing test,
including the “Regular EPT”, “Enhanced EPT”, ane&id-Enhanced EPT (SEEPT)” (Figure
3.1). The regular EPT is a 50-minute single-drafting assessment. Students are required to
watch a videotaped lecture, read an article reletede content of the video lecture, and then
write an essay to demonstrate their understanditigecstimuli materials. The Enhanced EPT is
a day-long process-oriented multi-draft essay assest. it is a workshop-based essay test that
consists of a morning session and an afternoomgess the morning session, the proctor
introduces the writing topic and facilitates a heaorming and group discussions among
examinees, who afterward watch a video lecture, read a related article, and write their first draft;
in the afternoon session, test takers produceanhézed essay based on their self-evaluation and
peer feedbacks on their first draft. By havingreieees fully engage in the writing process, this

test is expected to elicit a comprehensive rangeribing abilities and to obtain writing
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performance samples that are a more accuratetteflerf examinees' writing instruction needs
(Lee, 2005).

The current version of the EPT, SEEPT is also age®-oriented multi-drafting writing
assessment approximately four hours in length. iRtkegrated writing test requires students to
produce an academic essay based on the infornratieived from a reading passage and a short
lecture. After the mini lecture, the test proctoll wrovide a scoring rubrics which inform
student the required features that their essaysneecbntain: 1) a clear organization of
introduction, body and conclusion for an argumtive essay; 2) explicitly connected ideas; 3)
ideas supported with information from BOTH the lecture and the article; 4) accurate
understanding of BOTH the lecture and the article; 5) identified source of information; and 6)
grammatical accuracy.

In the SEEPT, the video tape lecture is replaced blass lecture delivered by a
teacher/proctor, who is an experienced ESL instruett UIUC. After the lecture, this teacher
will lead a class/group discussion to help teseétako comprehend the writing topic and the
stimuli materials. The purpose of this chang® isitmic the lecture-discussion interaction
between professor and students in the real woalsiscbom, thus providing a more realistic
context for the assessment of EAP. In the SEEPAameees first read an article on a given topic
and then attend a lecture and discussion as a wlads. After the discussion session and the
explanation of scoring rubrics, students are reglio produce an outlined first draft of their
essay based on a writing guideline provided byptioetor. The purpose of this outlined draft is
to help students to organize their thoughts anchédaite the overall structure of their essay. After
the first draft, test takers pair up and peer eataltheir partner’s writing. Based on the outline

and the feedback from their peers, examinees tad#ner hour to produce the final draft of their
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writing response to the essay question.

The SEEPT has the following advantages that ¢heitbest possible performance from
test takers. First of all, it constructs a reatistbontext to assess examinees' EAP. It also ensures
that examinees understand the essay topic andesnidlgim to employ support materials during
the test. Compared with EPT and EEPT, the SEERTesigloys the facilitative activities and
focuses on examinees’ writing process, while iuregs less technical support and takes less
time. As the video lecture has been replaced dgssiwom lecture, the SEEPT can be
administered in most classrooms on campus. Testdaso find this test version more time-
efficient. The EPT registration of fall 2006 indiea that most test takers preferred SEEPT to
EEPT when the pilot SEEPT test was advertised emdgistration website. The SEEPT has
replaced the EPT and EEPT to be the only avail@sieformat since the summer of 2007.

The writing responses in three versions of EPTgaaded based on the same rating
rubrics that measure the same constructs. Thisgratibric adopts the concepts and features of
holistic scoring; however, it does not encourage raters to assign a score based on their general
impression of a writing sample. Instead, ratersageired to evaluate writing at different
performance levels in explicit scoring criteria.the current EPT rubrics, writing proficiency is
measured by a four-point scale in four rating disiens, includingdrganization Development
Grammar and Lexical ChoicandPlagiarism The development of scoring rubrics is consistent
with the multidimensional nature of language prieficy (Bachman 1990).

Each of these four dimensions is divided into fiearels with score points ranging from 1
to 4. The writing responses are graded by expegteaching assistants (TAS) in the Division
of English as an International Language (DEIL) #1O. In the operational EPT scoring, all

raters are instructors of ESL courses and havaddgtemandatory writing rater training led by
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the ESL TA supervisor. Each essay is read by aters and the final score is the one two raters
agree on. In case of extreme score differencesgithan 1 score point), the essay is given to a
third reader, and the two scores which are cldsesach other are used to determine the final

score.

3.2 Research Methods

3.2.1 Participants

Twelve EPT raters participated in the present sf{ade female and three male). Ten of
them are international graduate students in the E{T program and two are native speakers.
All participants are fluent in English reading amdting, therefore, their language proficiency
should not affect their reading comprehension of EBsays. All these participants had taught
ESL writing service courses at UIUC, but only setaad prior experience of operational EPT
essay grading. Those experienced EPT raters hattlatl the operational rater training session
and rated EPT essays using the current ratingasibrhe new raters, including the two native
speaking graduate teaching assistants, had never graded EPT essays before the data collection;
yet they were quite familiar with the rating scadles essay prompt, and the level of students’
writing among test takers as they were teachingdmee population in their ESL classes. Since
the current study does not emphasis in the langaggect of the EPT test, rater performance
would not be affected by their language backgrodingse twelve raters also shared similar
professional backgrounds. On average, raters laaddd English for over 10 years and had been
teaching English for over 3 semesters at UIUC. Betbey were admitted by the MATESL

program, all raters had taught in an ESL/EFL conftexat least more than one year.
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The major reason to choose these twelve particsparnhat this group represents the
major background of typical EPT raters and thusstitaries a sample that is representative of the
population to which the study is intended to gelsgaThough there are only two English native
speaking raters included in this study, the rateug was viewed as representative due to the
limited number of native speaking raters at DEIL.

This study adheres to all rules set forth by UlUd &ollege of Education for the use of
human subjects in research. The original resedeshvypas submitted to the UIUC Campus
Intuitional Review Board (IRB) and received appidvefore the data collection. The researcher
made sure that the confidentiality of all particifsthroughout the course of the study and
thereafter. All participants were informed in gtady consent form (see Appendix C) that their
answers will be kept confidential. All participamtgre fully informed of the purpose of the
study, the potential benefits of the study, thecgrated use of the data, and their rights and
responsibilities as study participants. They wefermed that they have the right to refuse to
participate in the study or to end their participatin the study at any time. All participating
teachers were given an ID number and no identifinfgrmation was included in the database
that contains their grading responses. No indaidesponses were attributed to an individual
participant by name or by any other way that theay loe specifically identified. This database
was password protected and accessible only taeearcher. This database was not being

stored on any network space.

3.2.2 Materials and Procedure
a. EPT essays

20 SEEPT essays were randomly selected as secondting data from 2007 EPT
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administrations. These essays had previously bm@hzed by removing examinees’ background
information including their name, major of studgjversity ID number and their student status.
Each essay was referred in this study by a fileemaomsisting of its test date and a serial
number. These experiment essays are stratifiedlsartiiat represent all four levels of
proficiency among EPT examinees, ranging from gfad¢oo low, grade 2—ESL 500, grade
3—ESL 501 and grade 4—exempted.

b. Rating rubrics

The previous EPT rating rubrics was developed by (2002) as a holistic scoring
scheme with four categories: @yganizationevaluates if a writing response has a clear
structural organization including introduction, body and conclusion; 2) Developmengxamines
the development of writer’s thesis statement; 3) Grammar and lexical choiceoks into the
linguistic feature in the writing responses; and 4) Plagiarismdimension tells if test takers
appropriately document the source materials asupporting evidences. For each category,
there are four full letter scale levels from 1 t(sde Appendix B).

c. Rater Training

All raters participated in a 60 minute trainingsiea at fall, 2007, which took place in a
computer room in the Foreign Languages Building/dC. The training session was delivered
to all raters by the researcher, using the sam@rigamaterials for demonstration and practice.
At the beginning of the training session, ratersenggven a copy of the SEEPT reading passage
of the target topic, related lecture notes andBEPT rating benchmarks. Raters then had 15
minutes to get familiar with the topic of the seéétSEEPT essays. After that, the researcher led
a 10 minute review session to go over the ratitgica and clarify the rating scales. A brief

description was also given on the definition of ftwer scoring criteria. After the review of rating
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rubrics, a demonstration tour of the rating instemtnwas given to each rater to teach them how
to use a computer-based scoring interface to gs&deP T essays and what the grading
requirements were. First of all, each rater rebdradout of the interface user manual. When they
finished reading, the function of each sectiontenihterface was explained and demonstrated
by the researcher. Raters then made their ownipeamh a computer by grading four stratified
sample essays (the same across raters). Aftee-anfinute break, raters discussed with the
researcher the ratings they had just given andarsdobrt Q and A session about the function of
the interface. After the discussion, each rateneg a new interface on their computer and

started grading the experiment essays preloadexiscoring engine.

3.3 Instrument: The Integrated Rating Environment

The major difference between previous studies ter effect and the current research is
that a computer based rating interface is desidpreithis study to deliver students’ writing
samples and collect raters’ scoring data during thexision making process. This rating
interface is a Geographical User Interface (GUIltem in Python with the Tkinter package. It
can be run on any Windows operating system. Thpgsar of the rating interface is to
automatically detect raters’ scoring event and @ssall grading records including score
assignment, reading speed, reading regressionngammments and sentence annotation made
by each rater. This rating instrument addressesatiee-text interaction in this study and also
allows raters to read, grade and answer post-rgtiegtionnaire on the same computer interface,
therefore, the current rater interface was namedrttegrated Rating Environment (IRE).
Compared to eye-tracking devices and retrospedat@ collection using paper surveys, the IRE

is a more cost effective tool that is able to ceptaters’ reading activities and automatically
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generate data for analysis.
The scoring page of the IRE can be divided intonsajor sections, including file buttons,

a search engine, a scoring section, radio buttotigjer and a text window (figure 3.2).

Rater Interface Q@@

File Edit Help

<< Prev File ‘ Next File >> ‘ Comment ‘ Good ‘ Bad ‘I_ 00:00:06

—{ The Rights for Animal Testing

An animal rights campaign which was broken out in UK, in 2005, brought a severe battle that between two
groups onto the world?s stage. Whether we have to go on the animal experiments was the main topic
among those people who held different beliefs. But, whatever the opponents against to; no matter how
reasonable their words seem to be, the animal testing should go on, and go on, in the name of the whole
world.

When we study those animals, we get knowledge. Therefore we will have the ability to produce drugs and
medicines to rescue all animals, not only human beings, from pain. There was a news few years ago which
mentioned the pigeon influenza that happened in Nepal. In that time, the strange death of pigeons was
wide spreaded. Village after village, city after city, even citizens began to be frighten, and they were afraid
that whether the desease would come to human body. Then the doctors from Asia and many other
countries gathered together in Nepal. They discussed the influenza, took experiments on those died or
dying pigeon, and about one year later they invented the vaccine which helped other survivals, both
pigeons and men, from being influenced. Isn#t it a happy ending? | belief if any one of the opponents was
the citizen of Nepal or had traveled to there during that time, he or she would also be glad that the doctors
produced vaccine, even it came from the results of animal testing.

Another point we should notignore but respect is the spirit that doctors and scientists are searching a way
which will help us to survive from this dangerous but hopeful universe. During the time when SARS broke
out, doctors and scientists did lots of experiment every day. Without sweet dreams in the night, without
delicious food or relaxing life in the day, the only thing accompanied with them was the hope that can
rescue animals and people from desease. They tested the animals, foxes, chickens, etc, but they never use
them on purpose to be cruel. Some pioneers of scientists even tried the newly-invented drugs on their
bodies. So what does testing animals even themselves for? For the healthier world in the future, for all
animals without any pains. And this is the idea that should not be against for.

Of course we also should be aware of not using animal experiment abusely. Every little creature has the
right to live. Some wild die for veterinary medicine sake, and we have to make their death valuable. £Of
‘course animals must be cared for properly and never used unless absolutely necessary. This is how we do

|

| Goto “ Submit Score
e NN e B R T TR A LT T T T ROy pes

Figure 3.2: Front Page of the Integrated Rating Eowment.

These six sections are associated with particulations: 1) the text window is used to
display the written samples from examinees. In oro@void the halo effect in rating, only one
essay appears on the window at one time. WherRfhéslopen, the color of the sample script
gradually fades away in 30 seconds so that thptseiil be too light to read. In order to read on

the text window, raters were required to use thasado highlight the sample script as they read
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the essay. They were also asked to annotate sestenphrases from sample writings as either
positive or negative scoring evidences that hedpntho assign a score. When leaving verbatim
annotations, raters highlighted sample scriptschiclled either the “Good” or “Bad” citation
button to mark them as positive or negative scoewvigence. After doing so, the annotated
sentences would be marked in the essay on thevtedow (Figure 3.3). On the instruction

page, the text window also gives raters a brietdgison about how to use the interface.

Rater, Interface
File Edit Help

<<PrevFile | NextFile>> | Comment Good Bad | 00:17:50

The Rights for Animal Testing

[1192135753 An animal rights campaign which was broken out in UK, in 2005, brought a severe battle that
between two groups onto the world#s stage 1192135753]. Whether we have to go on the animal
experiments was the main topic among those people who held different beliefs. But, whatever the
opponents against to; no matter how reasonable their words seem to be, the animal testing should go on,
and go on, in the name of the whole world.

Figure 3.3: The display of annotated sentenceléntéxt window.

There are five radio buttons and a clock abovedkiewindow: the clock records the
total grading time for each rater. Raters usedfnev File” and “Next File” buttons to go back
to the previous essay or move to the next essay:'Gbhod” and “Bad” annotation buttons were
used to assign sentences/phrases as raters’ seerdence. If raters would like to leave any
comments or feedbacks during grading, they clicked’‘Comment” button, typed their
comments in the comment window and inserted thenoemnts into the original text by clicking

in the text and then pressed the “Insert Commeuifbln. A sample lay-out of the comment
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window can be seen in Figure 3.4.

Rater Interface

Insert Comment Cancel | 00:27:10

comment window

Figure 3.4: The layout of interface before rateserts a rating comment.

Below the text window of the IRE, there is a seanbine and a scoring section. The
former helped raters to locate a particular esgagelarching the serial number assigned to that
essay. The scoring section was used to assigrda tpdhe present essay. The scoring scales
ranges from 1 to 4, which stands for different perfance levels in EPT writing section. Only
one letter grade was allowed in this study.

On the top of the interface, there are anotheleJfittons include: “File”, “Edit” and
“Help”. The “File” button provided options for rateto hide their comments or scoring
annotation in the original text, or helped ratersheck the comment and citations without

reading through the whole passage. (Figure 3.5)
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Rater Interface

ZEN Edit Help
Hide Comment ile >> l Comment Good Bad i 00:05:46
Show Comment Only |-
esting
Hide Citation lign which was broken out in UK, in 2005, brought a severe battle that between two

Show Citation Only is stage. Whether we have to go on the animal experiments was the main topic
o held different beliefs. But, whatever the opponents against to; no matter how
Reload Current File seem to be, the animal testing should go on, and go on, in the name of the whole

‘When we study those animals, we get knowledge. Therefore we will have the ability to produce drugs and
medicines to rescue all animals, not only human beings, from pain. There was a news few years ago which
mentioned the pigeon influenza that happened in Nepal. In that time, the strange death of pigeons was
wide spreaded. Village after village, city after city, even citizens began to be frighten, and they were afraid
‘that whether the desease would come to human body. Then the doctors from Asia and many other
countries gathered together in Nepal. They discussed the influenza, took experiments on those died or
dying pigeon, and about one year later they invented the vaccine which helped other survivals, both
pigeons and men, from being influenced. Isnit it a happy ending? | belief if any one of the opponents was
\the citizen of Nepal or had traveled to there during that time, he or she would also be glad that the doctors
produced vaccine, even it came from the results of animal testing.

‘Another point we should notignore but respect is the spirit that doctors and scientists are searching a way
‘which will help us to survive from this dangerous but hopeful universe. During the time when SARS broke
out, doctors and scientists did lots of experiment every day. Without sweet dreams in the night, without
delicious food or relaxing life in the day, the only thing accompanied with them was the hope that can
irescue animals and people from desease. They tested the animals, foxes, chickens, etc, butthey never use
them on purpose to be cruel. Some pioneers of scientists even tried the newly-invented drugs on their
bodies. So what does testing animals even themselves for? For the healthier world in the future, for all
animals without any pains. And this is the idea that should not be against for.

Of course we also should be aware of not using animal experiment abusely. Every little creature has the
right to live. Some wild die for veterinary medicine sake, and we have to make their death valuable. £0Of
course animals must be cared for nronerlv and never used unless absolutelv necessarv. This is how we do

Figure 3.5: The function of the “file” button.

The “Edit” button can be used to delete annotatmnsomments that raters made. If
raters left an inappropriate comment by mistakey ttould use this “Edit” button to remove the
record that they just made. This button also prewithe option that raters may remove all the

scoring annotations or comments for a particulaagsnd re-do the scoring. (Figure 3.6)
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Rater Interface

Delete Previous Good Citation

.J* Delete Previous Bad Citation

Delete Previous Comment

Restore The Original Article (Caution)

<<PrevFile | NextFile>> || 00:42:23 |

Figure 3.6: The function of “Edit” button.

When raters finished grading, they were directefdto scoring questions by clicking the

“Next File” button. (Figure 3.7)
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Ralar [nlerlace

<< Prev File Comment

TESTING CN ANIMALS 1. Which criterion

Scientist and doctors makz researchto keep socisty muchheakier and stror ger fo diseases. Therefore, aﬂent-:ln D when
they nzually use animals bn make tesls for medical purposes Bot, today thee iz 8 discussion betaeen |
opponents of animel tegting and ecieatistz. Itiz argued that widzzpread usage afanimalz in exparimen:z
eouae hazardsua and permonent effceta on them. Hawever, | czrtalnly agree that anlmala miuat be uace for
testing I medleal research because not anly 12 am mal b2 2t bensficlal for mankind, but reszarehsers have
ne wther eptlons In Jature, Besides, trstlng on human belngs s strictly forbldden In mest counties dusto
the unethical reasons.

Onz ofthe reason why scientiste nesd to test on animals for medical purposss is that animal testing results
in bensficial effacts and whola sociaty bacaues animal testing provides medical improvernents such as |
sofety testings far vaccines, drugs ard toxicology. Besides thal, according to a unive-sity spokemwoman  JC. Vocabylary and
fram Oxford, although they are respectful for apponent?s ideas. Oxfard and othar reputable universities | arammar

have to make more nvestigatinnz on animala tn =:ve homan lives Therefore, animal tesbing has vital |
Irpartance for mad cal pragrazz regarding Itz Benefite far thie mankind. | D. Plaglarlem

animals ars the close st lving belng bo humans: In hature, 55 researches have to use them since they heve
ne other eptions, According to the lecture, neady 15 millicn animals are usedin egpeniments inayear. One
can claim tat usags of animal insuch large scale s dangercus, but what if the results show that HVIA DS
can e cursd T Frobably, tat will amest mare than 13 milllon peoplelts raes, Morecys), the Rasaarch
Ustance Soctaly daclaras that scisntizt Use anmals 0 a 1288 pecentags than expected, but avan that small
poeticn includes the most imporfant research for medical purposes, since animals are like the elalives of
humars in nature.

Selentiztz havete makefzate ananlmalz secalze maar aauntrlza Inthe warld prahlbE Fa nze human

belngs. Far Inzstanes, In jenstlesflaled It 2 2t farhlddam 1o capy abuman belng ar avzm repraduces a pant
efhuran kelng ke 2rgons kecaues oclitioe moetly eesume thet kle unathical 2 make any changee an
humar?s DRA dueto the religiovs and cultural reasons, Thus, scientists have to uzes JMats of animals to

cantinus their researcl, This exarple shows that wivy more tian 500 well-known signatures have coms << I >
Logellisn Mor Hie declaration W Rack 2nimel besting fon medival (esediches g VKB avciding L9 e anlivle,

E] Gota I| Submit Score'

Figure 3.7: The display of the essay question windo

There are two multiple-choice questions and twatshieswer questions for each essay.
These four questions are the same across all e§sagaswer the multiple choice questions,
raters chose one of the four radio buttons A to Ethe question window and click the arrow
button to move to the previous or next questionafiswer the short answer questions, raters first
clicked the “Answer” button in the question winddyped their answers in the pop-out answer
window and then clicked “Submit” button to turntiveir answers. When they were done with all
four questions, raters moved to next file by clnckihe right hand arrow button.

All of these scoring events were automatically rded by IRE and a timed scoring log
was generated for each rater. This log displaygsateading behaviors by specifying when a

rater started and finished grading and also whidicpéar script this rater was reading at a
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particular time. In this case, the pattern of gitexxt reading can be estimated based on their
reading speed and reading regression. In adduioaters’ reading pattern, this log also provides

temporal and spatial information of raters’ scoraagnments and sentence citations. (Figure 3.8)

Python Shell - B[]

Fle Edit Debug Options ‘Windows Help

IDLE 1.2.1 ==== No Jubprocess ====

FrE

Jat Jep 29 13:43:31 2007 | Starting Program

Sat Sep 29 13:43:58 Z007|| Selecting ||1.117 1.212

Jat Jep 29 13:44:06 2007 | 3Start adding coment

Jat Sep 29 15:44:49 2007|| ALDD COMMENT|| Thesiz statement clearly shous
stance but could he improved by mapping out further developmwent.

Sat Sep 29 13:44:57 2007 | TALEE CITATICN GOOD || MNow matter what, we sho
uld recognize that animal testing, 1z important and mwany Limes necessary

[
N

Sat Jep 29 13:45:00 2007 | Selecting ||3.
Sat Jep 29 13:45:03 2007|| Selecting ||3.
Jat Jep Z9 13:45:34 2007|| Selecting ||3.
Jat Sep 29 13:46:04 2007|| Selecting ||4.
Sat Jep 29 13:46:16 2007 | Selecting |[3.0 .1

Sat Jep 29 13:46:39 2007 | TAEE CITATICH GOOD || Animal research as the
lecture points out is necessary for the medical progress and as result b
wnans can have heneficts from it. in example of this beneficts are the e
laboration of drugs and other wedical procedure. In this way the animal
testing could have a practical application in treating sowe illness as i
g the cancer.

Jat Sep 29 13:46:45 2007|| Start adding comment

Sat Jep 29 13:46:56 2007 | ADD COMMENT|| good summary

2
1
2
1

0O = O =
LS QR S T L R s |

Sat Jep 29 13:47:01 2007 | Selecting ||5.0 5.7
Sat Jep 29 13:47:17 2007 | Selecting ||7.0 T.d
Sat Zep 259 13:47:29 2007|| 3electing ||5.429 5.430
Sat Jep 29 13:47:40 2007 | Selecting ||7.0 7.6

Figure 3.8: The layout of a typical rater’s’ scogrevent log.

Each individual rater was given a grading foldeichirconsists of a copy of the rating
interface with assigned writing samples preloadead ihe data engine and a text file of user's
guidebook of the IRE. A 15 minute demonstratiorsg@swas also given to all raters on how to

use the interface on their own computer. To stadigg, raters were required to copy the rating
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interface onto the desktop of their own computetels’ reading behavior or their scoring record
were automatically detected and saved in the engimenever raters made a scoring event, such
as highlighting a sentence or clicking a radio dutt If they would like to stop in the middle of
their grading, raters was informed to close intfay clicking “Exit” in the “File” button.

When the rating was completed, raters were askedrtgpress their scoring folder onto the

desktop of their own computer and uploaded theeddpe to a shared website.

3.4 Procedure

The current research took in a computer room at@JIThe rater training and essay
grading were held in the same room. The reseaftlesent an email invitation to all of the
current EPT raters to explain the content of thislg and ask for their participation. The first
twelve raters who contacted the researcher to worfieir participation were selected. Before
the experiemental session, raters participatedsid-ainute training where the participants were
taught how to use a rating interface to grade E93ays and make practice on a group of sample
essays.

After the training session, each participant gra2@@&EPT essays which were identical
across participants. During their grading procest®rs were required to annotate
sentences/phrases from the sample essay as tlemewidf their score assignment. They were
also asked to leave comments and answer ratindgiope®n the IRE. Raters' scoring record and
decision making process were monitored and fudhetyzed by the rating instrument in the

present study.
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3.5 Data

The data collected in the current study consishigfe parts. The first part is the sanitized
writing responses from previous EPT test takere. rfBsearcher uploaded writing samples into a
computer-based rating interface and assigned eashieee a unique ID number that appeared
on the rating interface.

The second part of the data is raters' scoringdsamollected by the rating environment.
These scoring records include raters' scoring stad&e, time of each rating event, their scoring
annotations, comments and their responses to sguestions. The ID number associated with
each examinee/rater were used as the file naméecedtiate the source of rating records.
During the study, only this number was referrethgtead of any personal information of the
participants.

The third part of the data was collected from ggrtints' survey questionnaires after
their grading session. As rater reliability mayodie affected by raters’ professional background,
a survey guestionnaire was designed to collectg'diackground information with regard to
their ESL/EFL teaching experience, instruction@iu® and also their essay scoring experience.
This questionnaire was also used to elicit frorensatheir reflective feedbacks on the training
session and their rating process. This three pagstipnnaire consists of 9 Matrix Questions and
an open end question (see Appendix A). The questiom was designed in this way to be more
user-friendly to the respondent and also to agfiereomparability and comprehensibility of
responses by eliciting both objective and subjectesponses. This questionnaire was emailed to
each rater after the experiment session. They agked to upload their anonymous

guestionnaire onto a shared website to assurallairvey questions were honestly answered.
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3.6 Measurements

In the current study, the researcher measuredadugvortant entities representing essay

features and raters’ dynamic scoring process. Timaaps of variables were measured in this

study. These variables include essay featuressragading comprehension and their essay

scoring behaviors. The interaction between thiesset categories were analyzed to test related

research hypotheses in this study, thus helping uaderstand raters’ reading comprehension

and decision making process when grading ESL essays

Reading Pattern: raters’ scoring events and theeiding responses were automatically

monitored and recorded by the IRE.

1)

2)
3)

4)

1)

2)

Readers’ total reading time and letter-per-seceading rate for each essay were
recorded by the interface.

Raters’ go-back rate within and across paragraphs.

The time-by-location information of raters’ senterselection in each experiment
essay, including when, where and how many timessaegress to a previous sentences
during reading. This information was monitored andtically via the mouse click during
sentence selection.

Reading Comprehension and Scoring Behavior.

The time-by-location information of raters’ verbmatannotation as both positive and
negative evidences of their scoring decision. Emeporal and spatial information of
raters’ annotation was recorded when raters higtdjthe selected sentence and click
related category button (Good or Bad).

The time-by-location information of the raters’ com@nts. The interface recorded when

and where raters inserted comments and how muehititnok them to formulate their
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3)

4)

5)

1)

2)

3)

4)

5)

6)

comments.

The letter grade score for each essay.

Raters’ responses to four scoring questions afttigg each essay. Their answers to two
multiple choices questions and two short answestijues were extracted from the
interface, as well as their response time.

Raters’ answers to a survey questionnaire afteexiperiment session. Information with
regard to raters’ self-reported teaching and sgogxperience were collected from the
guestionnaire.

Essay Features: The experiment essays were pratasgseanalyzed by Python and SAS.
Word frequency. The experiment essays were proddssython to examine their
average word frequency.

Essay length. The total characters in an essay eadcalated by Python as the indicator
of essay length.

Total number of subject-verb mismatch at senteecel lfor each essay was estimated as
the indicator of syntactic anomaly.

Total number of clauses in each essay and lettesgrdgence sentence length was
calculated by Python as the indicators of syntamimplexity.

The total number and location of inconsistent anaiphreferent and the total number of
tense shift in each essay were calculated as itwdgcaf discourse incoherence.

The density and word frequency of sentences coarseit each essay were calculated by

Python as indicators of discourse coherence.
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4.1 Rater’s Reading Pattern

CHAPTER 4

RESULT

Results from the current study indicate that esatgrs had different reading speeds

during text reading. Some raters' reading ratestanbally deviate from the group mean.

Grader'’s letter-per-second (LPS) reading rate &mheessay is demonstrated in Table 4.1, which

displays that the mean reading rate varies acetss Compared to the group mean reading rate

17.58 Ips, the mean reading rates for some ragagsrater 1, 4 and 7, are remarkably higher.

Rater 5 and rater 9, on the other hand, had surglyslow reading rates at 8.74 Ips and 8.73 Ips,

respectively.

Table 4.1: Raters’ letter-per-second reading rate.

0 M Mean StdDey hdin GET
1 19 25.28 7.B3 15.50 42437
2 19 11.76 4.02 5.84 17.54
3 20 20.94 4.80 11.79 30.38
4 18 26.43 14.23 10.10 4929
5 20 8.74 4.32 4 95 2062
B 18 18.00 5.49 8.81 27 B5
7 20 24.93 8.94 8.04 44.09
d 20 21.16 5.07 11.71 30.33
9 20 3.73 4 57 2.49 22.26
10 20 12.37 3.91 4.06 20.03
11 20 16.81 479 89.64 26.00
12 19 15.80 g9.42 /.63 31.85

Note: * N is not always 20 as some raters accidigrgdkipped essays.

In order to get a better understanding of the nbtynaf rater’s reading speed, the LPS

reading rate is transformed into word-per-minute (&PM). Using data from the UDHR in
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Unicode databadeEnglish has an average word length of 5.10 chersicThe estimated WPM
reading rates for twelve participants are displayetable 4.2.

Table 4.2: Rater’s word-per-minute reading rate.

n] M Mean StdDey hlin hax

1 19 300.94 /B3 182.33 493 47
2 19 138.35 4.02 B3.71 206,35
3 20 248.35 4.8 138.71 357 .41
4 18 310.94 1423 118.82 579.588
) 20 102.82 432 68.35 242559
B 18 211.76 5.49 115.41 J25.29
7 20 293.29 89.94 106.35 518.71
g 20 24894 .07 137 .76 35652
g 20 102.71 4 67 29.29 261.588
10 20 146653 3.91 47 76 235 65
11 20 197 .76 479 113.41 J05.55
12 19 185.88 842 89,76 37471

According to the literature of reading comprehenstbe average text reading rate for a
mature English reader is around 200 to 250 wpman l&dult individual reads from a computer
monitor, it is estimated that he spends 20% to &8te reading time than he does from papers
(Bailey, 1999). Ziefle (1998) investigated the effeon reading performance using hard copy
and two resolutions of monitors: 1664x1200 pix&BQ dpi) vs. 832 x 600 pixels (60 dpi). His
study found that reading from hard copy was rejidaster (200 wpm versus 180 wpm on
screen). In this case, the reading speed rangefadult English reader on a computer monitor

would be estimated as 180 to 230 wpm.

! TheUDHR in Unicodedatabase demonstrates the use of Unicode for e weidety of languages, using the Universal

Declaration of Human Rights (UDHR) as a represamatext. http://blogamundo.net/lab/wordlengtiisé UDHR was
selected because it is available in a large nummbé&nguages from the Office of the United Natidtigh Commissioner for
Human Rights (OHCHR) dtttp://www.unhchr.ch/udhr/
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If this reading rate is borrowed as the indicatoa aormal reading speed in this study,
some raters’ reading rates may raise eye-browgeTdre three raters, 1, 4 and 7, whose reading
rates hit over 300 wpm and their maximum readingsravere even faster than 400 wpm. At such
a fast reading speed, raters’ text comprehensignsuiéer significantly. For rater 4 and 7, their
standard deviations of reading rate were the higiaasamong all raters, which indicates that
their reading rates varied substantially due ttedght text features or essay qualities. Rater 1,
however, had a remarkably high reading rate aabessays and a medium standard deviation,
suggesting that he consistently read faster thiaer oaiters.

These different reading behaviors might be accalfaeby the individual difference of
rater’s reading ability. In this study, howeveiisthossibility can be excluded as all of these
participants are fluent English readers whose G&iBal scores are ranked above 70% of their
peers. Those non-native speaking participants btadreed a TOEFL score over 627 (paper-
pencil test) and they had already studied in aengsbgram for around two years. If rater’s
reading ability is not taken into considerationpidner explanation to this result is that some
raters, such as rater 1, were speed reading dilmangessay grading, suggesting that they might
skim, scan or skip some passages. Such a reaelrayior, however, may impede their essay
comprehension and hence challenge the validitii@f scoring.

Studies of speed reading suggest that comprehedsmimes as a reader increases
reading speed above the normal rate. Just and @ard&987) compared the reading
comprehension of speed readers and normal readéfeand that the normal readers got an
overall better understanding of the reading passkugy reported that the speed readers did as
well as the normal readers on the general gidtetdxt, but were worse at details. In fact, the

speed readers performed only slightly better thgroap of people who simply skimmed
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through the passage. In the context of essay gradsreaders must fully comprehend the
content of students’ writing before assigning essayres, speed reading may in fact jeopardize
the validity and/or reliability of their scoringa bther words, the fact that raters assign an essay
score without thorough comprehension of the tek¢rd@nes that no accurate and consistent
inferences of the target criterion could be madseaon test score. In this study, the reliability
of rater 1 and his impact on test validity wereler analyzed through other scoring behaviors
such as his text reading pattern and his scoriogsto

In addition to raters’ reading time, their overalading patterns were estimated in this
study. The visual representations of their lineading pattern are presented in Figure 4.1, 4.2,
4.3 and 4.4. In these scatter plot charts, thekldats stand for readers’ mouse clicks when
highlighting sentences during their text readinige Tocation of the black dots carries both
temporal and spatial information about when andre/inea text raters made the mouse-click.
The X-axis in these charts represents reading déingethe Y-axis stands for the length of an
essay. Both of these two variables are normalipeti@ one unit change of time is
corresponding to one unit change of essay length.

This two-dimensional chart then depicts the temlpamd spatial representations of raters’
sentence selection/highlighting during reading,chihveflect the overall pattern of raters’ text
reading. If a rater reads essays at a uniform ngdegverall reading pattern is predicted as a 45-
degree linear representation starting from theirrithis linear reading pattern suggests that one
unit of his reading time is corresponding to oné ahthe total length of essays. The slope of
this linear trend stands for the reading speedenthié dispersion of these mouse-click dots along
the linear pattern represents the degree of chasfgesater’s reading rate. The larger the

dispersion of these black dots in these chartanitie frequently raters change their reading
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speeds due to different text features or essaytgsalf the slope of a linear reading pattern is
larger than 45 degrees or if most of the black dhitster towards the upper range of this chart,
this rater’s reading rate is overall steady yetefiathan the “robot-like” reading rate as he reads
more than one unit total length of essays withia onit of his normalized reading time. If the
slope of the linear reading pattern is smaller #hamlegrees or if most of the black dots cluster
towards the lower part of the chart, this rateeading rate is slower than the uniform reading
rate. In this study, raters had to keep highligihBentences in order to read essays on the
interface. The time and location of their mousekdj therefore, were automatically monitored
by the rating interface and future processed byytaon-analyzer to estimate raters’ reading
patterns. The current results report that partidgpaave four major reading patterns that can be

illustrated in the following charts.
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Figure 4.1: The linear reading patterns of reade318, 9, 5 and 11 (clockwise).
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The evident linear patterns in Figure 4.1 demotestizat these six raters had a linear
reading pattern during their essay grading, whigdgssts that they all had a relatively smooth
and consistent reading rate. The fact that the malisk dots form one linear line starting from
the origin in each chart implies that each ratertetl reading an essay from the beginning of
their reading time and arrived at the end of tteagsvhen the reading time was up. This
monolinear reading pattern hence suggests that tésrs read each essay for one time only
before they reached their scoring decision. Thegeaulick dots of rater 1, 3, and 8 cluster
around 45 degree line, which indicates that thiessetdid not make frequent reading
digression$during their essay grading. The other three rateFsgure 4.1, on the other hand,
made more reading regression to previous sentéslcewn by dots below the line) or reading
projections to the following sentences (shown big @bove the line). This explains why their
mouse-click dots have a larger dispersion ardbadi5-degree linear reading pattern.

The reading patterns of rater 1 and rater 9 demaesjuite unusual reading behaviors
compared to the other four raters in Figure 4.% MMitear line of rater 1's reading pattern
suggests a fast reading rate as most of his mdiekedots cluster above the 45-degree linear
trend. This result confirms previous findings alera’ text reading speed. Based on the visual
representation of rater 1's text reading pattens, plausible to conclude that this rater reacheac
essay at a consistent fast speed. He made only eeéaling digressions during text reading,
which implies that he did not make frequent compraiion check when grading a sample essay.
Quite on the opposite of rater 1, rater 9 made rdmtant reading digressions as displayed in
Figure 4.1. Besides the fact that in general hd neast essays for one time, rater 9 tended to

skip or skim some sentences in the first half @he@xt and quite often skimmed the whole

2 Reading digression refers to a temporary eye-mewtrdeparture from the current sentence/phaseeto th

previous/following or a more distant string beftie reading of the current subject is resumed.
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passage again towards the end of his reading. dibstamntial amount of reading digressions
slowed down his reading speed. The fact that midsisanouse-click dots sit below the 45-
degree diagonal line infers a low reading ratesTimding is also supported by the results in
Table 4.2 where rater 9 is ranked the third sloweatier among twelve.

Compared to the six raters in Figure 4.1, the foihg raters share a different reading
pattern in Figure 4.2. The linear reading traithefse four raters can be represented by two lines
that are roughly parallel. The presence of twodimeading patterns provides strong evidences
that these four raters read most essays two tiftesfacts that the upper line is steeper than 45
degree and the lower line starts from the middlhefX-axis suggest that these raters first
skimmed the passage at a fast reading rate andtaead re-reading the essay from almost the
very beginning of the text since the initial poafithe lower line is very close to the X-axis. As
both of these two lines have a slope larger thadetfsee, raters seemed to read faster than they
would normally do if they read each essay once.diigir reading digressions, as we can see
from this chart, are much more frequent than th&tefirst group as the mouse-click dots
spread in a larger range.

These raters’ frequent reading digressions and tbpeated reading suggest a more
engaged reading process and a positive impactemntéxt comprehension. As we’ve reviewed
in previous chapters, text comprehension requil@m@lex process. Besides the text-based
word recognition and syntactic parsing of a serdgreader must also construct a meaning
representation that is coherent at both local doload) levels. This process requires readers to
determine, for example, what entities pronounsdefohite descriptions refer to, and make
inferences about relationships between events mtities (Staub and Rayner, 2006). This

process also increases the probability of readeggession or digression during the silent
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reading of long passages. In this case, givenithiéas reading ability, readers who repeated
reading and had more reading digressions made effarts to process the text-base
information and hence inferred a coherent mearepgaisentation of the reading passage.

This impact of repeated reading behaviors on readite and text comprehension has
been examined in the psychology of reading. In sshugt-term experiments, repeated reading
was found to yield improved comprehension of theipaar passage that was read . Faulkner
and Levy (1999) used repeated reading with reatesss skill levels and proposed that the
benefits of repeated reading for low-skilled readeay be limited to word-level skills, whereas
higher skilled readers would improve in reading poshension as well as rate. Therrien (2004)
conducted a meta-analysis to examine the prospegéins of fluency and comprehension as a
result of repeated reading. His analysis indicttasrepeated reading increases reading fluency
and comprehension and can be used as an intemveatiocrease overall fluency and

comprehension ability.
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4.2: The linear patterns of rater 2, 4, 6, and t¢kwise).
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Figure 4.3: The reading patterns of reader 12 ang@ight).

The reading pattern of the third group of readatsrs, as shown in Figure 4.3, does not
demonstrate a clear linear trait. It seems thatetheo raters constantly make reading
regressions or projections, especially rater 12 Tigure shows that he skimmed the whole
passage a couple of times during reading and ading frequently regressed to the very
beginning or the introduction of an essay.

Raters' different reading traits reported in Figle-4.3 may be affected by their scoring
experience. Among the current participants, seveéhem are experienced raters who
participated in the EPT rater training and had atswred in operational EPT sessions for over
two semesters. Compared to these experienced,rdtersther five raters, rater 5, 6, 8, 9 and 11,
hadn’t obtained either operational rater trainingeBT grading experiences by the time of data
collection in this study. However, they were quamiliar with the scoring rubrics of the EPT as
they used the same benchmark to evaluate theestsicessays in ESL writing courses for over

two semesters. Despite the familiarity of EPT muaenchmarks and ESL essays written by the
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same student population, the non-experienced ragerslightly different reading behaviors.
Compared to the operational EPT raters, all unechiiaters, except for rater 6, demonstrated a
monolinear reading pattern and made less readgrgstiions. The experienced raters, on the
other hand, had more diverse reading patterns.

Table 4.3: Estimates of raters’ reading pattere: tbgression R-square and raters’ Ips
reading rate.

|0 R sguare [Reading Speed
1 0.7565 2528
2 11.76
3 0.7368 2094
4 2643
5 0.592 8.74
b 0.4533 18.00
7 0.3354 2493
8 0.7734 21.16
5 0.4117 8.73
10 1237
11 0,752 16.81
12 15.80

In this study, raters’ reading patterns were furtieantified statistically by regressing the
normalized length of essay onto the normalizedingatiime. Table 4.3 provides summary
statistics of raters’ regression R-square andedlegading rates. The larger the R-square, the
larger probability that the temporal-spatial repraation of a rater’s reading pattern regresses
towards a linear line and the smaller the readiggedsion rate, suggesting a less probability that
readers regress to previous essay chunks or sydslafiltheir attention to the following or
more distant strings . This result coincides vegjiwith our previous observations in Figure
4.1-4.3 and these two indicators (regression Ryegaiad reading rate) provide useful
information to interpret raters’ reading comprehensFirst of all, their reading speed is highly

correlated with the linearity pattern in Figure-4.B. Those who had a high reading rate and

79



high regression R-square, such as rater 1, 3 aten8onstrated a clear monolinear reading
pattern without many reading digressions. As weligeussed in earlier paragraphs, this finding
provides evidences of impaired text comprehenssamce these raters read at unusually high
rates and they did not make frequent comprehert$ieok during essay grading, they might not
be able to fully comprehend the text base inforamaéind/or construct a meaningful global
representation of an essay. On the other handsnateo had a low regression R-square not only
made more frequent reading digressions but alsnodstrated two-line or non-linear reading
patterns. Last but not least, low regression R+sguteend to be associated with experienced
raters, such as rater 2, 4, 8 and 12. The firsethaters repeated reading each essay during
grading and the last one had a non-linear readaig All of them had made abundant reading
digressions to check their text comprehension dutie experiment.

In this study, raters’ text comprehension was ety addressed through raters’ score
assignment and rater reliability. As all ratershis study read the same set of essays and they
were equally acquainted with the scoring critettig, reliability of their scoring depends on their
text comprehension and their judgment of essayittpsalin this study, it is hypothesized that the
reliability of a rater’s scoring would be jeoparelikif his unusual reading behavior may impair
his text comprehension at both text base and disedavels.

Raters’ scoring assignments and the correlatiowdst these holistic scores are reported
in Table 4.4 and 4.5. Despite the fact that thedsied deviation of rater 1's scoring assignment is
the largest among raters, the results in TablesHdsv no significant difference between score
means. The results reported in Table 4.5, howeesnonstrate that some raters’ scoring
judgments are not statistically correlated with sberes assigned by others. For example, the

essay scores assigned by rater 1 were not sigmifjoeorrelated with that of seven other raters
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and also a comparatively low inter-rater reliapiliith the rest four raters. This result indicates
a low agreement or concordance between rater thanother raters. This disagreement is
strongly associated with raters’ different readedpaviors during essay grading. Those raters
who had high reading digression rates and compaftatiow reading rate, for example, rater 2,
10 and 12 in Table 4.5, have a higher inter-ragkally. This finding supports the Hypothesis 1
in this study:

Hypothesis 1: A high reading digression rate arldw reading rate indicate an engaged
reading comprehension process during essay gradiegce these indices are positively

associated with rater reliability in a writing test

According to the results in Table 4.5 and 4.3,rfateeading digression rate itself is
associated with their score agreement; therefore, it could be viewed as an indicator of rater
concordance. A high inter-rater reliability is iargeral associated with a high reading digression
rate and vice-versa. Compared to inexperiencedstateost EPT raters who had training and
grading experiences (except for rater 1) tend teetmhigher reading digression rate and thus
have a higher inter-rater reliability. It seemst tiigperienced raters internalized the scoring
criteria during their training and previous scorprgctice and they knew already what to look
for when grading an essay. On the other hand attetthat raters made frequent reading
digressions and repeatedly read an essay alsothelpsto construct meaningful inferences of

the writing discourse, hence enabling them to reachccurate judgment of essay quality.
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Table 4.4: Summery Statistics of Raters' Scoreghssent.

Rater ID rl r2 r3 r4 r5 ré r7 r8 ro9 r10 rl11 ril2
Mean 245 280 270 315 235 245 259 245 260 250 280 275
Std 094 052 066 075 049 069 051 060 075 0.61 0.70 0.64
No.
Article 19 19 20 18 20 18 20 20 20 20 20 19

Table 4.5: Estimate of Inter-rater Reliability.

Correlation | rl r2 r3 rd r5 ré r7 r8 ro rlo r11 rl12
ri 1.00
r2 0.64 1.00
r3 0.35 0.64 1.00
r4 0.45 0.62 0.56 1.00
rs 0.22 0.49 054 0.45 1.00
ré 0.44 0.65 0.74 052 0.80 1.00
r7 052 066 054 0.26 046 0.66 1.00
r8 0.29 050 040 041 030 053 0.69 1.00
r9 0.26 051 0.65 040 0.31 0.62 056 0.59 1.00
ri0 0.39 061 0.73 0.66 062 0.81 0.64 052 047 1.00
ril 041 043 034 0.15 037 061 055 051 0.32 059 1.00
ri2 031 069 086 065 062 069 054 052 0.69 0.67 0.38 1.00
#
Non-Corr 7 1 3 3 5 0 2 4 4 1 6 2

4.2 Rater’s Attention Distribution

For each essay, the average reading rates acsassseaese demonstrated in Table 4.6,
which reports that raters’ reading rates vary islly due to certain essay features. For
example, the mean reading rate for essay 9 andel@var 22 Ips, while that of essay 1 and 2 are
around 10 to 13 Ips. This result suggests thatarsaghay find it more difficult or easier to read

certain essays before they reach their scorings .
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Table 4.6: The letter-per-second reading rate &ohesssay.

Textid M Mean Std Max Min
1 12 10.44 5.08 249 2238
2 12 13.71 6.36 3.19 2737
3 12 1517 10.08 5.22 42 66
4 11 13.92 713 5.53 27 65
5 12 1712 10.6 7.28 44 07
G 12 16.64 9.79 5.82 38.67
7 12 15.68 6.7 8.99 28.22
a8 12 15.89 12.5 5.38 4507
9 11 23.56 12.76 E.1 4929
10 12 2224 12.36 7.19 4409
11 11 15.48 5.47 5.51 387
12 12 15.16 G.42 4 96 26.84
13 12 167 8.87 4.06 31.89
14 12 18.3 G.86 8.5 30.38
15 12 18.32 g.43 5.86 31.85
16 10 17.84 7.05 5.88 30.33
17 12 23.07 g.44 9.86 42 37
18 11 1911 g.74 8.78 42 54
19 12 191 9.24 5.67 33.85
20 11 21.31 6.71 13.83 33.16

In this study, no strong correlation is observetiMeen essay score and the mean reading
time associated with each essay. The differentimgadtes across essay can be accounted for by
various essay features shown in Table 4.7. Prevaging studies have reported that text
reading rate is significantly affected by text teas. This finding is supported by correlations
between seven essay features and rater’s readengnréable 4.7.

Table 4.7: Correlations between seven essay fesatune rater’s reading rate.

vocab word sentences  subsent trancount trantype freq
Unit Time| 012 0.24 0.08 0.24 -0.35 -0.37 0.14
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In this tableyocabis defined as the total number of vocabulary show20 essays
excluding stop words (defined as words that hakigla frequency and low semantic
information, such as ‘the’YMordrefers to the total number of vocabulary includsbtgp words.
Sentencestands for the total number of sentence sutisenthe total number of sub-sentences.
Trancountmeans the total number of transitional words adtypethe total number of
different transitional words in these essdyreq refers to the total word frequency. The word
frequency was estimated with Brown Corpus, whiclnigaconsists of newspaper articles. In
this studyFreqis referred as the weighted average word frequemegsays, with the weight
defined as word frequency of the vocabulary froravidr Corpus.

Raters’ total reading time for each essay is paditicorrelated with essay features
includingtotal number of words, total number of sub-sentsacel is negatively correlated with
number and type dfansitional words The fact that both positive and negative effects
reading time are observed implies that some essdyres may facilitate raters’ text
comprehension and accelerate reader’s readingwhtike, other features impair their reading
comprehension. For example, the number of tramsitidevices and their logical categories are
negatively correlated with reading time, which seglg that raters spend less time on essays with
more transitional devices that belong to variowggdal categories (e.g. causal, temporal and
compare/contrast). This result is consistent withftndings in the reading studies of situation
models which suggest that the presence of tranaitidevices help to construct text coherence
and thus facilitate readers’ integration of upcagnimformation into the evolving mental
representation (Zwaan, et al., 1998). On the dthed, other sentence features, especially the
total number of wordword) and the number of clause in an essap§ent)are positively

correlated with reading time. Readers spend more teading longer essays that have a larger

84



vocabulary varietyword, sentenceandsubsentand more complex syntactic structures
(subsent This finding also confirms the conclusion fromeyious studies of eye movement in
reading comprehension (e.g. Hyond and Vainio, 2001; Rayner, 1998).

The positive correlation between word frequency i@adling time, however, is
contradictory to previous findings that predictesyative effect of word frequency on reading
time. In this study, it seems that readers spene itime if the average word frequency in a text
is higher. This surprising result may be explaibgdwo experiment conditions: 1) the word
frequency might be biased by spelling errors ofithefrequency words in this study, thus it was
not accurately estimated, 2) within the current ¢estext, the high frequency words had their
synonyms in the EPT reading passage or the lethiateaters were quite familiarly with.
Therefore, the low frequency words did not impeskders’ comprehension.

Based on raters’ sentence selection/highlighting,distribution of their attention on each
essay were estimated via the distribution of tteal reading time on each essay. Evident
patterns of raters’ attention distribution (meaduaie time spent on certain parts of an essay) can
be observed for seven essays in Figure 4.4, inlnkiexis represents the essay length and Y-
axis the reading time. In this figure, we can $e¢ some parts of these essays receive more
attention as raters spent more time on these chiihkse are four major attention distribution
patterns identified in this study: 1) uniform distrtion. Raters’ reading time is evenly
distributed to each sentence in essay 3 and 9rR@itbnot pay extra attention to a particular
chunk in these two essays. 2) Unimodal distributhost raters spent more time reading the
body of essay 5 and 4 and skimmed the beginningadohg parts of these two essays. 3)
Bimodal distribution. For essay 17 and 16, readatisntion evenly clusters around the two

chunks located right after the beginning and befioeeending of the text. 4) Trimodal
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distribution. Essay 11 draws raters’ attentionh introduction, conclusion and the very middle
part of the text. These different attention disttibns lead us to a plausible conclusion that
raters’ reading time is affected by the featurewaniting quality of a particular essay such as
essay organization, content, syntactic complexitylagical coherence. This finding is
supported by the literature of reading comprehaengtor example, if an essay contains a
syntactic anomaly that strongly impedes compreloenseaders are expected to spend more
time reading or reeading this chunk or adjacent scripts as well (Braze et al., 2002; Deutsch and
Bentin, 2001; Ni et al., 1998; Pearlmutter et al., 1999). In this case, reading time can be viewed

as a robust indicator of reader’s attention distidn as we observe in Figure 4.4.

Uniform

Unimodal

Trimodal

86



Figure 4.4: The distribution of raters’ attentiocr@ss essays.

The fact that raters have a common attention sppeadparticular essay may signal the
existence of a shared reading pattern among ratbish may provide behavioral evidence to
evaluate the validity and reliability of a writingst. If a rater did not distribute his attentibe t
way other raters did on a given essay, it is higingbable that this rater was lack of attention
during text reading or he paid more attention tel@vant response categories that should not
have been focused on. As a result, this rater nrmghable to assign a score from the shared/pre-
designed scoring criteria, thus reducing the ratgeement and test reliability. Another
sequential problem is that the test score failepvesent or represents less precisely test takers’
ability level for the target construct as this ratey evaluate an essay based on a construct-
irrelevant variability. In this case, a threatésttvalidity can be predicted as well.

Figure 4.4 depicts a rough distribution of readatigntion among different parts of an
essay. As an alternate method to display ratdesitain, a text-base representation of their
reading time demonstrates more detailed textuatmmétion of the strings or chunks that raters
focus on. By visualizing the attention “hot spatefined as sentences/phrases that receive more
attention) on each essay, we are able to diremtll &t the text chunks that cost readers more
time to read and hence analyze their featurehdmotspot attention display, for a certain area in
an essay, the color goes from yellow to red altted reading time increases. That is to say,

the darker the scripts, the more attention thesptsdave obtained from all readers. For
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example, raters’ attention distribution is repreedrby different font colors on essay 11 and 5 in

Figure 4.5 and 4.6, respectively.

Figure 4.5: The hotspot display of raters’ readitgention for essay 11.

The hotspots of raters' attention are associatddaeertain text features. In Figure 4.4,
essay 11 is a text with a uniform distribution e@ders’ attention as there is no significant
attention cluster observed from the histogram cliiante look at Figure 4.5, however, some
attention hotspots are identified as readers ggéatively more time reading the thesis
statement, the topic sentences in each body patagrad the transitional devices in this text.

Similar features of the hot spots are also obseiv&dgure 4.6, in which the hot-spot trait is

88



consistent with the unimodal distribution in Figdrd. Readers seem to pay most attention to the
body part of this essay. If we take a closer lootha color of sentences, we can find that most
attention hotspots cluster around the followingngs: 1) Thesis statement and adjacent chunks.
The red color of the second paragraph indicatdsleat raters spent more time reading this
paragraph as the thesis statement of this essaw sltis paragraph. 2) Topic sentence. The first
sentences in paragraph 3 to 6, as the topic sentehow a relatively darker color, suggesting
that these sentences receive more attention freersreé8) Sentences carrying transitional
devices. Among those “hot” sentences, a large tyaoiesentence connectors are observed. For
examplethereforein the last sentence of paragraph 2, st of all, second, thirandin
summaryat the beginning of paragraph 3 to 6. Readeremel spent relatively more reading
time on the second paragraph, but they paid ever attention to sentence connectors, e.g.

according to, thuandbesides
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The strongly believe that animal rights problems derivated from animal testing will be done well in the

near future,

255 by observing an egg. Therefore, it is quite difficult to avoid this Kind of ex perimer
ing really helps people get more about scientific knowledge and make a lot of contribution to human
civilization.

hink torture or abuse can be controlled to a

Figure 4.6: The hotspot display of raters’ readigiention for essay

These findings again are supported by readingesutiat focus on essay responses and
text coherence. The fact that raters spent more tgading topic sentences and thesis statement
can by interpreted by previous findings about sit@sponse to different essay qualities. As
raters base their judgments primarily on the carded organization of student writing, essay
chunks (e.g. thesis statement or topic sentenaeeptle categorized into these two criteria are
expected to attract more attentidtieedman 1979, 1981, 1984; Freedman & Calfee, 1983). On
the other hand, readers’ attention on transitideaices confirm linguists’ claims that

connectives help to construct a coherent text sgmtation and the presence of sentence

90



connectors is positely correlated with readers’ text comprehension (Van den Broek, 1988; Van

den Broek, et al., 2001). In this study, rater&@mtion on transitional devices is predicted due to
the fact that sentence connectors help to condtygictal coherence for the development of an
argumentative essay. As raters pay more attentitimelse response criteria, they would naturally
search for sentence connectors as evidences afdbg&tence.

Besides raters’ reading time, their score assigmimsaaiso strongly correlated with
certain essay features. Table 4.8 reports thelatime between eleven essay features and the
scores assigned by twelve raters. In this tabtad stands for the total number of words in each
essay including repeated words and stop wdofdsabularyrefers to the total number of non-
repeated words excluding stop wor8gentence Lengib defined as the total letters in a
sentenceSentencestands for the total number of sentence @mblsentencese total number of
sub-sentence€ategory of Tran. Worthdicates the types of transitional words dinan. Word
the total number of transitional wordsssay lengtls estimated through total letters and
punctuations in an essay awrd Lengththe average number of letters in a wakéhrd Per.
Sentencestands for the average number of words in a seatiemeach essaword Frequency
refers to the weighted average word frequency ol @ssay, with the weight defined as word

frequency of the vocabulary from Brown Corpus.
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Table 4.8: Correlation between Essay Feature€ardy Scores

Essay Features mean min max std | Corr. Coefficient | P-value
\Word 402.55 20500 533.00 74.21 028 023
Vocabulary 125.55 83.00 171.00 25.02 0.47 0.03
ISentence Length 89.15 57.16 117.48 14.96 0.49 0.03
ISentence 27.75 20.00 38.00 453 013 0.50
[Subsentences 51.40 27.00 68.00 10.73 0.25 0.29
ICategory of Tran. Word 13.595 7.00 24.00 510 0.16 0.50
Tran. Word 8.70 4.00 13.00 3.21 0.34 0.14
Essay Length 2444 45 1783.00 | 317200 |424.70 037 010
\Word Length 6.09 5.61 6.78 0.26 0.25 028
Word Per. Sentence 14.68 932 19.74 256 039 009
\Word Frequency 0.02 0.01 0.04 0.01 .09 0.71

According to Table 4.8, certain essay features sis®docabularyandSentence Length
are significantly correlated with essay scoressTasult implies that if an essay contains more
non-repeated words and long sentences (generaaksm a sentence with a more sophisticated
structure), it tends to obtain a higher essay s&esides these two indicatoEssay Lengtland
Word Per Sentencaso demonstrate a relatively high correlatiorhvinidividual essay score.
These findings confirm the interaction betweenrsagend texts, hence supporting the second
hypothesis.

Hypothesis 2: If there is an interaction betweeterand essay writer, raters’ scoring

decision is associated with essay features.

In this study, both raters’ reading time and tisewring decision making are affected by
linguistic features, e.g. characteristics of vodalhand sentence, in an essay. The current
results imply that if a text contains long sentencemposed of sub-phrase and a large number of
non-repeated vocabularies, raters would spend timoeereading this passage and tend to leave a

relatively high score. This is a valid predictioased on the findings in the literature of
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automated essay scoring (e.g. Burstet. al. 1998; Valenti, et. al., 2003). As one of the earliest
implementation of automated essay grading engirige® Essay Grade (PEG) primarily relies
on style analysis of surface linguistic features oéxt. Therefore, an essay is predominantly
graded based on prescribed writing “proxes”. Amthrage “proxes”, essay length defined as the
amount of words in an essay is viewed as the ptasen of writing fluency and word length as
the indication of diction as less common wordsaddten longer (Valenti, et. al., 2003). Besides
essay length and word length, the size of vocapugaalso used as a robust feature that reflects

writing qualities (Burstein, et. al, 1998).

4.3 Rater’s Decision Making

4.3.1 The Dynamic Information: Verbatim Annotation and Score Comments

In this study, raters were required to annotatéesees/phrases from sample essay as the
evidence of their score decision. They were alged$o leave comments and answer rating
guestions on the interface. Raters' online scairents including annotating and commenting
were hence automatically monitored and analyzeth®yRE.

Table 4.9 demonstrates the summary statisticst@fs'acoring comments, which could
be divided into two major categories: positive coamts that acknowledge writer’s strength or
negative comments that point out the flaws in aagdf a comment contains both positive and
negative essay features, it will be counted inctegory of‘both”. Table 4.9 displays the type
of comment assorted by rater ID. Individual diffeces regarding raters’ commenting preference
are observed in this table: the proportion of pasicomments versus negative comments varies

across raters. However, generally speaking, régérsiore negative comments than positive
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ones. This overall pattern of raters’ commentingfgnence suggests that it may be easier for
raters to identify the ill-formed essay featuresewlevaluating essay qualities.

Table 4.9: Summary statistics of raters’ commepéety

D Megative bioth Fuositive GrandTotal Good/Bad
1 12 3 15 0.25

2 23 4 27 01733

3 39 3 11 53| 0.252051

4 17 2 17 36 1

5 53 12 B5| 0.226415

B 41 16 27 84| 0.658537

7 30 ] 11 46| 0.366667

8 59 13 21 93| 0.355932

9 52 B 55| 0.1153385

10 34 3 3 40| 0.055235

11 a1 4 9 B4| 0.176471

12 49 5 1 55| 0.020405

Grand Total 460 51 125 36| 0.271739

The categorization of raters’ scoring commentdge affected by essay features and
writing qualities. Table 4.10 displays the totahrher of positive, negative and neutral
comments sorted by essay. The ratio of positiveegmtive comments is highly correlated with
essay scores. For a well-structure text, suchssy/els/, the total amount of positive comments
outweighed that of the negative ones; hence the related positive/negative comment ratio is one of
the largest in Table 4.10. On the other hand, éssay is ill-written, e.g. text 4, raters tend to

focus on the imperfections of this text and leaggative critiques.
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Table 4.10: Summary statistics of raters’ commgpe t

textid bad both good Grand Total | Good/Bad
1 22 6 6 34 0.27
2 24 12 36 0.50
3 20 2 13 35 0.65
4 33 4 37 0.12
5 17 2 9 28 0.53
6 35 2 1 38 0.03
7 27 4 3 34 0.11
8 29 3 2 34 0.07
9 20 1 1 22 0.05
10 15 3 9 27 0.60
11 22 7 5 34 0.23
12 27 1 4 32 0.15
13 39 1 5 45 0.13
14 10 3 15 28 1.50
15 34 1 1 36 0.03
16 24 2 3 29 0.13
17 9 4 15 28 1.67
18 26 2 5 33 0.19
19 20 4 2 26 0.10
20 7 3 10 20 1.43
Grand Total 460 51 125 636 0.27

During raters’ essay grading, they also made efibsitive or negative verbatim
annotations as the evidence of their scoring juddn#estrong correlation is observed between
the proportion of positive/negative annotations tirelaverage score for each essay. To sum up,
results from Table 4.10 and 4.11 suggest thatxtperanent essays are associated with different
ratios of positive versus negative comments andtations. These two ratios are significantly
correlated with the average essay scbred(763 for commenp < 0.001; F=0.752 for
annotationp < 0.001). The strong correlation between ratexw'esassignment and their scoring
behaviours suggest that the way they make theisideds reflected not only in their score

assignment but also in their scoring behaviourf stscsentence selection, verbatim annotation
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and comments, as these behaviors are inseparablef fizeir rating process. This conclusion
confirms the Hypothesis 3 proposed in the curnewgstigation.

Table 4.11: Number of positive and negative anmmaty essay

textid BAD GOOD Grand Total | Good/BAD
1 25 24 49 0.96
2 39 24 63 0.62
3 23 35 58 1.52
4 48 18 66 0.38
5 36 29 65 0.81
6 45 5 50 0.11
7 31 13 44 0.42
8 27 11 38 0.41
9 25 11 36 0.44
10 21 21 42 1.00
11 27 11 38 0.41
12 35 12 47 0.34
13 36 19 55 0.53
14 15 30 45 2.00
15 55 2 57 0.04
16 23 11 34 0.48
17 7 25 32 3.57
18 27 26 53 0.96
19 21 18 39 0.86
20 8 36 44 4.50
Grand Total 574 381 955 0.66

An alternate method to demonstrate raters’ scdongon essay features and response
criteria is to map on the text the verbatim annotet and scoring comments that raters made as
the online evidence of their scoring decision mgkin Figure 4.7, the verbatim annotations for
an ill-formed essay and a well-written one are ldigpd. The blue font represents the negative
annotations made by all raters, the warm colordstdor the positive annotations, and the black
scripts mark the location where raters inserted #w®ring comments. The darker the color is
for a certain text chunk, the more frequent thatiezs annotated it as scoring evidence during

grading. As Figure 4.7 shows, the quality of thpempessay is quite low (received a score of 2),
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most annotations are associated with negative dsatyres. For the lower essay, however, most
comments emphasize in the strengths of this téydrd seems to be no remarkable pattern of the

distribution of comment insertion based on thisifey

The problam with animal testing came throu again in UK. Fifteen years ago scientisis and doctors signed a
declation pledging their support for amimal [esting. ‘-5=|I:_ I.lef_m a lormer family decided not to breed guinea pigs
for research the opponents take this as (ool 1o fight again for animal rights, this time against the Oxford
University.

Otherwise, | have to say that | am agres with ammal testing and in this essay, | will tray 1o show the good poinis
abou this particular practice.

Knowing the ammal lestmg. To understand animal testing is nen:essary to know what is this about. Using
] is mat ns o be i be more comg W) a5 pure

lg, 1 | edical p | M & desting of drugs werwise, applied
research is usad o improve lho prndur'm ity, For example, CBI!JE and the meat quality. And finally, satety
lesling. This 15 most used in cosmetology and toxicology, and this is the one that most of the opponents are
disagres with.

hll hebadocirlts have gooﬁpmnlsilsaas'j o say thm not agree, but why? Is more complicated, Is necessary
show the people that there are laws for aremal testing. Mambers of the Research Defense Society (RDS)
were publlsnecl a lol of cornrne-nts saying that he
OPPONETHS arne ¢ raying to converse the people thal the results are not the same in animals than in
humans, or 1|a:![ tiltL animals are in a lot of stress and that they rl|.‘f',' not response in Same way of i}l:l:lu.q an el
mark on the cosmetic -nclustnu Buth wabab e cruelty in th s 0f in the laws, but
there are good poinls also ke vac fuinea pigs that could be used in humans

Are they allemahves'? Which one could be an alternative 1o .smrrmltesllng humarl les!mg tlul [lIIbeIHt‘(FLN in

ihe chief of the Medical Research Council made a declar ¥ t
sgned, And shie think that (s as important now
nc a

sion, the use ol animals could have some cruelly ivvolved bl if is manage is order and following the
law the animals must not suffer because is something load that we nead.

rs
However, | think animal tesfing is inevitable and is
necessary for humangs benefits. it

Firstly, if we abandon animal testing, we will have to test on mankind, which is unethical and dangerous. F

ondly, scienfists are unable to find to replace animal testing. According to the reading material, the
en tz

Id

ly, animals can also get benefit from these research. Poulir fi
s, v

end, v ou

ould find that animal tesfing is good

er strict regulations and with fu
and creates great welfare for all the creatures on the earth.

testing could be well oper:

Figure 4.7: Hotspots of verbatim annotation foridformed essay (upper) and a well
written essay.
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| stpport ar | testing id keep going on b atolgies of
& | & way of timen rmal il s e e | egulate he | I 1 thiod
esides, animal rights persuaders are still put pressure on relevant research units and public institution.
Therefore, | strongly believe that ammmal nghts problems derivated Irom animal testing will be done well in the
near future,

First of all, ammal testin eCes558 wic area it

A cording to the lecture, there may be the same

1 beings, thus the benefits of animal tes

ne og

leq, and the growih pi g i nerefore, it is guite difficull (o avoid this kind of expenmeant.
Animal testing really C 2 a lot of contribution to humar

civilizaton

Third, | think torure or abuse can be controlled to a minimum scale via public supervising and governmental

legislation, From th o sC
nt
st
mient or y wspread abuse crual torture, but
many HNSEs ar T S40m reds I e B ents. Theratore, lhis S W I

Figure 4.8: Hotspots of verbatim annotations fosas5.

In Figure 4.8, the distribution of positive and atige annotations is more balanced

through text. The location of these verbatim antiarta and the feature of adjacent phrases in

this figure indicate that, when making annotatioasers focus on certain shared scoring criteria

such as idea development, organization and docat@miskills. For example, the positive hot

spots in Figure 4.8 sit on the topic sentence ofigeragraph, which can be viewed as evidences

of well-structured development of argumentationoter positive hot spot is the phrase that

indicates writer’s appropriate documentation ofrseumaterials provided in the writing test. As

the color of this phrase is dark in red, many sateve noticed this documentation evidence and
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have selected this sentence as positive scorimgese. This result indicates that raters follow a
shared scoring criterion defined@agiarismin the rating rubric. The negative annotations are
more difficult to categorize into a certain scorglighension. By looking at the content of
annotated sentences and their location, howevecaweell that the negative annotations are
more of the essay content level, putting more ersigha essay development than in overall text
organization.

Raters’ focus on the criterion of essay developnsealso reflected in their scoring
comments which have been categorized into fiveisgalimensions including 1) text
organization, 2) essay development, 3) grammaitedadal choice, 4) plagiarism and 5) extra-
rubric qualities such as writing skills and rhetafistrategies. Table 4.12 provides summary
statistics of the criteria that raters commentedioigeneral, raters’ comments are mostly
associated witlessay developmeribllowed bygrammar plagiarism extra-rubric qualitiesand
essay organizatian

Table 4.12: Summary of raters’ essay comment type.

Rater ID 1 2 3 4 5 Grand Total

1 2 3 4 5 1 15
2 3 17 0 5 2 27
3 0 39 4 8 2 53
4 1 20 7 4 5 36
5 0 50 13 2 1 65
6 4 51 20 12 3 84
7 2 30 6 6 3 46
8 1 70 11 23 0 93
9 1 33 17 4 4 58
10 0 33 5 0 3 40
11 2 48 15 3 0 64
12 1 35 9 2 8 55

Grand Total 17 429 111 74 32 636
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It seems that most raters viewesbay developmetite most fundamental scoring
dimension during their essay grading. Howevergttter of importance among these five
scoring dimensions are quite contradictory to ttsructions that raters received in the training
session. Before the data collection in the presermly, a 60-minute training session was
delivered to all participants. Each rater was giaeropy of the complete EPT scoring
benchmarks where five scoring dimensions and welgterformance evidences were listed. After
reviewing the scoring rubrics individually, ratevere assigned to grade four sample essays that
represent four scale levels of EPT writing. A detecalibration answer keys was given to raters
after their grading so that they could comparegifagles they assigned with the standard
placement results. A short group discussion wag &keér the placement check to help raters to
discuss with their peers the weight of each scadingension during essay grading and how to
distinguish essays placements that are of two adjeaxrale levels. During the discussion, raters
were instructed to pay most attention to the sgodimensions ofext organizatiorandessay
developmenRaters were specifically informed that they shawdtifocus on students’
grammatical errors unless it impedes their textm@ension. Based on the instruction of rater
training/recalibration, the most important scoragpect igext organizationfollowed byidea
development, plagiariseindgrammar and lexical choice

One possible explanation to this discrepancyasitinost essays had already displayed a
clear organization as the writing prompt requirest takers to produce an argumentative text
with a clear introduction, body and conclusion. fEfiere, it might be less necessary for raters to
comment on this criterion. In addition, it may lzesier for raters to provide comments on the

surface structures of an essay rather than tgeetessay organization at a global level.
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Different scoring foci were also observed betweaméed and untrained raters. In Table
4.12, the scoring criterion grammar and lexical choices viewed the second most important
scoring dimension. The remarkable amount of comsentthis dimension is contradictory to
the content of the EPT rater training, in whicreratwere explicitly instructed that the focus of
the EPT test is not students’ grammar knowledgeHh®mit academic writing ability in producing
an argumentative essay. If raters’ comment typarately reflects their scoring emphasis, this
discrepancy between test construct, rater traiamyrating criteria may jeopardize test validity.
Fortunately, there were only five raters whoseisgopcomments were closely related to
grammatical features: rater 5, 6, 8, 9, and11oAthese raters were relatively new ESL TAs who
had not been trained to grade operational EPT s¢sathe time of data collection. The lack of
EPT grading experience explains their attentiogreammatical and lexical features in EPT
essays. The fact that untrained raters tend to@wphasize the importance of grammar and

lexical choice provides useful information for tim@dification of rater training.

4.3.2 The Static Information: Post rating questionsand Essay scores

Besides the dynamic data that recorded raters’ métoemoment decision making, self-
reported rater responses were also collected fhenpdst-essay questions. Raters were asked to
answer four questions after grading each essayfifgiéwo were multiple choice questions,
asking raters which scoring criteria that they paimbt or least attention when grading an essay.
The next two short-answer questions required tleespécify the strengths and weaknesses of
every essay. Raters’ answers to two multiple chgieestions are reported in Table 4.13 and

4.14.
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Table 4.13: Summary of the scores that are involvedaters’ response to short
answer questions.

D 1 2 3 4| Grand Total
1 g 7 19 B 40
2 10 12 13 ] 40
3 1 18 2 159 40
4 12 g B 13 40
] 15 1 20 40
B 7 14 19 40
7 2 18 4 16 40
g 3 16 19 2 40
g g 10 g 11 g
10 ] 14 7 14 40
11 2 18 1 159 40
12 2 17 19 2 40

Grand Total a0 164 17 127 478

Table 4.13 shows twelve raters’ score choices af pmst rating questions. If we
compare the results of Table 4.13 and 4.12, aajisercy between raters’ self reported thoughts
and their online scoring behaviors can be obsefvedexample, many raters, such as rater 1, 2,
4, and 5, self-reported that they believed textainization is the most important aspect to
evaluate sample essays; while raters’ total counts of their scoring comments in this dimension
suggest otherwise. Many of them totally overloak #ssay criterion when they left critiques. In
fact, text organizatiorattracted the least attention among raters. Adcgricb Table 4.13, rater 1,
6 and 8 all reported that the rolegghmmar and lexical choicghould not be overemphasized
during essay grading as they ranked it as the legxirtant scoring dimension. Their scoring
comments, however, demonstrate a strong tendeactyhibse raters searched for grammatical
errors when reading essays as they left quitege lamount of grammar-related comments.
These results infer that raters' self-reported deganot always consistent with their actual
scoring behaviors. This finding implies that thereat experiment instrument may provide

supplementary information of raters’ decision magkgmocess for related survey studies since
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raters’ retrospective report may not be the aceudtection of what they think and/or what they
do.

Table 4.14 demonstrates that most raters vikna developmernhe most important
scoring dimension anxt organizatiorthe second most important dimension. When thegwer
asked what scoring is the least important amondainelisted in the rating rubrics, most raters
choseplagiarismrather thargrammar and lexical choic&hese results confirm raters’
perception of the ranking of four scoring aspeaisiftheir online grading behaviors. The self-
reported data provides similar focus when raterdentaeir score judgment as it is demonstrated
by rater annotations and comments. Twelve essaysrednked the importance of four rating
dimensions frondevelopmenas the highest followed Iptagiarism grammarandorganization
the lowest. Despite the fact that essay organizati@s underrepresented in essay rating, there
was a consensus among raters about what scortegathey took into consideration and how
important these criteria were to determine thel @asgay scores.

Table 4.14: Raters’ responses to two multiple ahagjgestions.

answerid 1 2 3 4| Grand Total
1 =) 151 B 7 242
2 ] 3 111 120 242
zrand Total a0 154 M7 12¢ 454

Notes: The row ID stands for the first two multiglleoice questions and the column
ID refers to four scoring dimensions from 1) orgamtion, 2) development, 3)
grammar to 4) plagiarism.
Hypothesis 4 in this study is supported by theltegtom Table 4.13 along with raters’
consensus on the foci of their sentence annotatnyhenting reported in Table 4.14. It suggests

that raters not only have an agreement on scoignassnt, but also share a common scoring

focus when evaluating writing qualities.
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CHAPTER 5

DISCUSSION

5.1. Revisit Rater Reliability via Raters' ReadingBehaviors

Moss (1994) argued that conventional operationiinaf reliability, including rater
reliability and task or score reliability, unnecasly privileged standardized assessment
practices over performance based assessment. dresrelfie called for the consideration of a
hermeneutic approach, which is a “holistic andgraéive approach to interpretation of human
phenomena that seeks to understand the wholehindfgts parts, repeatedly testing
interpretations against the available evidencd aatih of the parts can be accounted for in a
coherent interpretation of the whole” (p.7). Thisdy attempted to explore the potential of a
hermeneutic approach proposed by Moss. Insteaacasing on final scores assigned by rater,
this study explored the rating process and malepngtations and draw inferences of writing
tasks based on raters’ scoring behaviors.

Considering the fact that essay raters are tegtersaat the same time, their scoring
decision is naturally affected by their readingdebrs. As raters are presumed to understand
the content of the compositions in order to evawatiting quality, the current research method
provides an alternative means to quantify the lodltsg of raters' scoring decision making and
the related impact on test reliability and validaty investigating raters' text reading patterns.
The present study examines raters' reading belsaivmm several different angles, including
reading speed, reading digression-regression rat@tention distribution. The Integrated
Rating Environment offers a way to measure suclawebs directly. By doing so, the author is

able to study directly the nature of rater religypias a psychological/behavioral process instead
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of building our knowledge about rater reliability the final scoring result.

The results from the current study indicate thegrreeading speed and their reading
digression/regression rate can be considered astroiicators of text comprehension and
scoring focus. A fast reading rate and a low digi@srate suggest a lack of engagement during
reading and hence implying low rater reliabilityatBr 1, for example, read the essay at an
exceptionally high speed without frequent readiaghprehension check. His reading pattern
demonstrates a strong potential of lack of attentioring essay grading, which explains why
rater 1 is associated with a comparatively lowrimgger reliability. On the contrary, if a rater
has a high reading regression/digression rate aalh@vely low reading rate, it is probable that
this rater understands very well the essay comtetithas a thorough understanding of the
writing quality of the text. His reading pattem this case, may suggest a higher rater relighbilit
as he would be able to evaluate a composition mi@esely and consistently based on the
prescribed scoring rubrics. The inter-rater religbestimated from the scores assigned by the
current raters indeed points to the same direction.

Despite the importance of raters' role as texteeada writing test, their major reading
purpose is beyond basic text comprehension. Timeatk goal of their reading is to capture a
full range of writing quality of the essays and lexade the writing based on the scoring
benchmarks. There is no surprise that raters dimay more attention to the essay features that
are directly associated with the required scoringetisions. Therefore, when reading the text,
raters' reading speed is presumed to fluctuatkegsare expected to spend more time processing
certain text strings, such as topic sentencesistsetement and transitional phrases, and

scan/skim some essay chunks that are not diresslycgated with a particular scoring criterion.
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This assumption is supported by the results shoviiable 4.3 and 4.5. In this study, the
normalized length of all essays was regressedtbetaormalized reading time and Table 4.3
provides summary statistics of raters’ regressiesgBare and related reading rates. The larger
the R-square is, the larger probability that, hogvete reading rate is, this rater reads an edsay a
a constant speed. That is to say, a unit changeaéading time is associated with a unit
change of the total essay length. On the othed fmsmaller regression R-square suggests a
larger reading digression rate, indicating a lagyebability that the rater frequently regress to
previous essay chunks or shift his attention tdalewing or more distant strings. This reading
pattern may result in a more fluctuatingd®g speed; however, it does not necessarily imply a
slow reading rate, as we may observe on ratefTalte 4.3. Compared to reading rate, the
regression R-square as the estimate of ratershigeddyression rate is a more robust indicator of
rater reliability. The results in Table 4.5 suggést, regardless of raters' reading speed, a more
reliable rater in general demonstrates a largatimgadigression rate. This result suggests that
reliable raters are able to strategically proceextby capturing the target features prescribed i
the rating rubrics. The less reliable raters, havetend to assign a score based on their truly
“holistic” impression of a text, which may vary settively.

In this study, raters' reading time is also useelstamate their reading/scoring attention
within and across essays. The current resultsgtmsde robust information of the normality of
raters' text processing and essay scoring. Irsthidy, the rating normality was based on raters'
reading patterns and their scoring behaviors. Tioerfial” rating process requires a rater to
follow a certain reading pattern (relatively lovading rate and high reading digression rate) and
have a scoring and reading focus shared by most adters. Raters' attention distribution was

estimated via their reading time spent on particlkguistic units in an essay or certain essay
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chunks. In the current investigation, raters’ttoéading time for each essay is positively
correlated with essay features includtotal number of words, total number of sub-sentence
and is negatively correlated with number and typeamsitional words If this correlation is
assumed normal for all raters as a group, thedugkamination of each rater's reading time for
a particular essay would show if an individual ratemonstrates the same reading normality.
Along with the correlation between raters' readinge and essay features, raters' scoring foci on
certain essay strings or certain scoring dimensigere also estimated via reading time. For
example, according to Figure 4.4, most raters spemé time reading the introduction,
conclusion and the very middle part of essay fivellook into raters' scoring attention across
essays, it is evident that their reading time fiscéd by certain writing qualities of a
composition such as organization, content and &gicherence. In this case, reading time will
be a robust indicator of readers’ attention disifitn as we observed from Figure 4.4.

Besides the rough distribution of scoring attenbordifferent parts of an essay, this
study provides a text-based attention display soalize raters' attention distribution within an
essay. By visualizing the attention “hot spot” {detl as sentences/phrases that attract more
reading time) on each essay, we are able to diregimine the text chunks that readers paid
attention to and further analyse features of thet 9pot”. The current results show that the
distribution of raters' attention “hotspot” (hencaters' scoring foci) can be categorized into 1)
thesis statement and adjacent chunks; 2) topic sentence; and 3) sentences carrying transitional
devices. These findings can be considered as #ukng “normality” indicators, which provide a
guality control tool to examine rater reliabilifyjhe fact that most raters focus on certain essay
features and writing qualities implies the exiseen€behavioural agreement and consistency

when raters make their scoring decisions. If arddes not pay attention to those features that
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are expected to the shared scoring foci, the rnétiabf this rater may be jeopardized. In this
way, beyond statistical analysis based on rateosirgy judgement, rater reliability can be
studied directly by capturing the shared scorirgg &mong raters and hence directly looking into
rater agreement/consistency on his text readingsaodng decision making. A comprehensive
analysis of raters' reading patterns and theirisga@ttention/focus distribution at text base
would further povide a more thorough interpretation of rater disagreement; with regard to both

their final score assignments and their scoringsilmt making process.

5.2. Raters’ Decision Making: Online Data versus $eReported Data

Besides raters' reading time, reading digressitar eand attention distribution, another
two factors were used to examine their scoring bielias in the holistic scoring of EPT: raters'
verbatim annotation and their scoring commentshisistudy raters' annotation and comments
were categorized into either positive or negato@isg evidences. Results suggest that the
ratios of positive/negative annotations and comsé@rteach essay are significantly correlated
with the average score assigned by all raterstHaravords, a rater tends to leave more negative
comments and annotations to an essay associate@ \atv score. This result suggests that
raters’ decision making is reflected not only iritrscore assignment, but also in their scoring
behaviours such as annotating and commenting.

Rating comments were categorized into five scoasgects including 1) essay
organization, 2) essay development, 3) grammaitedadal choice, 4) plagiarism and 5) extra-
rubric qualities. This study assumed that the arhofinommentary/annotations can be viewed
as a measure of perceived importance of a certanng dimension. A further investigation of

the content of raters' annotation and comments dstraies that raters pay more attention to
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essay features that are associated with certarmgadimensions. According to Table 4.6, raters’
comments were most closely related to the sconitgrion ofessay developmeribllowed by
grammar plagiarism extra-rubric qualitiesandessay organizatioas the most important to the
least important. The verbatim annotations were @sssified roughly into the five categories
and the same focus @ssay developmewias also identified in the analysis of raters' aéirh
annotation. The number of comments associatedgraimmatical/lexical errors is ranked as the
second largest, indicating that grammar and lexevalso viewed as a fundamental scoring
criterion to determine an essay score.

This result, however, is quite contradictory tdertthe instructions that raters received in
the pre-scoring training session or their self-reggmbscoring focus in the post-rating
guestionnaire. For example, rater 1, 6 and 8 teddhat the role ajrammar and lexical choice
should not be overemphasized during essay graditigey ranked it as the least important
scoring dimension (see Table 4.14). Their scormgments, however, demonstrate a strong
tendency that these raters searched for grammaticak when reading essays as they left a
large amount of comments addressing grammar etrotige training/recalibration session,
however, raters were instructed to attend to tbersg dimensions diext organizatiorandessay
developmenf(This instruction was designed based on ratershieg@nd EPT grading at UIUC,
where they taught ESL academic writing coursestirnational students. In their writing
classes, English writing is taught for academigpsge (EAP) rather than English for specific
purposes (ESP). That is to say, the writing tatikdests have are highly contextualized within
an academic setting. The major purpose of thessetds hence to teach student the writing

skills that qualify them as a researcher or schaléineir own field of study. As teaching
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grammar and lexis is not the primary objectivehese courses, teachers are not expected to
focus on the correction of formal errors when eaihg students' writing assignments.

There are three possible interpretations of rageessive interest in grammatical and
lexical features. The first interpretation is titahay just be that grammar and lexical features
necessitate more and longer commentary. It migletalseer for a rater to explain his perception
of grammar and lexis than to explain perceptiontbér global features such as the organization
and idea development of an essay. This conclubmnever, is not supported by previous
studies in teacher/rater commentary in either LL2context. Studies on teacher commentary
on English composition reported that writing evéikescommentary is one of the great tasks
composition teachers share, and hence it has beeafdhe central areas of examination in
composition studies. However, when L1 and L2 contjposraters are asked to articulate their
scoring criteria via scoring comments, inconsisyesnad unevenness in evaluation become
apparent across raters (Brown, 1991; Kobayashi, 1992; Leki, 1995; Prior, 1995). As Devenney
(1989) pointed out, according to raters' scoringue@ntary, no group of raters can be
completely homogeneous in terms of the qualitiey tralue in students’ writing. While some
raters focus principally on substance, rhetoritalcsure, and writing style, others regularly aim
at mechanical concerns such as sentence gramradingpand punctuation (Gungle & Taylor,
1989). The fact is that most raters probably invakeique combination of these criteria and
assign different priorities to a number of theseocawns.

Connors and Lunsford (1993) conducted a large sowdéysis of teacher commentaries
on students' compositions. Their major researchaive was to study the patterns and features
of comments that address either formal errors @balcomments in response to the content of

the paper or to the specifically rhetorical aspetits organization. This study found that raters
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showed a balanced attention in their scoring contangito both global and formal features in

the compositions that they assessed. The reduheio finding are reported in Table 5.1.

111



Table 5.1: Numerical Results: Global Commentary é&esh (Connors & Lunsford,
1993).

Table
Mumerical Results: Global Commentary Research

Toral number of papers examined: 3,000

# of
3.000 Percentapge
Mumber of papers with global or rhetorical
COMmIMmiEn s 2,297  77% of all Ps
Papers without global or rhetorical comments 703 23%
MNumber of papers graded 2,241 75%
Mumber of papers with initial or terminal comments 1,934 04%
Mumber of initial comments 318 16% of Ps wich I or
T comments
Mumber of terminal comments 1,616 84% of Ps with [ or
T comments
Purpose of comments:
To give feedback on draft in process 242 11% of Ps with I or
T comments
To justify grades 1,355 59%
Global comments in general
Comments thar are all essenrially positive 172 9% of Ps with 1 or
T comments
Comments thar are all essentially negartive 451 23%
Comments that begin positively and then go 1o
negative BOE8 42%
Comments that begin negatively and chen go 1o
positive 217 11%
Comments that lead with rhetorical issues 692 36%
Commenis that lead with mechanical issues 357  18%
Very short comments—fewer than 10 words 460 24%
Very long comments—more than 100 words 101 5%
Comments focused exclusively on rherorical issues 472 4%
Comments focused exclusively on formal/mechanical
issuEs 435 I2%
Comments that argue with content poins made in
paper 478 Z4%
Comments that indicate use of mechanical criteria as
gate criteria {"The comma splices force me to give
this an F despite. ... ") 150 8%
Comments that give general reader response (“likef
dislike™) 322 1%
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Table

{Continued)
Toral number of papers examined: 3,000
# of
3,000 Percentage

Comments evaluating specific rhetorical elements:
Supporting evidence, examples, details 1,296 56% of all Ps with

comments
Organization 643  28%
Purpose 240 11%
Response to assignment 246 11%
Audience 137 6%
Owerall progress, beyond commentary on paper 176 8%
Comments that deal with specific formal elements:
Sentence structure 767  33% of all Ps with

comments
Paragraph structure 417 18%
Documentation 154 7%
Quotations 142 6%
Source materials 133 6%
Paper format 372 16%

Among 3000 experimental papers, they found that €@fwained global comments.
Around 24% comments focused exclusively on rhedbigsues and 22% on formal/mechanical
issues. The categorization of specific essay el&rnierConnors & Lunsford's study was not
100% aligned with the categorization in their inigegtion. Among the formal elements, it was
“sentence structure” that partially represents‘tgmammar and lexis” scoring dimension in the
present scoring rubrics. As the most widely notadhial feature, this element was mentioned in
33% of the commented papers. Since “sentence sgtaliadid not merely refer to syntactic or
grammatical complaints or corrections but longenoeents on the effectiveness of sentences,
the actual comments on pure syntax or lexis shocddr in less than one third of all commented
papers. The categories of “supporting evidencengkes, details” in Table 5.1 is a subset of the
scoring dimension of “essay development” in thespne scoring rubrics. A full 56% of all

papers with global comments contained comments@meffectiveness or the lack-of supporting
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details, evidence, or examples. The next most camyrtbscussed rhetorical element, at 28%,
was overall paper organization, especially issdi@stductory sections and issues of
conclusion and ending, and thematic coherence.

These results in Table 5.1 surprisingly coincidéhindings in the present study. The
rank order of number of comments addressing “supmpevidence, examples, details” and
“organization” is identical to that of two scoriegteria “essay development” and “essay
organization”. The lengths of comments show a lamg@tion. The longest comment they found
was over 250 words long, but long comments weréets common than short. Very short
comments fewer than ten words were much more conthanlonger comments. A full 24% of
all global comments had ten words or fewer; of these, many were a very few words, or one word-
such as "Organization" or "No thesis". There istrong evidence that grammar and lexical
features in the essays generate more and longeneotary. Based on their results as shown in
Table 5.1, it is also plausible to conclude th&tnsatend to address both formal and global issue
when leaving essay commentaries, and more glolatnamts are more frequently associated
with essay features about text organization and delopment.

A second interpretation of some rates' focus omgrar and lexis is that raters' language
background and their teaching and learning expeeiemay make their attention attend to certain
essay features. For example, non-native speaké&sglish may be exposed during their English
learning experience to a larger and richer fieltechnical jargon regarding lexis and grammar
than regarding idea development. Therefore, tRH6EFL raters might feel more comfortable
to leave commentaries associated with form-basedseiThis hypothesis is partially supported
by previous studies of essay raters' decision nggirocess. Cumming et al (2001) documented

three coordinated exploratory studies that devel@epirically a framework to describe the
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decision making of experienced writing raters wkealuating ESL/EFL compositions. They
found raters pay more attention to rhetoric andsda compositions they scored high than in
compositions they scored low, as appose to langieegeres. The ESL/EFL raters attended
more extensively, though, to language than to rieémnd overall ideas, whereas the English-
native-speaking (ENS) raters balanced more evéely attention to these features of the written
compositions.

Results from the current study, however, suggéfgrdnt conclusions. Both ESL/EFL
raters and ENS raters have demonstrated unexpetéeest in grammatical and lexical features
in essay commentaries. Among the five raters wftarlest language-related comments, three of
them are EFL raters and two are ENS raters. Theruresults show no significant difference
between the amount of language or idea commentsydESL/EFL raters and ENS raters.
Therefore, in the present study, it is plausibledoclude that raters' native language background
is not a primary factor that influences ratersrsgpcommentary focus. If we compare the
comments left for essays scored high and low, wefiod that raters tend to leave more negative
comments in essays with a low score than essalisaitgh score. The current results also
suggest that raters left a larger amount of comangraddressing ideas when grading essays that
was given a high score. The different commentacy damong raters were also observed, yet this
disagreement occurred between experienced andanerped raters rather than between
ESL/EFL and ENS raters.

It seems that raters' extensive focus on gramnthtexis in an essay could not be
accounted for by raters' language background ar teching experience, or by the nature of
grammar and lexis that necessitate more and laayementary. The current work proposes a

third interpretation: the large amount of commeertaon grammar and other language features
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may be accounted for by raters’ training and sgpexperiences. In this study, the number of
grammatical and lexical comments was not evenlgriagd among raters. Only a certain group
of raters that were extensively interested in $aisring dimension during essay commenting. In
the rater-recalibration session before the cumlatd collection, all raters were instructed to
focus on global features in a text such as orgénizand essay development. Nevertheless, five
raters, rater 5, 6, 8, 9 and 11, still left a langenber of comments that are closely related to
grammatical features. All of these raters weratihet inexperienced ESL TAs who had not been
trained to grade EPT essays before the experimhbatefore, these raters' unusual attention to
grammatical and lexical features in an EPT essajddoe explained by less training experience
and their lack of operational EPT grading experenc

Last but not least, the fact that the discreparmmcyied between raters' online scoring
behaviours and their self-reported information iiepkhat raters' self-reported scoring
focus/attention may not be consistent with thefualcscoring behaviours. In other words, raters'
retrospective report on how they arrive at theargg decision may not be an accurate reflection
of their decision making process. Due to the faat tvhat raters believe they do is not
necessarily what they actually do, the currentaesemethodology may provide supplementary
information to survey studies or studies adoptimgk-aloud method that are based exclusively
on rater's subjective opinion and hence open amedow for studies of test validity.

Raters' moment to moment scoring behaviors alsageaiseful information for the
design or modification of scoring rubrics. Cummetgal (2001) conducted a comprehensive
study of raters' decision making by collecting rsiteesponses in survey questionnaires or raters'
think-aloud protocols. They found that raters foon certain essay qualities when grading an

English composition. When asked what three qualitiey believed make for especially
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effective writing in the context of a compositioxeenination, the raters responded with various
related terms. The text qualities that they ma=diently mentioned were: (1) rhetorical
organization; (2) expression of ideas, including logic, argumentation, clarity, uniqueness, and
supporting points; (3) accuracy and fluency of English grammar and vocabulary; and (4) the
amount of written text produced. That the partioigavere able to identify and distinguish these
criteria with some uniformity may suggest that thesteria are of fundamental importance and
are concepts both conventional and common to ESL&SBessment practices. The definitions
of the first two text qualities in their study aenilar to the scoring dimensions of
“organization” and “idea development” in the pressindy. The fact that both these essay
qualities received more attention among ratersigsghat these two scoring dimensions should
be incorporated in the designing of scoring rubficsan ESL academic writing assessment
(TOEFL test in the study of Cumming et al and ERThie present study). The other two essay
gualities, “grammar and lexis” and “essay lengtleravless frequently mentioned by essay raters
according to their answers to survey questionnakgshis study has suggested an inconsistence
between raters' self-reported scoring focus/atterdind their actual scoring behaviours, it is
necessary to apply the current research methodatogynore comprehensive study targeting at
the essay qualities that raters focus on duringyegsading. The analysis of raters' natural
scoring foci based on their on-line scoring beharsanay provide insights or evidences to the
validation of scoring rubrics.

To sum up, a major advantage of this study is ¢p@se indicators beyond test scores
that are able to tap directly into raters' decisiaking process and hence provide alternative
methods to estimate the reliability and validityaoivriting test. Compared to other indicators of

raters’ decision making (final scores or think-aldtanscripts), these new indices (e.g. raters'
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reading digression rate, reading speed and the aapositives/negative comments or
annotations) are estimated from the online datiec®ld from raters’ decision making process,
thus they represent a more accurate reflectionaf raters arrive at their scoring decision. The
think aloud method is also a good attempt to capfue online record of raters’ decision making.
However, this method may generate an artificialisgoprocess as speaking-during-grading is
not a natural part of rating process and the thilokid behavior may even interfere with rater’s
decision making. Compared with the tedious mamaaiscription of the think aloud data, data

processing in this study is faster and easierigsamitomated.

5.3. Integrated Rating Environment: Advantages oflie Current Research Instrument

In reading studies, eye trackers have been useaptore features of readers’ eye
movement, including gaze durations, saccade lengtitsoccurrence of repressions, to draw
inferences of moment-by-moment cognitive processimgtext (Just & Carpenter, 1980).
Compared to traditional studies that ask partidipém read on paper, the eye tracking
methodology doesn't interrupt the natural readirecpss and provides moment-to-moment eye
movement data with great speed and precision. Tdrerat has been used as an important
source of language processing in reading studiesieder, eye tracking as a data collection
method has its own limitations.

First of all, this method is more costly as compaeother data collection methods. The
researchers who use eye tracking technology musaimed on how to use the equipment and
may need technical support to help participantsigetnd get calibrated with the device during
data collection.

In addition, eye tracking doesn’t provide infornagtiabout the success or failure of
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comprehending a text. Thus, the eye-tracking datst ime complemented with other
performance measures, such as retrospective coansien tests or cognitive interviews, which
will increase the data collection burden for paptnts.

Thirdly, it is difficult to code and analyze eyadking data, which may require the use of
specific software. To interpret eye tracking d#te, researchers much choose from a list of
dependent variables or metrics to analyze in the staeam and these metrics, such as fixation
duration and gaze duration, are not quite selfangiory. Assumptions and inferences must be
made when analyzing the eye tracking data and dlgase data need to be supplemented by
other performance measures.

In the current study, the Integrated Rating Enviment (IRE), a Python-based rating
interface, was used was used as the primary tatelieer the written samples to the raters and
collect their moment to moment scoring data and fhest-rating survey answers. The IRE has
many advantages compared with other methods ofddditeery and data collection.

First of all, the current Rating Environment allokasers to not only assign a score to an
essay, but also select and annotate phrases/sesiieom the sample writing during their
decision-making process. This function helps lagguasters to explore raters decision making
by looking at the online data instead of the fe@dre assignment. While other methods such as
think aloud method have also made the effort ttecobnline rating data, the IRE minimizes the
interference to the naturalness of grading procébe extra effort for raters to comment,
annotate and assign scores in IRE during essayngredrelatively small after short training and
hence has a relatively small impact on their ratiagision making. The 'select-highlight’
method used to collect reading pattern is not thetmatural way for text reading, however most

raters seem comfortable to this feature after a shiwoductory period. While the “observer's
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paradox” can never be completely resolved, theeatimesearch instrument performs better than
most other current research instruments.

Secondly, the IRE makes the scoring collection@amalysis automatic. All the events are
recorded into a log, which can be used as a saaraetomatically extract scoring data and
annotation data. As part of the IRE, the analgsimponents make the data extraction automatic.
No tedious transcription of oral speech or handiagiis needed and thousands of scoring
events are extracted and organized precisely withiliseconds. This rating interface also
enables researchers to visualize patterns orlulisions of raters' dynamic online scoring
behaviors, such as their reading pattern and aitedistribution over the texts.

Finally, it is also more cost effective for longtdince data transfer and data delivery. The
rating interface with the essays to be rated campb@aded to and downloaded from a website.
Therefore, the IRE saves shipping time and expetsesidition, the automatic data extraction
in the rating interface also avoids possible codirrgrs in the traditional method of essay
grading and data collection.

Though the IRE was designed for the study of ESibhgathis rating interface can be
applied in different writing contexts; therefore, the indicators generated in the present study are
not limited in the EPT writing test. The currenidy can be then expanded to examine essay
raters' decision making process in other writirgeasments that are of different test scales,

different rating rubrics and different scoring dimsens, for example, IELTS or TOEFL.
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CHAPTER 6

CONCLUSIONS

6.1. Findings and Limitations of the Current Study

In the current study, the ITM framework was adogtethvestigate raters' decision
making process for the EPT writing test at UIUCisIstudy looks into the construct validity of
the new version EPT from the perspective of ratesision making process. The purpose of this
paper is thus to evaluate if the Semi-Enhanced lBBdsures the target construct and if raters’
scoring behavior is consistent in their own gradngcross different raters. This study also
serves to test four research hypothesis noted below
Hypothesis 1:A high reading digression rate and a low readingerandicate an engaged
reading comprehension process during essay gradheyce these indices are positively
associated with rater reliability in a writing test
Hypothesis 2If there is an interaction between rater and gssaiter, raters’ scoring decision
is associated with essay features.
Hypothesis 3Raters’ decision making is reflected not onlyheir score assignment, but also in
their scoring behaviours such as sentence selectenbatim annotation and comment.
Hypothesis 4Raters not only have an agreement on score asggh but also share a common

scoring focus when evaluating writing qualities.

The current research findings support all these igpotheses. In this study, raters had a
common scoring attention (calculated from theit teading time), which is distributed

according to essay features related to prescribeahng criteria (e.gessay developmgnRaters
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also shared a common focus on the developmentiontduring essay commenting. Their
positive comment hotspots clustered around thésisraent, topic sentences and transitional
devices. On the other hand, the negative hotspetsiare of content level, putting more
emphasis in essay development than other scorntagiar These findings partially support that
the SEEPT raters in fact evaluate the studentdeaci& writing ability based on required scoring
dimensions, thus enforcing the construct validityhe test.

A strong rater-essay interaction has been obsemvituls study, indicating that raters'
scoring decision making is affected by their t@dding and also essay features. Raters' reading
time is correlated with various essay featureis. ffositively correlated with number of
vocabulary, essay length, the number of sentence and subsentence; and negatively correlated
with the number and category of transitional deviddost raters demonstrate a linear reading
pattern during their text reading and essay gradiirgter-text interaction is further supported
by the correlation between essay scores and taturis: essay score is positively correlated
with # of vocabulary, sentence length and trans#ti@evices. Essay score may be negatively
correlated with word frequency.

Raters' self-reported data is not consistent viadlr tscoring behaviors. Their sentence
annotation and scoring comments demonstrate diffes@ring focus comparing to their answers
to post-grading survey questions. This finding desti@ates a limitation in previous research
methodologies -- raters don't behave as they saad they thought they would. A difference
between trained rater and untrained rater is dsntified in this work. Compared to experienced
raters, untrained raters tend to over emphasisrthertance of "grammar and lexical choice".

Another purpose of the current study is to develmpirically an exploratory framework

that describes essay raters' decision-making psesashile holistically rating compositions in
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an integrated writing performance test, e. g. tR& Rriting test. Findings from the current
investigation implies that this purpose has bedmneaed via the descriptive analysis of raters'
reading patterns, their reading attention and saseoring focus on certain essay qualities. As
the status of this research remains exploratorthéu studies with more rigorous empirical
means, different populations, writing tasks, cands for writing, and methods of inquiry would
help to verify and refine the proposed frameworkhguch future work, the present descriptive
framework may serve as a fundamental pre-curstuttioe new models that specify or evaluate
procedures for rating ESL/EFL writing performanasks in different test contexts.

Generally speaking, raters' reading and scoring\iels represent their scoring process
and interrelated decisions that composition radegsexpected to make routinely while they
holistically rate essay samples in ESL/EFL writaggessments. These behaviors are worth
considering as benchmarks of decision making ingdesy schemefor scoring ESL writing;
providing instructions to guide raters; selecting, rating, or monitoring raters; creating checklists
of desirable behaviors for raters to use or learn to develop; identifying behaviors that might not
be desirable for specific a&ssment purposes; or conducting future research on this topic.
Moreover, findings from this research indicate #ipeaspects of decision making where
standardization or training of raters may be ablienprove raters' reliability or consistency
while scoring ESL/EFL composition.

Like previous research on raters' decision maknoggsses, the present study find that
the evaluation of ESL/EFL compositions involve mateive multifaceted decision making.
Fundamentally, the raters balance processes opretation with processes of judgment while
attending to numerous aspects of essay qualitiess&@ cognitive processes operate in

conjunction with criteria or values that experiethcaters necessarily use to guide their holistic
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scoring of writing samples. The rating tasks f@& pinesent research specify the scoring criteria
in advance and raters also share a similar teagmdgyrading experience in the same ESL
program, so the raters have to rely on both themumulated knowledge from prior experiences
in assessing essays and their familiarity to tloeisg benchmarks to guide themselves in
attributing scores to the writing samples. During &ssay grading, each rater was given the
scoring benchmarks and the recalibration essatlsatdhey were able to check the expected
performance for each scale (placement) level. Mgperienced raters, however, only referred to
these recalibration materials once or twice, inghcgthat while they rated the compositions they
have established the internalization of specifarisg criteria or they were able to recall criteria
or benchmark situations from their previous EPTdgrg experience. These findings may
usefully reflect prevailing educational norms aglas the accumulated, relevant experiences
that experienced raters possess. Therefore, tistibaichemes for rating ESL compositions may
necessarily require precise criteria as to thelsevkperformance expected of examinees on
particular tests and tasks in order to assure itxlinl the specific testing environment.

This research also makes suggestions in designehgnadifying scoring criteria for
assessing ESL/EFL writing performance. The expegdmaters participating in the present
study all showed a proportional balance in theagislen making between attention to rhetoric
and ideas and to language features in the ESL/BRipositions that they assessed. This finding
implies that when grading essays holistically, rasgill assess writing qualifies by evaluating
specific essay features in multiple scoring dimensi Indeed, analytic scales corresponding to
each of these scoring dimensions may more realisticepresent how experienced raters
conceptualize ESL/EFL writing proficiency than, Bsample, a single holistic scale that

combines these dimensions as in the current scateé EPT essay. Due to the placement
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purpose of the EPT writing test, analytic scaley alao provide useful diagnostic information
for the ESL instructors.

Results from the current study also suggest reasonsigh criteria differently toward
certain essay aspects at different placement lefelgating scale. It seems that raters' grammar
and lexis related comments are primarily associaidtlower-scored essays. The essays at the
higher end, however, obtained more comments asedanth rhetorics and ideas. This finding
implies that language aspects needs to be mor@lyearghted at the lower end of a rating
scales, while global features should be focuseleahigher end. The fact that most raters
attended more to language than to global featuresssays they graded low indicates that adult
ESL/EFL learners may have to attain a certain ttolekslevel in their language abilities before
raters can attend thoroughly to the ideas and ricat@bilities in compositions.

The overall behavioral evidence for raters' deaisiaking suggests that experienced
ESL raters' decision making might be fundamentsitiyilar across different types of writing
tasks, however, they probably still need uniqueeda for scoring particular types of writing
with a particular purpose. Indeed, most experidmagers in this research were so familiar with
the scoring benchmarks due to their previous ERigg experience, but some less experienced
raters found that they needed explicit guidelimekrtow how to evaluate examinees'
performance even though they have graded compesitibtheir ESL students by using a very
much similar scoring benchmarks. However, in thein ESL academic classes, they grade
composition to assess students' English writingi@emcy while in the EPT writing test, these
inexperienced EPT raters are supposed to evaltuatergs' writing qualities for placement
purpose. These different scoring purposes deterthatehe raters who did not have operational

scoring experience may demonstrate different sgdaoni as we observed in this study.
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In a related way, this study has confirmed thatigsoof raters with common professional
or educational backgrounds act in reference t@cerorms and expectations, as has been
shown in previous inquiry comparing the behavidrdifiering groups of raters of ESL
compositions. However, differences in decision-mgkrocesses across groups of raters may
not be as great as such other studies have founels analyzing their ratings of essays alone.
For instance, the ESL/EFL raters and ENS ratepdalisd fundamentally the same decision
making behaviors when rating comparable EPT esslysever, this conclusion probably only
makes sense within the limited discourse commuofity particular program at a specific
educational setting, rather than in reference eogtieat diversity of different text contexts.

Limitations of the descriptive framework also needbe considered. The fundamental
guestion that hasn't been answered in this stutbydhat extent decision making behaviors can
be generalized and standardized to evaluate teasacoring is reliable. Due to a small
convenience sample and the descriptive natureeostiidy, results from the current work cannot
be generalized to a larger population of essayegsad herefore, it would be premature to
conclude that the common behavioral patterns sHayeckperienced raters may provide precise
benchmarks to evaluate if a rater is reliable dr hovould be more appropriate to use the
current results as quality control tools for ratevnitoring and rater training. By comparing
raters' reading and scoring behaviors to the shgnaap behaviors, we may identify those raters
at risk and then take further actions before aeliable rater jeopardizes the validity of this
writing test. Additional statistical analysis, sueh a generalizability study, may also provide
useful information to test developers in termsest dependability and possible source of
measurement error.

In addition, the descriptive indicator of raterstsion making, e.g. reading time, reading
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digression rate and ratios of positive/negativeosations and comments, have their own
limitation. As these factors are newly appliedhe study of raters' decision making in the
current study, a further validation of these inthea may be necessary in a study of larger scale.
At current stage, there is not existing formulatatistical package which can be used to test the
significance of the normality of these indicatocsass different test contexts. In other words,
there is no fixed standard or cut-off value for tasult interpretation of these indicators and
these factors are all case sensitive. More workshaeded to validate the estimation of these
indices and further investigate the sense-of-basebue to the limited amount of data collected
in the present study, the employment of these atdis of raters' decision making in large scale
studies across different scoring dimensions isesiiltip necessary validation of the effectiveness
of these indicators in writing assessment.

Last but the not the least, the utility, claritydaaccessibility of the IRE should be further
evaluated and refined. For example, the currdatfecce doesn’t document the comments
deleted by users or any changes of assigned essdgsg Feedback from users of the interface
and computer interface developers should be cellettt review the current functions of the IRE
and make further modifications. In order to captinefull spectrum of graders’ essay
comprehension and decision making process, eyi@rigatechniques may also be used in future

studies to complement the use of one manual inpuite.

6.2. Future Studies
Due to the limitation of time frame and resouraeany topics regarding the rating
process of ESL writing performance assessmentsaréiscussed in this study. However, this

study provides the methodological means to thelatibn of writing performance assessments.
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Test validation, referred as a broad spectrum gfiecal data collection activities, may yield
evidence to justify using test scores for makingcHc types of inferences about examinees.
According to Miller and Crocker (1990), languagstées have conducted validation studies to
answer the following questions:

1. Does the writing exercise adequately repredemicontent domain?

2. Do different scoring procedures applied to direciting assessments yield similar

results (i.e., measure the same trait)?

3. Do direct and indirect measures of writing yisidhilar results (i.e., measure the same

trait)?

4. Can writing samples be used to predict extecniédria (e.g., course grades)?

5. What extraneous factors may influence examiedenmance or ratings assigned to

the writing sample?

Each type of these investigations exemplifies &ifipdype of validation operation in the
overall process of construct validation set forghvbessick (1989). According to this schema,
language testers in test validation do not exarmaevalidity of test content or test scores
themselves, but rather the validity of the way nternpret or use the information gathered
through the testing procedure.

In the current research target, the writing asseatsna fundamental question to be
answered in validation is that if raters accurasaiy consistently evaluate compositions based
on the prescribed benchmarks. Due to the subjentiigre of the scoring process in a
performance based wring test, the “rating validdyrectly determines if the test is actually

evaluating the target writing abilities of the testers or some other factors introduced in the
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rating process. Within the current framework, a r@@proach is applicable to the investigation
of “rating validity” by the micro analysis of ragrdecision making behaviors in rater training
and their operational scoring.

In writing tests, raters' scoring judgment was ¢gfly quantified and evaluated using a
rating scale. One of the basic questions that arif@ese situations is how to evaluate the quality
of subjective judgments obtained from raters. Tloeeg rater accuracy and consistency have
been a long-term research interest among schaldrteat experts. Most studies, however,
examine rater accuracy or consistency within stedisframeworks by addressing raters' final
score assignment only. For example, Engelhardgfl@&fined rater accuracy as the match
between the ratings obtained from operational sedad the ratings assigned by an expert panel
to a set of benchmark or exemplar performancesefibie, the higher the correspondence
between the operational and benchmark ratingdhigteer the level of rater accuracy. Within the
current research framework, rater accuracy andistengy can be examined by directly
investigating the correspondence between the astwaing behaviors of both operational raters
and expert raters. By using the current reseasthument, the rating interface, the behavioral
patterns of expert raters could be monitored amddstrdized to evaluate the accuracy and
consistency of operational raters. For exampldjiwithe context of large-scale ESL writing
assessment, e.g. TOEHt writing, a set of student papers from the fiekt @& an earlier
administration of the assessment can be selectedrmfimarks. These benchmark papers can
then be rated both by an expert panel and by apeedtraters, and the match between
operational and benchmark ratings can be used msl@ator of rater accuracy. The closer the
behavioral correspondence between the operatiatiags and the benchmark ratings, the higher

the level of accuracy. The rater consistency tleanle defined as the level or degree of

129



behavioral consistency an individual demonstratesparing to his previous ratings or peer
ratings. This new approach of examining rater aacyiand consistency then provides more
precise understanding of how and why a rater aratea particular scoring decision.

The current study also provides useful feedbachter screening and rater training, as
the results of rater accuracy can be used in tiaging programs to screen out inaccurate raters,
to provide feedback to inaccurate raters, to motite ongoing quality of raters over time, and
to evaluate the influences of rater training. la tlevelopment of an operational performance
assessment system using accuracy indices, theeevargety of substantive issues that need to
be addressed in future research. First of allgthee several questions related to the selection of
benchmark performances. How should the benchmafirpgances be selected? Should the
benchmarks be uniformly distributed over the scaleot? How should the reliability of the
benchmark ratings be determined via raters' scdma@viors? Next, it is important to consider
how to actually use the benchmark performanceswéh operational assessment system. How
accurate do raters have to be in order to be cereidaccurate enough to begin or to continue
rating? Is a "cut-off score" needed to define atatalp rater accuracy? If so, how should this
value be determined based on indicators represggrdters' scoring behaviors? How stable are
the behavior estimates of rater accuracy over tividiraters' reading and rating behaviors
change over time or across different writing prosfdtast but not least, future research is also
needed on the amount and kind of feedbacks thallalhe provided to operational raters based

on the evaluation of their rating accuracy and stescy.
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APPENDIX A

EPT RATER SURVEY

Thank you for participating in the TOEFL iBT Wrigitstudy. To help us improve our future
efforts, please take a few minutes to completestingey. We welcome any comments and
suggestions you might offer.

Name:

1. Overall, were you satisfied with the qualittéghe following aspects in rater training?

Very Satisfied Somewhat Not at all

Satisfied Satisfied satisfied
Training Personnel @) @) O O
Facilities 0] 0] 0] O
Sample Rating Rubric O O O O
Rating Tour 0] 0] 0] O

2. When you grade a TOEFL essay, how importantadithink the following factors are to
successful essay writing? Please check the apptepmircle for each criterion.

To a large somewhat To a small Not at all
degree degree

Organization 0 O O O
Development @) @) @) 0]
Grammar and Lexical O O O O
choice
Content (relevant to the O O O O
given essay topic)
Plagiarism @) ®) O O
Essay length 0 O O O
Sentence complexity O O O O

3. While you were rating a TOEFL essay, approximydtew often did you refer to the scoring
rubrics? Please check the appropriate circle.

Once or 3to5 More than
Never twice times 5 times
a. The scoring rubrics O 0] O 0]

4. After participating in the training session aating TOEFL iBT essays, how confident did
you feel about evaluating essays in each of tHevimhg criteria? Please check the appropriate
circle.
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To a large somewhat To a small Not at all
degree degree

Organization ®) @) @) O]
Development 0 O O 6]
Grammar and Lexical 0] O O O
choice
Content (relevant to the 0] O O O
given essay topic)
Plagiarism 0 6] 0 0
Essay length ©) O O O]
Sentence complexity 0 0 0 0

Please give us your opinions about the importancd warious aspects of writing by checking

the appropriate circle for the questions below.

5. In general, how important do you think thedeling factors are to successful essay writing?

Check the appropriate circle for each dimension.

To a large
degree

somewhat

To a small
degree

Not at all

Organization

)

)

Development

Grammar and Lexical
choice

Content (relevant to the
given essay topic)

Plagiarism

Essay length

O
O
O
O

O

Sentence complexity

Ooo O] O|plC

O

O
O
O
O

O

O

Ooo O O|p|O

6. In your own teaching, when you evaluate stusl@ssays, how important are the following

factors to the final grades you assign? Check pipeagpriate circle.

To a large
degree

somewhat

To a small
degree

Not at all

Organization

O]

O

O]

Development

Grammar and Lexical
choice

Content (relevant to the
given essay topic)

Plagiarism

Essay length

Sentence complexity

O
O
O
O

©)

O

Ooo @) Ooo

O
O
O
O

O

O

©)
O
O
O

O]

O
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Please tell us about your previous experiencesuawizlg writing by responding to the following
guestions.

7. In the past three years, have you engaged infimg following assessment activities? Check
the appropriate circle.

Yes No
a. Used a holistic rubric or scoring guide to evalate writing? O O

b. Used an analytic or trait-based rubric/scoringguide to evaluate O O
writing?

To help us describe the diverse backgrounds apdrences of raters who participated in this
study, please answer the following questions.

8. Approximately how many years have you taughtellewing? Check the appropriate circle.
1-3 4-6 7-9 10o0r
None years years years more

a. ESL/EFL (any type of class) O 0] O 0] 0]
b. English composition/academic writing O O O O O
c. Academic writing to ESL/EFL students O 0] O 0] 0]
d. English Grammar @) @] @) O O

9. Comments? Suggestions? ldeas? Reflectionss@lede below.)
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APPENDIX B
RATING RUBRICS FOR SEEPT COMPOSITION SCORING

Revised 07/07; Diana Xin Wang

Grade 1: Too low: Place in ESL 500 (identify for ttioring).
A. Organization

- Length insufficient to evaluate; (or)

- No organization of ideas

B. Development

- No cohesion, like a free writing;

- No support of elaboration of ideas
- Insufficient length to evaluate

- Irrelevant to assigned topic

- Completely lack of main idea

C. Grammar and Lexical Choice

- Grammar and lexical errors are severe;
- No sentence complexity

- Simple sentences are flawed

D. Plagiarism
- Majority of essay copied without documentation

Grade 2: ESL 500
A. Organization
- Length may be insufficient to evaluate;
- Elements of essay organization (intro, body@mttlusion) may be attempted,
but are simplistic and ineffective.
B. Development
- Essay may lack a central controlling idea (no thesis statement, or thesis statement flawed);
- Essay does not flow smoothly and ideas arecdlffio follow
- Development of ideas is insufficient; examples may be inappropriate; logical sequencing may
be flawed or incomplete
- Paragraph structure not mastered; lack of main idea (topic sentence), focus, and cohesion
C. Grammar and Lexical Choice
- Grammar and lexical errors impede understanding;
- Awkwardness of expressions and general inacguwlwork forms
- Little sophistication in vocabulary and linguistic expression; little sentence variety; sentence
complexity not mastered
D. Plagiarism
- Attempts at paraphrase are generally unskagifid inaccurate
- Some overt plagiarism

Grade 3: ESL 501
A. Organization
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- Length is sufficient for full expression of idea
- Elements of essay organization are clearly pte#eyugh they may be flawed
B. Development
- Attempt to advance a main idea; presence of thesis statement
- Flow somewhat smoothly
- Some development and elaboration of ideas; evidence of logical sequencing; transitions may
show some inaccuracies
- Paragraph structure generally mastered, gepetesive
C. Grammar and Lexical Choice
- Some grammatical/lexical errors; meaning may be occasionally obscured, but essay is still
comprehensible
- Inconsistent evidence of some sophisticaticseimence variety and complexity
D. Plagiarism
- Covert plagiarism; attempted summary and paraphrase; may contain isolated instances of
direct copying; may not cite sources, or may cite them incorrectly
- Moderately successful paraphrase in terms ob#imess

Grade 4: Exempt from ESL 501
A. Organization

- Contain a clear intro, body and conclusion

B. Development

- Clear thesis statement, appropriately placed

- Good development of thesis; logical sequencing; reasonable use of transitions
- Paragraphs are fairly cohesive

C. Grammar and Lexical Choice

- May contain minor grammatical/lexical errorst meaning is clear

- Strong linguistic expression exhibiting acadewacabulary, sentence variety and complexity
D. Plagiarism

- Effective, skillful summary and paraphrase

- Sources are cited, though possibly inaccurately
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APPENDIX C
CONSENT FORM

Purpose and Procedures: This study is being coed iy Xin Wang and Dr. Fred Davidson in
the Department of Educational Psychology, at thevéisity of Illinois at Urbana-Champaign
(UIUC). It is intended to look for the possibledu revision of the ESL Placement Test scoring.
If you agree to take part in this research, you lbglasked to attend a 60-minute training session
to learn how to use a computer-based rater intetdad then grade 20 EPT writing samples on
the interface. It takes approximately three hoarsefch rater to finish training and essay
grading.

Voluntariness: Your participation in this researslvoluntary. You may refuse to participate or
withdraw your consent at any time and have theltesd the participation removed from the
experimental records. Your choice to participataynnot will not affect your student status or
your employment at this university.

Risks and Benefits: There is no more risk thantwbald be encountered in daily life. The
experiment will not pose subject under any physicgisychological risk. Your participation
may provide helpful information on the future apption of computer-based rater interface in
essay grading. A compensation of 50 US dollarslvélpaid to each participant after the
experiment session.

Confidentiality: Only the researcher of this stwdyl have access to research results associated
with your identity. The dissemination of this intigation is the researcher's Ph. D dissertation,
conference talks and possible publications. Thalte®f this participation will be coded and
dissemination will not contain any identifying imfoation without the prior consent of the
participant unless required by law.

Who to Contact with Questions: Questions abowt thsearch study should be directed to the
researcher, Xin Wang (Diana) in the Departmentdiidational Psychology at UIUC. She can be
reached at xinwang2@uiuc.edu, or 217-766-3680. figumssabout your rights as a research
participant should be directed to the UIUC Institutional Review Board Office at 333.2670;
irb@uiuc.edu or the Bureau of Educational Reseat@83-3023. You will receive a copy of this
consent form.

| certify that | have read this form and volunteeparticipate in this research study.

(Print) Name

Date:

Signature
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Variables
LPS
WPM
Vocab
Word
Sentence
Subsent
Trancount
Trantype

Freq

Category of Tran. Word
Tran. Word

Word Per. Sentence

APPENDIX D
GLOSSARY

Description
Letter-per-second reading rate
Word-per-minute rate
The total number of vocabulary excludirgpswords
The total number of vocabulary includingpsteords
The total number of sentence
The total number of sub-sentences
The total number of transitional words
The total number of different transiibwords
The weighted average word frequency in essais the weight
defined as word frequency of the vocabulary froravidar Corpus
The types of transitionakds and
The total number of transitional words

The average number of wordséntence for each essay
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