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ABSTRACT

Today witnesses an explosion of data coming from various types of networks such
as online social networks and biological networks. The goal of this thesis is to
understand when and how we can efficiently extract useful information from such
network data.

In the first part, we are interested in finding tight-knit communities within a net-
work. Assuming the network is generated according to a planted cluster model,
we derive a computationally efficient semidefinite programming relaxation of the
maximum likelihood estimation method and obtain a stronger performance guar-
antee than previously known. If the community sizes are linear in the total num-
ber of vertices, the guarantee matches up to a constant factor with the information
limit which we also identify, and exactly matches without a constant gap when
there is a single community or two equal-sized communities. However, if the
community sizes are sublinear in the total number of vertices, the guarantee is
far from the information limit. We conjecture that our algorithm achieves the
computational limit below which no polynomial-time algorithm can succeed. To
provide evidence, we show that finding a community in some regime below the
conjectured computational limit but above the information limit is computation-
ally intractable, assuming hardness of the well-known planted clique problem.

The second part studies the problem of inferring the group preference for a set
of items based on the partial rankings over different subsets of the items provided
by a group of users. A question of particular interest is how to optimally con-
struct the graph used for assigning items to users for ranking. Assuming the par-
tial rankings are generated independently according to the Plackett-Luce model,
we analyze computationally efficient estimators based on maximum likelihood
and rank-breaking schemes that decompose partial rankings into pairwise com-
parisons. We provide upper and lower bounds on the estimation error. The lower
bound depends on the degree sequence of the assignment graph, while the upper

bound depends on the spectral gap of the assignment graph. When the graph is an
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expander, the lower and upper bounds match up to a logarithmic factor.

The unifying theme for the two parts of the thesis is the spectral gap of the
graph. In both cases, when the graph has a large spectral gap, accurate and ef-
ficient inference is possible via maximum likelihood estimation or its convex re-
laxation. However, when the spectral gap vanishes, accurate inference may be
statistically impossible, or it is statistically possible but may be computationally

intractable.
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CHAPTER 1

INTRODUCTION

1.1 From Data Networks to Network Data

Communication engineers have traditionally been interested in designing efficient
information transmission schemes in data networks. For instance, in cellular net-
works, wireless transmissions can interfere with each other; a key question is how
to model, counter, or even exploit the interference to increase the transmission
rate. In queueing networks, servers may not be able to serve all arriving packets
due to the stochastic nature of the arrival processes and therefore packets may
suffer from significant queueing delay; a central question is how to design effi-
cient routing and scheduling algorithms to reduce queueing delay. After decades
of effort from both academia and industry, many such questions are now well un-
derstood and there has been a wide range of technological advance making data
transmission faster and cheaper.

As a result, today we see a surge of online social networks such as Facebook,
Twitter and Bitcoin, which generate enormous network data. Also, with the advent
of high-throughput measurement methods in biology, a large amount of biologi-
cal network data has accumulated, such as gene expression data from microarrays
and protein-protein interaction networks from mass spectrometry. There are many
other sources of network data such as transportation networks, power networks,
and sensor networks. This network data contains a wealth of information and it
is often desirable to extract useful information from it for various reasons, for
instance to predict user preferences, discover disease causes or predict traffic pat-
terns. However, this network data is so noisy and voluminous that the inference
is both statistically difficult and computationally challenging. The main goal of
this thesis is to show when and how it is computationally feasible to infer useful
information from network data. A secondary goal is to understand how much the

theory developed for the transmission of information, notably information theory,



can be applied to solve the inference problems in network data.

1.2 Two Typical Examples of Inference in Networks

Various inference problems can emerge in the context of network data, but most of
them fall into one of the following two types. For the first type, we only observe
the network structure. The problem of finding subgraphs with special patterns
within a network is an example of the first type. For the second type, the obser-
vations are associated with nodes or edges. The problem of finding the source of
a rumor with knowledge only about who has the rumor and the network topology
is an example of the second type [1]. In this thesis, we study the following two

questions, which represent the above two types, respectively.

Finding communities within networks Real networks often exhibit commu-
nity structures with many edges joining the vertices of the same community and
relatively few edges joining vertices of different communities. With only knowl-
edge of the network topology, the problem is to identify the underlying tight-
knit communities, which is known as the community detection problem. Assum-
ing dense connections within communities and loose connections across different
communities, finding communities essentially amounts to partitioning the graph
into disjoint parts of given sizes with a minimum number of edges across differ-
ent parts, a problem known to be NP-hard in the worst case [2]. Nevertheless,
some simple algorithms like spectral methods are found to perform well in some
networks [3]. Thus, a theory to predict when it is computationally feasible or in-
feasible to find communities is needed. To quote from the survey of Fortunato
[4]:

“What the field lacks the most is a theoretical framework that defines precisely

what clustering algorithms are supposed to do.”

Inference from partial rankings In many online networks such as rating sys-
tems and crowdsourcing systems, a group of users give partial rankings over dif-
ferent subsets of items explicitly or implicitly. The problem is to combine the
partial rankings and infer the inherent group preference over all the items. This
problem, known as rank aggregation, has received much attention across vari-

ous disciplines including statistics, psychology, sociology, and computer science.



While consistency of various rank aggregation algorithms has been studied when
a growing number of sampled partial preferences is observed over a fixed number
of items [5, 6], little is known in the high-dimensional setting where the number of
items and number of observed partial rankings scale simultaneously, which arises
in many modern datasets. Inference becomes even more challenging when each
individual provides limited information. For example, in the well-known Netflix
challenge dataset, 480,189 users submitted ratings on 17,770 movies, but on aver-
age a user rated only 209 movies. Intuitively, inference becomes harder when few
partial rankings are available, or the sizes of the partial rankings (i.e., the number
of items to be ranked) are small, meaning fewer observations. Here a central ques-
tion is: For a given graph used for assigning items to users for ranking, when and
how can we efficiently predict the group preference, and what are the key graph

characteristics that determine one’s ability to infer the inherent preference?

1.3 Planted Models and Fundamental Limits

This thesis takes the model-based approach, assuming an observation is generated

from some planted model:
y = f(0%;noise),

where 6* is the planted parameter, iy denotes the observation, and f represents
some parametric model. The goal is to infer #* with the knowledge of y and
the parametric model. In particular, we will focus on the following two planted

models.
e Planted Cluster Model

0*: Community membership of nodes.
y: A graph.

f: Each pair of two nodes is connected by an edge independently at ran-
dom with probability p if they are from the same community; with

probability ¢ otherwise.
e Plackett-Luce Model

6*: Group preference over all items.

3



y: Partial rankings.

f: For a given subset S of items, independently assign each item ¢ € S an
unobserved value X;, exponentially distributed with mean e~% , and

then output the ascending order of {X; : i € S}.

Our planted cluster model encompasses several classical planted random graph
models including planted clique [7], planted coloring [8], planted dense sub-
graph [9], planted partition [10], and the stochastic block model [11], which are
widely used for studying the problem of finding communities [4, 12, 13,9, 14, 15,
16, 17, 18, 19, 20, 21]. They also provide a venue for studying the average-case
behaviors of many NP-hard graph theoretic problems including max-clique, max-
cut, graph partitioning and coloring [22, 10]. The Plackett-Luce (PL) model [23]
is widely used for studying the rank aggregation problem [24, 25, 26, 27, 28, 29].
In the special case with pairwise comparisons, the PL. model reduces to the popu-
lar Bradley-Terry (BT) model [30].

This thesis focus on the following two fundamental limits under the two planted

models:

e Information limit. The fundamental limit above which the accurate infer-
ence is possible and below which it is impossible for any algorithm regard-
less of its computational complexity.

o Computational limit. The fundamental limit above which the accurate
inference is achievable in polynomial-time and below which it is computa-

tionally intractable.

Our study of the two fundamental limits is motivated by the following obser-
vations at the intersection of information theory, statistics, theoretical computer
science, applied probability and random graphs, optimization, machine learning

and social network analysis.

e From the perspective of information theory, the inference problem can be
viewed as a communication problem, where the planted parameter is the
information to be transmitted, the parametric model acts like an encoder
and a noisy channel which encodes and distorts the information, and the
inference task is nothing but the decoding procedure which aims to recover
the information. This suggests it may be possible to find the fundamental

limits of the inference problems using information-theoretic tools.
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e From the perspective of theoretical statistics, the existing minimax bounds
on estimation errors do not take computational complexity into account, and
in the high-dimensional statistical inference problems, the inference proce-
dures may not be computationally feasible. Thus it is important to under-

stand the minimax bounds under computational complexity constraint.

e From the perspective of theoretical computer science, the existing worst-
case hardness results are sometimes pessimistic: The inputs eliciting the
worst-case behavior may rarely occur in practice. The average-case com-

plexity may be a more relevant measure of an algorithm’s performance.

e From the perspective of applied probability and random graphs, the existing
phase transition results mostly focus on the threshold for the emergence of
a special network structure under a simple random graph model, such as the
emergence of the giant component in Erdds-Rényi random graph. It is of
interest to establish similar phase transition results for inference problems

in a network.

e From the perspective of optimization, the problem of finding communities
can be cast as a combinatorial optimization problem. It is observed that
semi-definite programming (SDP), as a convex relaxation of the combina-
torial optimization, leads to an efficient solver. Therefore, it is of interest
to quantify the performance limits of SDP and understand when the convex

relaxation is tight or not.

e From the perspective of machine learning and social network analysis, the
study of the fundamental limits provides a principled approach to develop

efficient algorithms with strong theoretical performance guarantees.

1.4 Notation

Throughout this thesis, we use the following notation. All logarithms are natural
unless the base is explicitly specified. We use the convention 0log 0 = 0. For any
positive integer N, let [N] = {1,...,N}. For a,b € R, let a A b = min{a, b}
and a V b = max{a,b}. For any set S, let |S| denote its cardinality. Let s} =

{s1,...,Sn}. We use standard big O notations, e.g., for any sequences {a, } and



{bn}, an, = O(b,) or a, =< b, if there is an absolute constant ¢ > 0 such that
1/e<a,/b, <c.

Let I denote the identity matrix, and J denote the all-one matrix. We write
X > 01if X is positive semidefinite and X > 0 if all the entries of X are non-
negative. Let S™ denote the set of all n x n symmetric matrices. For X € 8", let
Ao(X) denote its second smallest eigenvalue. For any matrix Y, let ||Y|| denote
its spectral norm.

Let Bern(p) denote the Bernoulli distribution with mean p and Binom(N, p)
denote the binomial distribution with NV trials and success probability p. For ran-
dom variables X, Y, we write X L Y if X is independent with Y. For probabil-
ity measures PP and Q, let dpv (P, Q) = 3 [ |dP — dQ] denote the total variation
distance and x*(P||Q) = [ (dP;SQ)Q the y?-divergence. The Kullback-Leibler
(KL) divergence between two Bernoulli distributions with means u € [0, 1] and
v € [0,1] is denoted by D(ullv) £ ulog® + (1 — u)log :=%. The distribution
of a random variable X is denoted by Pyx. We write X ~ P if Py = P. Let

c1, co etc. denote universal constants whose values can be made explicit and are

independent of the model parameters. We say a sequence of events { A, } holds
with high probability if P[A,,] > 1 — ¢;n~ for two universal positive constants

C1,Co.



CHAPTER 2

FINDING COMMUNITIES WITHIN A
NETWORK

In this chapter we formally introduce the problem of finding tight-knit commu-
nities within a network, summarize the previous work and overview main results

given in Chapters 3, 4, 5, 6.

2.1 Generative Network Model

Consider the following model for generating a network with some underlying
community structure with five parameters n,r, K € N withn > rK, and p,q €
[0, 1].

Definition 1 (Planted Cluster Model). Suppose that out of a total of n nodes,
rK of them are partitioned into r clusters of size K, and the remaining n —
rK nodes do not belong to any clusters (called outlier nodes); A random graph
G is generated based on the cluster structure: Each pair of nodes is connected
independently of all others by an edge with probability p (called in-cluster edge
density) if they are in the same cluster, and otherwise with probability q (called

out-cluster edge density).

The goal is to recover the underlying clusters (up to a permutation of cluster
indices) from the observation of the graph. Let {C}/_, denote the r true clusters.
We say an estimator A : G — {C;}"_, achieves (1 — ¢)-approximation of the true
clusters if there exists a permutation 7 : [r] — [r] such that | \@(i) NCr| >
(1 — ¢)r K. In this thesis, we will primarily focus on exact recovery where ¢ = 0,
but our computational lower bounds hold for any ¢ < 1. Correlated recovery
defined in [15, 31] referstoe < 1 — %

The model parameters (p, ¢, r, K') are assumed to be known to the algorithms.
This assumption is often not necessary and can be relaxed [32, 9]. It is also possi-

ble to allow for non-uniform cluster sizes [33], and heterogeneous edge probabil-



ities [34] and node degrees [35, 32]. These extensions are certainly important in
practical applications; we will discuss them in Chapter 6.

By varying the values of the model parameters, the planted cluster model cov-
ers several classical models including planted clique, planted coloring, planted

densest subgraph, planted partition, and the stochastic block models.

¢ Planted r-Disjoint-Clique [36]. Here p = 1 and 0 < ¢ < 1, so r cliques of
size K are planted into an ErdGs-Rényi random graph G(n, ¢). The special
case with » = 1 is known as the planted clique (PC) problem [7].

e Planted Densest Subgraph [9]. Here 0 < ¢ < p < 1 and r = 1, so there is
a subgraph of size K and density p planted into a G(n, ¢) graph.

e Planted Partition [10]. Also known as the stochastic block model [11].
Here n = rK and p,q € (0,1). The special case with » = 2 can be called
planted bisection [10]. The case with p < ¢ is sometimes called planted

noisy coloring or planted r-cut [15, 22].

e Planted r-Coloring [8]. Here n = rK and 0 = p < ¢ < 1, so each cluster
corresponds to a group of disconnected nodes that are assigned with the

same color.

Reduction to the p > ¢ case. For clarity we shall focus on the homophily
setting with p > ¢; results for the p < ¢ case are similar. In fact, any achievability
or converse result for the p > ¢ case immediately implies a corresponding result
for p < q. To see this, observe that if the graph A is generated from the planted
clustering model with p < ¢, then the flipped graph A" := J — A — I (J is the
all-one matrix and [ is the identity) can be considered as generated with in/out-
cluster edge densities p’ = 1 — p and ¢ = 1 — ¢, where p’ > ¢'. Therefore, a
problem with p < ¢ can be reduced to one with p’ > ¢. Clearly the reduction can
also be done in the other direction.

2.2 Previous Work

There is a vast literature on community detection (see, e.g., the exposition [4]
for a comprehensive survey), here we cover the fraction we see as most relevant.

Detailed comparisons of existing results are given after the main theorems. Our



investigation of the information and computational limits of cluster recovery is
inspired by the following four lines of research at the intersection of theoretical
computer science, statistics, physics, information theory, machine learning and

social network analysis.

Fundamental limits in planted clique model In the planted clique model, a
clique of size K is planted in an Erd6s-Rényi random graph G(n,1/2). If the
planted clique has size K = o(log n), recovery is impossible because G(n, 1) will
have a clique with size at least /; if K > 2(1 + ¢) log,(n) for any € > 0, an ex-
haustive search succeeds [7]; if K = Q(y/n), the state-of-the-art polynomial-time
algorithms work [7, 37, 36, 38, 39, 40, 41]; if K = Q(y/nlogn), the nodes in
the clique can be easily identified by counting degrees [42]. It is an open problem
to find polynomial-time algorithms for the K = o(y/n) regime, and it is believed
that this cannot be done [43, 44, 45, 46]. The same results also hold for detecting
the planted clique in ErdGs-Rényi G(n,~y) for any fixed v € (0,1), i.e., distin-
guishing G (n, ) from a model with a cliuge of size K planted in G(n, ). In par-
ticular, the hardness assumption of detecting the planted clique of size o(y/n) in
G(n,y) with a positive constant y is known as Planted Clique Hypothesis [47, 48].
Various hardness results in the theoretical computer science literature have been
established based on the PC Hypothesis with v = %, e.g. cryptographic appli-
cations [44], approximating Nash equilibrium [43], testing k-wise independence
[45], etc. In this thesis, we will show the hardness of recovering a single cluster
below a certain limit based on the Planted Clique Hypothesis. In contrast to most
previous works, our computational lower bounds rely on the stronger assumption
that the PC Hypothesis holds for any positive constant 7. An even stronger as-
sumption that the PC Hypothesis holds for v = 27106 hag been used in [49]
for public-key cryptography. It is an interesting open problem to prove that the
PC Hypothesis for a fixed v € (0, %) follows from that for v = %

Fundamental limits in planted bisection model A recent line of research iden-
tifies the sharp cluster recovery threshold under the planted bisection model with
two approximately equal-sized clusters. In the very sparse regime where p = a/n
and ¢ = b/n for two constants a and b, it was conjectured in [15] that corre-
lated recovery (i.e., (1 — €)-approximation with € < 1) is possible if and only if
(a — b)* > 2(a + b); the converse part is proved in [31] and the achievability

part is proved independently in [16, 50]. In the relatively sparse regime where



alogn

p = o and g = blogn

logn

for two constants a and b, it is shown in [51, 52] that
exact cluster recovery is possible if and only if “T“’ — Vab > 1. Remarkably, the
recovery in both cases can be achieved by a polynomial-time algorithm whenever
it is possible, showing that there is no gap between the information and compu-
tational limits. The polynomial time algorithms in [51, 52] is obtained using an
approximate cluster recovery algorithm followed by a local, greedy improvement
procedure. It is open to find a one-step polynomial-time procedure to achieve the

recovery threshold “T“’ — Vab = 1. It is conjectured in [52] that the semidefinite

a+b
2

sults. We prove the conjecture is correct in Chapter 5. However, if there are more

programming succeeds if — vab > 1, backed by compelling simulation re-
than two clusters, [15] and [31] conjecture a hard regime exists when constant fac-
tors are concerned. In Chapter 3, we conjecture a hard regime exists even when

only polynomial factors are concerned, if the cluster size K is sub-linear in n.

Fundamental limits in minimax inference problems There is an emerging
line of research (see, e.g.,[53, 54, 47, 55, 9, 56, 48]) which examines high di-
mensional inference problems from both the statistical and computational per-
spectives. Gaps between the information and computational limits are observed
in detecting or recovering a single sparse principal component [57, 58], detecting
or localizing a single sparse submatrix [54, 59, 60, 61], and detecting a single
cluster [9, 56]. Computational lower bounds for detecting sparse principal com-
ponents [47] and noisy biclustering (submatrix detection) [48] have been recently

proved based on the PC Hypothesis with v = %

Polynomial-time cluster recovery algorithms Most efficient cluster recovery
algorithms fall into one of the following three categories: spectral method, con-
vex method, or approximate Bayesian inference. The spectral method extracts
the eigenvectors corresponding to the top eigenvalues and applies K-means or
some thresholding algorithm on the eigenvectors to recover the clusters (see, e.g.,
[62, 63] for a comprehensive survey). A rigorous analysis with performance guar-
antees can be found in [36, 13, 64]. The tensor method, as an interesting variant of
the spectral method, is studied in [19] and shown to be even able to find overlap-
ping clusters. The convex method is based on taking a semidefinite relaxation of
the ML estimation (see, e.g., [32, 65, 34]). Exact MAP inference under the planted
cluster model is computationally challenging; an efficient message-passing algo-

rithm is proposed in [15] to approximate the MAP estimator. Our results on the

10



convex method improve upon the previously known statistical performance of

polynomial-time algorithms.

2.3 Overview of Main Results

In Chapter 3, we present our general results allowing for any values of p, ¢, K
and r, which are accurate up to constant factors. Here for ease of presentation, we

specialize our general results to the following asymptotic regime:
p=cqg=0(n""), K=0(n"), n— oo, (2.1)

where ¢ > 1 is a fixed constant, @ € [0, 1] governs the sparsity of the graph and
B € |0, 1] captures the size of communities. Clearly the cluster recovery problem
becomes more difficult if either « increases or [ decreases. We show that the

parameter space of («, (3) is partitioned into three regimes as depicted in Fig. 2.1:

e The Easy Regime: 5 > % + 5. The planted cluster can be perfectly re-
covered in polynomial-time with high probability via the semidefinite pro-

gramming relaxation of the ML estimation.

e The Hard Regime: o < § < % + 5. The planted cluster can be exactly re-

covered with high probability by ML estimation using an exhaustive search.

e The Impossible Regime: 5 < «a. Regardless of the computational costs, no
algorithm can exactly recover the planted cluster with vanishing probability

of error.

The impossible and hard regimes are separated by the information limit below
which the graph does not carry enough information about the underlying clus-
ters, so recovery is impossible. Our semidefinite programming improves the best
known performance guarantees of polynomial-time algorithms. We conjecture
no polynomial-time algorithm can succeed in the hard regime. If the conjecture
is true, then the easy and hard regimes are separated by the computational limit
below which finding the clusters is computationally intractable.

In Chapter 4, we bring evidence to the conjecture by showing that achieving
(1 — e)-approximation of a single planted cluster for any ¢ < 1 is at least as

hard as detecting a clique of size o(/n) planted in G(n,y) with a constant edge

11
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Figure 2.1: The simple (green), hard (red), impossible (gray) regimes for cluster
recovery; ¢ > 1 is a fixed constant.

probability v > 0 when o < [ < % + 7 (red regime below the dashed line in
Fig. 2.1). Since it is believed to be computationally intractable to detect a clique
of size o(y/n) planted in G(n, ), our results imply that it is also computationally
intractable to achieve (1 — €)-approximation of a single planted cluster for any
e<lwhena < < %—l— <. Interestingly, if%+% <p< %—i—% (red regime above
the dashed line in Fig. 2.1), detecting the single planted cluster is computationally
easy by thresholding the total number of edges, but we conjecture that finding
the single planted cluster is computationally intractable. It is an interesting future
work to prove our conjecture in this regime.

From Fig. 2.1, we also see that if X' = ©(n), the hard regime disappears. In
fact, our general results in Chapter 3 show our semidefinite programming (SDP)
achieves the information limit up to constant factors. In Chapter 5, we show the
SDP even succeeds all the way down to the information limit without constant

gaps in the following two special scaling regimes:

1. Binary symmetric stochastic block model (assuming n is even): K = 2,

r = 2,p = al?lgn’ and q= _bl(;lgn;
2. Planted dense subgraph model: K = [pn|,r = 1, p = %" and ¢ =
blogn

n o

where a > b > 0 and 0 < p < 1 are fixed constants More specifically, under
the binary symmetric stochastic block model, if /a — Vb > V/2, the SDP exactly

12



recovers the clusters with probability converging to one; if /a— Vb < /2, any al-
gorithms fails with probability converging to one regardless of the computational
complexity. Under the planted dense subgraph model, if p (a — 7% log j—a) > 1
with 7* = (a — b)/log(a/b), the SDP exactly recovers the planted cluster with
probability converging to one; if p (a — 7" log f—“) < 1, any algorithm fails with
probability converging to one regardless of the computational complexity. It is an
interesting open problem to understand if SDP achieves the sharp recovery thresh-
old when there are a constant number of, but more than two, clusters of possibly
unequal sizes.

In Chapter 6, we extend the analysis of the semidefinite program to the degree-
corrected SBM (DCSBM), which is an extension of the SBM with heterogeneous
cluster sizes and node degrees, and obtain a stronger performance guarantee than
previously known. We also test the semidefinite program on the political blog
datasets [66]: The empirical performance is comparable to the best known results

in the literature.
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CHAPTER 3

INFORMATION LIMITS AND EFFICIENT
ALGORITHMS FOR FINDING
COMMUNITIES

In this chapter, we first derive the information limit above which finding commu-
nities is possible and below which it is impossible for any algorithm to reliably
find communities. Then, based on taking a semidefinite relaxation of the ML es-
timator, we derive an efficient convex program for finding communities and char-
acterize its performance limit. We find that the performance limit depends on the
spectral gap of the graph: Our convex method succeeds if and only if the spectral
gap is large.

3.1 The Impossible Regime

In this section, we characterize the necessary conditions for cluster recovery. To
facilitate subsequent discussion, we introduce a matrix representation of the clus-
ter structure. For k € [r], let o} € {0, 1}"™ denote the indicator function of the true
cluster k such that o}, = 1 if vertex ¢ is in the true cluster k£ and o}, = 0 other-
wise. We represent the true cluster structure by a cluster matrix Y* € {0, 1}
such that Y* = 37 o7 (o) . Notice that Y;; = 1 if 7 is not an outlier node;
otherwise Y;; = 0, and ;7 = 1 if and only if nodes ¢ and j are in the same true
cluster. The rank of Y* equals the number of clusters r. The adjacency matrix
of the graph is denoted as A, with the convention A;; = 0,Vi € [n]. Under the
planted cluster model, we have P(A4;; = 1) = pif V;; = land P(A;; = 1) = ¢ if
Y;; = O forall i # j. The problem reduces to recovering Y* given A.

Let Y be the set of cluster matrices corresponding to 7 clusters of size ; i.e.,
Y= {Y | Y = de (O‘k)T,O'k € {0, 1}”,0k A Uk/,Vk‘ 7é ]{?/, } .
k=1

We use Y = }/}(A) to denote an estimator which takes as input the graph A and

outputs an element of ) as an estimate of the true Y*. Our results are stated in
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terms of the Kullback-Leibler (KL) divergence between two Bernoulli distribu-

tions with means u and v, denoted by D(ullv) = ulog ® + (1 — u)log 1=%.

Theorem 3.1.1. Suppose 128 < K < n/2. Under the planted cluster model with
p > q, if one of the following two conditions holds:

1
K- D(allp) < 1g5 llog(rK) A K], (3.1
1
K-D < —1 2
then .
inf sup P [? # Y*} > —.
Y vey 4

The theorem shows reliable cluster recovery is fundamentally impossible in the
regime where (3.1) or (3.2) holds, which is thus called the impossible regime. This
regime arises from an information barrier: The left hand sides of (3.1) and (3.2)
measure how much information of Y* is contained in the data A via KL diver-
gence; while the right hand sides measure the amount of ambiguity in Y* via the
entropy. If the in-cluster and out-cluster edge distributions are close or the cluster
size is small, then A does not carry enough information to distinguish different
cluster matrices.

It is sometimes more convenient to use the following corollary, derived by
upper-bounding the KL divergence in (3.1) and (3.2) using its Taylor expansion.
Applying the corollary to the asymptotic regime (2.1) implies that exact recovery

is impossible if 8 < «, as shown in Fig. 2.1.

Corollary 3.1.2. Suppose 128 < K < n/2. Under the planted clustering model
with p > q, if any one of the following three conditions holds:

1
2
_ < — .
K(p—q) < 19261(1 q) logn, (3.3)
1
Kp< — log(rK) A K 4
Kplog? < L1 (3.5)
2 ogq < g5 108" -

then infy Squ*EyIP)[}/} £Y* > 1.
Note the asymmetry between the roles of p and ¢ in the conditions (3.1) and (3.2);
this is made apparent in Corollary 3.1.2. To see why the asymmetry is natural, re-

call that by a classical result of [67], the largest clique in a random graph G(n, q)
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has size k, = O(logn/log(1/q)) almost surely. Such a clique cannot be distin-
guished from a true cluster if X' < k,, even when p = 1. This is predicted by the

log(rK) to ensure all

condition (3.5). When g = 0, cluster recovery requires p =
true clusters are connected within themselves, matching the COIldlthIl (3.4). The

term K on the RHS of (3.1) and (3.4) is relevant only when K < log(rK).

Comparison to previous work When r = 1 and ¢ = 1/2, our results recover
the K = ©(logn) threshold for the classical planted clique problem. For planted
partition with r = O(1) clusters of size K = ©(n) and p/q = O(1), the work
in [35, 68] establishes the necessary condition p—q < \/]%; our result is stronger

by a logarithmic factor.

3.2 The Hard Regime

In this subsection, we characterize the sufficient conditions for cluster recovery
which match the necessary conditions given in Theorem 3.1.1 up to constant fac-
tors. We consider the ML estimator of Y* under the planted cluster model. The

log-likelihood of observing the graph A given a cluster matrix Y € ) is

log Py (A) = longA”Y”qA” (1- Yi]-)(l _ p)(l—Aij)Yij(l _ q)(l—Az‘j)(l—Yij)
1<J
1 q)
ZAUYU + log _—— ZYU +log —— ZAZ,
i<j Z<J Z<J
+ Zlog(l—q : (3.6)
1<j

Given A, the ML estimation maximizes the log-likelihood over the set ) of cluster
matrices. Note that Ez < Yij = 7"( ) forallY € Y, so the last three terms in (3.6)
are independent of Y. Therefore, the ML estimation for the p > ¢ case is given as

in Algorithm 1.
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Algorithm 1 ML Estimator (p > q)

Y = arg max Z A;;Yi; (3.7)
17]

s.t. Ye). (3.8)

Algorithm 1 is equivalent to finding r disjointclusters of size K that maximize the
number of edges inside the clusters (similar to Densest K -Subgraph), or minimize
number of edges outside the clusters (similar to Balanced Cut) or the disagree-
ments between A and Y (similar to Correlation Clustering in [69]). Therefore,
while Algorithm 1 is derived from the planted cluster model, it is in fact quite
general and not tied to the modeling assumptions. Enumerating over the set ) is
computationally intractable in general since |)| = Q(e™).

The following theorem provides a success condition for the ML estimator.

Theorem 3.2.1. Under the planted cluster model with p > q, there exists a uni-
versal constant cy such that the optimal solution Y to the problem (3.7)—(3.8) is
unique and equal to Y* with probability at least 1 — 16(r K)~! — 256n="1 if both
of the following hold:

K - D(qllp) > e1log(rK),

(3.9)
K - D(p|lq) > ¢ logn.

We refer to the regime in which the condition (3.9) holds but (3.14) below
fails as the hard regime, because cluster recovery is statistically possible but con-
jectured to be computationally hard (cf. Section 3.3 and Conjecture 4.1.1). The
conditions (3.9) and (3.1)—(3.2) in Theorem 3.1.1 match up to a constant factor
under the mild assumption K > log(r K), establishing the information limit up to
constant factors.

By lower bounding the KL divergence, we obtain the following corollary.

Corollary 3.2.2. For the planted cluster model with p > q, there exists a universal
constant co such that the optimal solution Y to the problem (3.7)—(3.8) is unique
and equal to Y* with probability at least 1 — 4(r K)~' — 16n~" provided

K(p—q)® > caq(1 — g)logn, Kp > cylog(yK) and KplogL > ¢;logn.
q
(3.10)
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The condition (3.10) can be simplified to K(p — ¢)* 2 q(1 — q)logn if ¢ =
©(p), and to Kplog? = logn, Kp 2 log(rK) if ¢ = o(p). These match the
converse conditions in Corollary 3.1.2 up to constant factors. Applying Corol-
lary 3.2.2 to the asymptotic regime (2.1) implies that the ML estimator exactly
recovers the clusters if 3 > «, and thus the information limit is given by g = «,

as shown in Fig. 2.1.

Comparison to previous work Theorem 3.2.1 establishes the information limit
tight up to constant factors. Interestingly, for a fixed cluster size, the recovery
limit (3.9) depends only weakly on the number of clusters r through the logarith-
mic term. Our results recover the information limit K =< logn for the planted
clique problem. For the planted densest subgraph model where p/q = O(1), p

bounded away from 1 and K¢ > 1, the detection limit is shown in [9] to be

—_q)2 . . e e .
% = mm{% log %, I’g—i}, while our results show that the recovery limit is

(p—9)® _ logn

q - K
smaller than

, which is strictly above the detection limit because ["{—24 can be much
logn

i
size clusters: if p, ¢ = O(log(n)/n), the recovery limit is found in [52] and [51]

For the planted bisection model with two approximately equal-

to be K (/p — \/5)2 > log n, which is consistent with our results up to constants;
if p,g = O(1/n), the correlated recovery limit is shown in [31, 50, 16] to be

K(p—q)* > p+ q, which is consistent with our results up to a logarithmic factor.

3.3 The Easy Regime

In this subsection, we present a polynomial-time semidefinite program based on
taking a convex relaxation of the ML estimation in Algorithm 1. Note that the
objective function (3.7) in the ML estimation is linear, but the constraint Y € ) is
non-convex. We replace this non-convex constraint with a trace norm (also known
as nuclear norm) constraint and a set of linear constraints. This leads to a convex
relaxation of ML estimation given in Algorithm 2. Here the trace norm ||Y||. is
defined as the sum of the singular values of Y. Note that the true Y* is feasible to
the optimization problem (3.11)—(3.13) because ||Y*||. = trace(Y™) = r K.
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Algorithm 2 Convex Relaxation of ML Estimator (p > q)

Y =arg mngAimj (3.11)
27.7

st ||V, < 7K, (3.12)

Y Yy =rE? 0<Yi; <1Vij (3.13)

i,J

The optimization problem in Algorithm 2 is a semidefinite program (SDP) and
can be solved in polynomial time by standard interior point methods or various
fast specialized algorithms such as ADMM,; e.g., see [70, 71]. Similarly to Al-
gorithm 1, this algorithm is not strictly tied to the planted cluster model because
it can also be considered as a relaxation of Correlation Clustering or Balanced
Cut. In the case where the values of r and K are unknown, one may replace
the hard constraints (3.12) and (3.13) with an appropriately weighted objective
function [32]; we will discuss them in Chapter 6.

The following theorem provides a sufficient condition for the success of the

convex relaxation of the ML estimator.

Theorem 3.3.1. Under the planted cluster model with p > q, there exists a uni-

—10

versal constant cy such that with probability at least 1 —n~"", the optimal solution

to the problem (3.11)—(3.13) is unique and equal to Y™ provided
K2 (p—q)° > e1 [p(1 = q)K logn + (1 — ¢)n] . (3.14)

Since the convex relaxation of the ML estimator can be solved in polynomial-
time, we refer to the regime where the condition (3.14) holds as the easy regime.
If p/g = ©(1), it is easy to see that the smallest possible cluster size allowed
by (3.14) is K = O(y/n) and the largest number of clusters is » = O(y/n),
both of which are achieved when p, q,|p — ¢| = ©O(1). This generalizes the
tractability threshold K = (y/n) of the classic planted clique problem. In con-
trast, if ¢ = o(p) (we call it the high SNR setting), the condition (3.14) becomes
Kp 2 max{logn,/qn}. In this case, it is possible to go beyond the /7 limit on
the cluster size. In particular, when p = ©(1), the smallest possible cluster size is
K = ©(logn V \/qn), which can be much smaller than /7.

Theorem 3.3.1 immediately implies guarantees for other tighter convex relax-
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ations. Define the sets 5 := {Y"|(3.13) holds} and

S =V [, < 7K,
Sy ={Y | Y = O;trace(Y) = rK}.

The constraint in Algorithm 2 corresponds to Y € §; N B, while Y € S, N B is
the constraint in the standard SDP relaxation. Clearly (S, N B) 2 (Sa N B) D V.
Therefore, if we replace the constraint (3.12) with Y € S,, we obtain a tighter
relaxation of the ML estimator, and Theorem 3.3.1 guarantees that it also recovers
Y™ under the condition (3.14) with high probability.

We have a partial converse to the achievability result in Theorem 3.3.1. The
following theorem characterizes the conditions under which the trace norm relax-
ation (3.11)—(3.13) provably fails with high probability; we suspect the standard
SDP relaxation with the constraint Y € S, N B also fails with high probability
under the same conditions, but we do not have a proof.

Theorem 3.3.2 (Easy, Converse). Under the planted clustering model with p > q,

for any constant 1 > €y > 0, there exist positive universal constants cy, cy for

which the following holds. Suppose c1logn < K < %, q > ¢ loi" andp < 1—¢.
If
K*(p—q)° < ca(Kp + qn),

then with probability at least 1 — n=1°, Y* is not an optimal solution of the pro-
gram (3.11)—(3.13).

Theorem 3.3.2 proves the failure of our trace norm relaxation that has access
to the exact number and sizes of the clusters. Consequently, replacing the con-
straints (3.12) and (3.13) with a Lagrangian penalty term in the objective would
not help for any value of the Lagrangian multipliers. Theorems 3.3.1 and 3.3.2
together establish that under the assumptions of both theorems, the sufficient and

necessary condition for the success of our trace norm relaxation is

20 N2 .
K*(p—q)?

KT 2 1, (3.15)

where z ignores the logarithmic factors. Specializing (3.15) to the asymptotic
regime (2.1) implies that the convexified ML estimator succeeds if 5 > % + 5 and
fails if 5 < 1 + %, as shown in Fig. 2.1.

20



Condition (3.15) is known as “spectral barrier” [14] in the literature. Let J
denote the all-one matrix and / denote the identity matrix. Let AL A qJ +ql
be the centered adjacency matrix, which can be decomposed into a mean term

plus a noise term:
A=FEA+A—FEA=(p—q)Y*+ A—EA,

where here we adopt a different convention that Y;7 = 0, V7.

Observe that EA contains the information about the true cluster matrix Y* and
the r largest eigenvalues of EA are around K (p — q), whereas A — EA is induced
by the random noise and its largest eigenvalue is around ©(y/Kp + qn) (see e.g.,
[72]). Therefore, the left hand side of (3.15) can be interpreted as the “spectral
signal-to-noise ratio”. If the ratio is much smaller than 1, then there is no spectral
gap between the top r eigenvalues and the rest of the eigenvalues of A; therefore
the spectrum of A cannot reveal useful information about the hidden cluster struc-
ture. In contrast, if the ratio is much larger than 1, then there is a large spectral
gap and the top r eigenvectors of A can be exploited to estimate the hidden clus-
ter structure. In fact, our proofs for Theorems 3.3.1 and 3.3.2 are built on this

intuition.

Comparison to previous work We refer to [32] for a survey of the perfor-
mance of state-of-the-art polynomial-time algorithms under various planted mod-
els. Theorem 3.3.1 matches and in many cases improves upon existing results in
terms of the scaling. For example, for planted partition, the previous best results
are (p—q)? > p(K log* n4n)/K?in [32] and (p—q)* = pn polylogn/K?in[19].
Theorem 3.3.1 removes some extra logn factors, and is also order-wise better
when ¢ = o(p) (the high SNR case) or 1 — g = o(1). For planted r-disjoint-clique,
existing results require 1 — ¢ to be Q((rn + rK logn)/K?) [36], Q(y/n/K) [65]
or Q((n + Klog*n)/K?) [32]. We improve them to Q((n + K logn)/K?).

Our converse result in Theorem 3.3.2 is inspired by, and improves upon, the
recent work in [73], which focuses on the special case p > 1/2 > ¢, and considers
a convex relaxation approach that is equivalent to our relaxation (3.11)—(3.13) but
without the additional equality constraint in (3.13). The approach is shown to fail

1

when K?(p — 5)2 < gn. Our result is stronger in the sense that it applies to a

tighter relaxation and a larger region of the parameter space.
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CHAPTER 4

COMPUTATIONAL LOWER BOUNDS FOR
FINDING COMMUNITIES

By comparing the information limit established in Theorems 3.1.1 and 3.2.1 with
the performance limit of our convex method established in Theorem 3.3.1, we get
two strikingly different observations. On one hand, if X = ©(n), the convex
relaxation is tight and the hard regime disappears up to constants, even though
the hard regime may still exist [31, 15] when constant factors are concerned. In
this case, we get a computationally efficient and statistically order-optimal esti-
mator. On the other hand, if X' = o(n), there exists a substantial gap between the

information limit and performance limit of our convex method.

4.1 Conjecture on Computational Limits

We conjecture that no polynomial-time algorithm has order-wise better statistical
performance than our convex method and succeeds beyond the performance limit

of our convex method given in (3.14).

Conjecture 4.1.1. For any given constant > 0, there is no algorithm with run-
ning time polynomial in n that, for all n and with probability at least 1/2, outputs
the true Y* of the planted clustering problem with p > q and

(p—q)’K*> <n° (Kp(1—p)+q(l—q)n). (4.1)

If the conjecture is true, then in the asymptotic regime (2.1), the computational
limit for the cluster recovery is given by 8 = § + %, 1.e., the boundary between
the green regime and red regime in Fig. 2.1.

A direct proof of Conjecture 4.1.1 seems difficult with current techniques.
There are many possible convex formulations for cluster recovery. The space of
possible polynomial-time algorithms is even larger. It is impossible for us to study

each of them separately and obtain a converse result as in Theorem 3.3.2. Recall
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that the planted dense subgraph (PDS) model is a special case of the planted clus-
ter model where 0 < ¢ < p < 1 and r = 1. Let PDS-R (n, K, p, q, €) denote the
problem of recovering a (1 — €)-approximation of the planted cluster under the
PDS model. We prove the computational lower bounds for PDS-R (n, K, p, q, €)
problem for any € < 1 conditional on the PC Hypothesis.

The proof is divided into two steps. First, we show that PDS-R (n, K, p, q, €)
problem for any € < 1 is at least as hard as the planted binomial-sized dense sub-
graph detection (PBDS-D) problem, i.e., distinguishing between Erdds-Rényi ran-
dom graph model and the planted binomial-sized dense subgraph (PBDS) model.
Second, adopting the standard reduction approach in complexity theory, we show
that the PBDS-D problem in some regime below the (conjectured) computational

limit is computationally intractable conditional on the PC Hypothesis.

4.2 Planted Binomial-sized Dense Subgraph Detection

In this section, we formally introduce the planted binomial-sized dense subgraph
detection (PBDS-D) problem and connect it to PDS-R (n, K, p, q, €).

Let G(N, q) denote the Erdds-Rényi random graph with N vertices, where each
pair of vertices is connected independently with probability ¢. Let G(N, K, p, q)
denote the PBDS model with NV vertices where: (1) each vertex is included in
the random set S independently with probability %; (2) for any two vertices, they
are connected independently with probability p if both of them are in .S and with
probability ¢ otherwise, where p > g¢. In this case, the vertices in .S form a
community with higher connectivity than elsewhere and |S| ~ Binom(N, K/N).
The planted dense subgraph here has a random size with mean /', which is similar
to the models adopted in [15, 31, 16, 74, 50, 75], instead of a deterministic size K
as assumed in [9, 56, 76].

Definition 2. The planted binomial-sized dense subgraph detection problem with
parameters (N, K, p, q), henceforth denoted by PBDS-D (N, K, p, q), refers to the
problem of distinguishing hypotheses:

H0: GNg<N7Q>éP07
le GNg(N7K7p7Q)éP1

The following theorem shows that PDS-R (V, K, p, q, €) is at least as hard as
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PBDS-D (N, K, p, q). Notice that in PDS-R (N, K, p, ¢, €), the planted cluster
has a deterministic size K, while in PBDS-D (N, K, p, q), the size of the planted
cluster is binomially distributed with mean K.

Theorem 4.2.1. For any given constant € < 1 and ¢ > 0, suppose there is an al-
gorithm Ay with running time T that with probability 1 — ny solves the PDS-R
(N, K, cq,q,e) problem. Then there exists a test ¢y with running time at most
N2+ NTy + NK? that solves PBDS-D (N, 2K cq, q) with Type-I+II error prob-
abilities upper bounded by 7y + e % + Ne=“K*4 for a constant C' > 0 only

depending on € and c.

4.3 Computational Lower Bounds for PBDS-D

In this section, we prove the computational lower bounds for PBDS-D (V, K, cq, q)
assuming the intractability of the planted clique detection (PC-D) problem, which
further implies the hardness of PDS-R (N, K, cq, q, €) for any ¢ < 1 in view of
Theorem 4.2.1.

We first formally introduce the PC Hypothesis as our hardness assumption. Let
G(n, k,~y) denote the planted clique model in which we add edges to k vertices

uniformly chosen from G(n, ) to form a clique.

Definition 3. The planted clique detection problem with parameters (n, k, ), de-
noted by PC-D (n, k,~y) henceforth, refers to the problem of distinguishing hy-

potheses:

HS: G~Gn,»),
HY : G ~Gn, k7).

The problem of finding or detecting the planted clique has been extensively
studied for v = % and there is no known polynomial-time solver for either the
PC recovery or detection problems for k = o(1/n) and any constant v > 0. It is

conjectured [77, 43, 44, 45, 74] that the PC detection problem cannot be solved

1

in polynomial time for k& = o(y/n) with v = 3, which we refer to as the PC

Hypothesis.
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Hypothesis 1 (PC Hypothesis). Fix some constant 0 < v < % For any sequence

of randomized polynomial-time tests {1, 1, } such that limsup,,_, . 1?5;7 <1/2,

hf{gg)lfPHoc{djn,k(G) = 1} + PHF{,@/}n,k(G) = 0} >

N | —

The PC Hypothesis with v = % is similar to [48, Hypothesis 1] and [47, Hy-
pothesis Bpc]. Our computational lower bounds require that the PC Hypothesis
holds for any positive constant . An even stronger assumption that PC Hypoth-
esis holds for v = 9~(ogm)™* hag been used in [78, Theorem 10.3] for public-
key cryptography. Furthermore, [74, Corollary 5.8] shows that under a statistical

logn
query model, any statistical algorithm requires at least n et/ queries for de-
tecting the planted bi-clique in an Erdds-Rényi random bipartite graph with edge
probability .

4.3.1 Polynomial-time Reduction from PC-D to PBDS-D

In this subsection, we show the PBDS-D problem can be approximately reduced
from the PC-D problem of appropriately chosen parameters in randomized poly-
nomial time. Based on this reduction scheme, we establish a formal connection
between the PC-D problem and the PBDS-D problem in Proposition 4.3.1, and
the desired computational lower bounds follow as Theorem 4.3.3.

We aim to reduce the PC-D (n, k,~) problem to the PBDS-D (N, K, cq, q)
problem. For simplicity, we focus on the case of ¢ = 2; the general case fol-
lows similarly with a change in some numerical constants that come up in the
proof. We are given an adjacency matrix A € {0, 1}"*", or equivalently, a graph
G, and with the help of additional randomness, will map it to an adjacency matrix
A€ {0, 1}¥*N " or equivalently, a graph G such that the hypothesis HS (resp.
HY) in Definition 3 is mapped to Hy exactly (resp. H; approximately) in Defini-
tion 2. In other words, if A is drawn from G(n, ), then A is distributed according
to Py; if A is drawn from G(n, k, 1,~), then the distribution of A is close in total
variation to ;.

Our reduction scheme works as follows. Each vertex in G is randomly assigned
a parent vertex in (&, with the choice of parent being made independently for
different vertices in é, and uniformly over the set [n] of vertices in G. Let Vj

denote the set of vertices in G with parent s € [n] and let £, = |V,|. Then the sets
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of children nodes {V; : s € [n]} form a random partition of [IN]. For any 1 <
s <t < n, the number of edges, E(Vj, V;), from vertices in V; to vertices in V; in
G will be selected randomly with a conditional probability distribution specified
below. Given E(V;,V;), the particular set of edges with cardinality £(V;,V;) is
chosen uniformly at random.

It remains to specify, for 1 < s < ¢t < n, the conditional distribution of
E(s,t) given [, [;, and A,,. Ideally, conditioned on ¢, and ¢;, we want to con-
struct a Markov kernel from A, to E(s,t) which maps Bern(1) to the desired
edge distribution Binom(¢,/;,p), and Bern(1/2) to Binom(¢.(;, q), depending
on whether both s and ¢ are in the clique or not, respectively. Such a kernel,
unfortunately, provably does not exist. Nonetheless, this objective can be ac-
complished approximately in terms of the total variation. For s = ¢ € [n], let
E(V,,V;) ~ Binom((%),q). For 1 < s < t < n, denote P4, = Binom({(;,p)

2
and Qq,, = Binom((,;, q). Fix 0 < v < 1 and put mg = [log,(1/7)]. Define

Pyo,(m) +agy form =0
Pelset(m) = Py g,(m) forl <m < my

%th (m) formy <m < {4,

where are, = 3, s [Pre(m) = 2Qee(m)]. Let Qpp = 15 (Que, —
vP;,). As we show later, Q, , and P, , are well-defined probability distri-
butions as long as /,,¢; < 2¢ and 16¢q¢*> < 1, where { = N/n. Then, for
1 < s < t < n, let the conditional distribution of E(V;,V;) given ¢, ¢;, and
A+ be given by

Pészt if ASt = 17687625 S 20
E(V, Vi) ~q Q. i Ay =0,0,,6, <20 (4.2)
Qe.r, if max{l,, ¢} > 20.

The next proposition (proved in Section A.6) shows that the randomized re-
duction defined above maps G(n, ) into G(N, ¢) under the null hypothesis and
G(n, k,~y) approximately into G(N, K, p, ¢) under the alternative hypothesis, re-
spectively. The intuition behind the reduction scheme is as follows: By con-
struction, (1 —)@Q;_,, + VP, , = Q.. = Binom({,;, q) and therefore the null
distribution of the PC problem is exactly matched to that of the PDS problem,
ie., Pé‘ HE = Py. The core of the proof lies in establishing that the alternative

distributions are approximately matched. The key observation is that P; , is close

26



to Py, = Binom({sl;, p) and thus for nodes with distinct parents s # ¢ in the
planted clique, the number of edges E(V, V;) is approximately distributed as the
desired Binom(/s/;, p); for nodes with the same parent s in the planted clique,
even though F(V,V;) is distributed as Binom((%) ,q) which is not sufficiently

e;), p), after averaging over the random partition

{V5s}, the total variation distance becomes negligible.

close to the desired Binom((

Proposition 4.3.1. Let {,n € N, k € [n] and v € (0,3]. Let N = In, K = k¢,
p = 2q and my = |logy(1/7)|. Assume that 16q¢> < 1 and k > 6el. If G ~
G(n,7), then G ~ G(N, q), i.e., Peyye = Po If G ~ G(n,k,1,7), then

dTV (P5|H107 Pl)
< e 15 + L5ke T + 2k%(8¢£%)™ ! + 0.5v/e72%0 — 1+ V/0.5ke 5. (4.3)

An immediate consequence of Proposition 4.3.1 is the following result (proved
in Section A.7) showing that any PBDS-D solver induces a solver for a corre-

sponding instance of the PC-D problem.

Proposition 4.3.2. Let the assumption of Proposition 4.3.1 hold. Suppose ¢ :
{0, 1}(1;) — {0, 1} is a test for PBDS-D (N, K, 2q, q) with Type-I+II error prob-
ability n. Then G — gb(é) is a test for the PC-D (n, k, ) whose Type-I+II error
probability is upper bounded by 7 + £ with £ given by the right-hand side of (4.3).

The following theorem establishes the computational limit of the PBDS-D prob-

lem.

Theorem 4.3.3. Assume Hypothesis 1 holds for a fixed 0 < v < 1/2. Let mq =
[logy(1/7)]. Let « > 0 and 0 < < 1 be such that
1 moa + 4 2

<p <=+ — .
a<p 2 4mooz+4a MoQ

(4.4)

Then there exists a sequence {(Ny, Ky, q¢) }een satisfying

log - log K,
1. qe _ l. —
e, — O ey, P

such that for any sequence of randomized polynomial-time tests ¢, : {0, 1}@[) —

{0, 1} for the PBDS-D (Ny, Ky, 2qs, q¢) problem, the Type-I+II error probability
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is lower bounded by
1
lil;nianP’o{@(G’) =1} + P {¢(G) =0} > 2
—00

where G’ ~ G(N, ¢q) under Hy and G’ ~ G(N, K, p, q) under H,. Consequently,
if Hypothesis 1 holds for all 0 < v < 1/2, then the above holds for all & > 0 and
0 < B < 1 such that

a<fB<pfa)2

+ 4.5)

o
1

N | —

Consider the asymptotic regime (2.1). The function 3* in (4.5) gives the com-
putational barrier for the PBDS-D (N, K, ¢q, ¢) problem. Notice that PBDS-D
(N, K, cq, q) problem can be solved in linear time by thresholding based on the
total number of edges if 3 > % [79].

In view of Theorem 4.2.1, Theorem 4.3.3 further implies the computational
lower bounds for PDS-R (N, K, 2q, q).

Corollary 4.3.4. Assume Hypothesis 1 holds for a fixed 0 < v < 1/2. Given any
constant € < 1 and ¢ > 0. Let my = |log.(1/7)]. Let « > 0 and 0 < 8 < 1 be
such that

1 moa + 4 2

< b < = — .
a<p 2+4m0a+4a moQ

(4.6)

Then there exists a sequence {(Ny, Ky, q¢) }een satisfying

, logi . log K, _ 5
t—oo log Ny " 500 log Ny

Ny
2

such that any sequence of polynomial-time algorithms A, : {0, 1}( ) 5 S ¢
[N¢| with |S| = K, fails to solve PDS-R (Ny, Ky, 2q4, q;) problem with probability
at least 1/2. Consequently, if Hypothesis 1 holds for all 0 < v < 1/2, then the
above holds for all « > 0 and 0 < 3 < 1 such that

a<f<pfa)2

+ 4.7)

(67
1

N | —

Corollary 4.3.4 implies that in the asymptotic regime (2.1), PDS-R (n, K, p, q)

is computational intractable if @ < § < % + ¢ conditional on the PC Hypothesis
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(see Fig. 2.1).

Comparison to previous work on reduction from the PC Problem Most pre-
vious work [43, 45, 80, 78] in the theoretical computer science literature uses
the reduction from the PC-D problem to generate computationally hard instances
of problems and establish worst-case hardness results; the underlying distribu-
tions of the instances could be arbitrary. Similarly, in the recent works [47, 48]
on the computational limits of certain minimax inference problems, the reduction
from the PC-D problem is used to generate computationally hard but statistically
feasible instances of their problems; the underlying distributions of the instances
can also be arbitrary as long as they are valid priors on the parameter spaces. In
contrast, here our goal is to establish the average-case hardness of the PBDS-D
problem based on that of the PC-D problem. Thus the underlying distributions of
the problem instances generated from the reduction must be close to the desired
distributions under both the null and alternative hypotheses. To this end, we start
with a small dense graph generated from G(n,~) under Hy and G(n, k, ) under
H,, and arrive at a large sparse graph whose distribution is exactly G(N, ¢) un-
der Hy and approximately equal to G(NV, K, p, q) under H;. Notice that simply
sparsifying the PC-D problem does not capture the desired tradeoff between the
graph sparsity and the cluster size. Our reduction scheme differs from those used
in [47, 48] which start with a large dense graph. Similar to ours, the reduction
scheme in [80] also enlarges and sparsifies the graph by taking its subset power;
but the distributions of the resulting random graphs are rather complicated and not

close to Erdds-Rényi type graphs.
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CHAPTER 5

ACHIEVING SHARP RECOVERY
THRESHOLD VIA SDP

By comparing the information limit established in Theorems 3.1.1 and 3.2.1 and
the performance limit of our convex method established in Theorem 3.3.1, we see
the SDP achieves the information limit up to constants if X' = ©(n). Itis tempting
to ask whether SDP achieves the sharp information limit without constant gaps if

K = ©(n). In this chapter, we focus on the following particular cases:

e Binary symmetric stochastic block model (assuming n is even):

1 bl
7":2,K:2,p:aogn,q: Ogn,n—>oo (5.1)
2 n n
e Planted dense subgraph model:
1 bl
r=1, K=|pn), p="200 g = 280 o, (5.2)
n n

where a # band 0 < p < 1 are fixed constants, and show the SDP achieves the

sharp recovery thresholds.

5.1 Binary Symmetric Stochastic Block Model

Exact cluster recovery under the binary symmetric stochastic block model is stud-

ied in [52, 51] and a sharp recovery threshold is found.

Theorem 5.1.1 ([52, 51]). Under the binary symmetric stochastic block model
(5.1), if (\/a— \/1_9)2 > 2, clusters can be exactly recovered up to a permutation of
cluster indices with probability converging to 1; if (\/a— \/5)2 < 2, any algorithm

fails to exactly recover clusters with probability converging to 1.

The optimal reconstruction threshold in Theorem 5.1.1 is achieved by the max-

imum likelihood (ML) estimator, which entails finding the minimum bisection
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of the graph, a problem known to be NP-hard in the worst case [2, Theorem 1.3].
Nevertheless, it has been shown that the optimal recovery threshold can be attained
in polynomial time using a two-step procedure [52, 51]: First, apply the partial re-
covery algorithms in [16, 50] to correctly cluster all but o(n) vertices; Second,
flip the cluster memberships of those vertices who do not agree with the major-
ity of their neighbors. This two-step procedure has two limitations: a) the partial
recovery algorithms used in the first step are sophisticated; b) the original graph
needs to be split to implement the two steps to ensure their independence. It was
left open to find a simple direct approach to achieve the exact recovery threshold
in polynomial time. It was proved in [52] that a semidefinite programming (SDP)
relaxation of the ML estimator succeeds if (a — b)> > 8(a + b) + 8/3(a — b).
Backed by compelling simulation results, it was further conjectured in [52] that
the SDP relaxation can achieve the optimal recovery threshold. In this paper, we
resolve this conjecture in the positive.

The cluster structure under the binary symmetric stochastic block model can
be represented by a vector 0 € {£1}" such that o; = 1 if vertex i is in the first
cluster and o; = —1 otherwise. Let ¢* correspond to the true clusters. Then the

ML estimator of o* for the case a > b can be simply stated as

max ZAijUin
ag Z,J
s.t. o, € {x1}, i€ [n]
c'1=0, (5.3)

which maximizes the number of in-cluster edges minus the number of out-cluster
edges. This is equivalent to solving the NP-hard minimum graph bisection prob-
lem. Instead, let us consider its convex relaxation similar to the SDP relaxation
studied in [81, 52]. Let Y = oo . Then Yj; = 1 is equivalent to o; = 41 and
o1 = 0if and only if (Y, J) = 0. Therefore, (5.3) can be recast as

max (AY)

st. Y =o00"

(J.Y) =0. (5.4)
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Notice that the matrix Y = oo "

is a rank-one positive semidefinite matrix. If we
relax this condition by dropping the rank-one restriction, we obtain the following

convex relaxation of (5.4), which is a semidefinite program:

Yspp = arg max (A,Y)
Y

st. Y =0
(J.Y) =0. (5.5)

We remark that (5.5) does not rely on any knowledge of the model parameters
except that a > b; for the case a < b, we replace arg max in (5.5) by arg min.

Let Y* =0*(0*)" and Y, £ {00 : 0 € {~1,1}",0 "1 = 0}. The following
result establishes the optimality of the SDP procedure:

Theorem 5.1.2. If (v/a — vb)? > 2, then miny-cy, P{Yspp = Y*} — 1 as

n — OoQ.

5.2 Planted Dense Subgraph Model

In this section we turn to the planted dense subgraph model in the asymptotic
regime (5.2), where there exists a single cluster of size p/N. To specify the optimal

reconstruction threshold, define the following function: For a, b > 0, let

a—7"log% ifa,b>0,a#b

a ifb=0
fla.b) = b ifa=0 ’ 60

0 ifa=0
where 7 £ ﬁ ifa,b > 0and a # b. We show thatif pf(a,b) > 1, exact re-
covery is achievable in polynomial-time via SDP with probability tending to one;
if pf(a,b) < 1, any estimator fails to recover the cluster with probability tending
to one regardless of the computational costs. The sharp threshold pf(a,b) = 1 is

plotted in Fig. 5.1 for various values of p.

We first introduce the maximum likelihood estimator and its convex relaxation.
For ease of notation, in this section we use a vector £ € {0,1}", as opposed to

o € {£1}" used in Section 5.1 for the SBM, as the indicator function of the

32



Figure 5.1: The recovery threshold: pf(a,b) = 1 (solid curves) for the planted
dense subgraph model (5.2); (v/a — \/7))2 = 2 (dashed curve) for the stochastic
block model (5.1).

cluster, such that £, = 1 if vertex ¢ is in the cluster and &; = 0 otherwise. Let £*
be the indicator of the true cluster. Assuming a > b, i.e., the nodes in the cluster

are more densely connected, the ML estimation of £* is simply
méax Z Aij&&;
7:7j

s.t. £e€{0,1}"
¢ =K, (5.7)

which maximizes the number of in-cluster edges. Due to the integrality con-

straints, it is computationally difficult to solve (5.7), which prompts us to consider
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its convex relaxation. Note that (5.7) can be equivalently' formulated as

max (A, Z)
st. Z =¢&€T

(I,Z) =K
(J,7) = K?, (5.8)

where the matrix Z = ££7 is positive semidefinite and rank-one. Removing the
rank-one restriction leads to the following convex relaxation of (5.8), which is a

semidefinite program.

ESDP = argmax(A, 7)
Z

st. Z=0
Zi <1, Vie|n]
Zi; >0, Yi,j€n)
(1,7 =K
(J,7) = K. (5.9)

We note that, apart from the assumption that a > b, the only model parameter
needed by the estimator (5.9) is the cluster size K; for the case a < b, we replace
arg max in (5.9) by arg min.

Let Z* = £*(€*)" correspond to the true cluster and define Z,, = {f{ T:¢e
0,1}, ¢"1 =K } The recovery threshold for the SDP (5.9) is given as follows.

Theorem 5.2.1. Under the planted dense subgraph model (5.2), if

pflab) > 1, (5.10)

then ming-cz, P{Zspp = Z*} — 1 as n — oc.

Next we prove a converse for Theorem 5.2.1 which shows that the recovery

threshold achieved by the SDP relaxation is in fact optimal.

"Here (5.7) and (5.8) are equivalent in the following sense: for any feasible & for (5.7), Z =
€¢7 is feasible for (5.8); for any feasible Z, & for (5.8), either & or —¢ is feasible for (5.7).
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Theorem 5.2.2. If

pfla,b) <1, (5.11)
then for any sequence of estimators Zv maxg-cz, P{Zn =7} = 0.

Under the planted dense subgraph model, our investigation of the exact cluster
recovery problem in this section has been focused on the regime where the cluster
size K grows linearly with n, and p, ¢ = @(10%), where the statistically optimal
threshold can be attained by SDP in polynomial time. However, this need not
be the case if K grows sublinearly in n. Recall our main results of Chapter 3
and 4 in the asymptotic regime (2.1). Assuming the PC Hypothesis, when o €
(0, 2) (and, quite possibly, the entire range (0, 1)), there exists a significant gap
between the information limit (recovery threshold of the optimal procedure) and
the computational limit (recovery threshold for polynomial-time algorithms). In
contrast, in the asymptotic regime of (5.2), the computational constraint imposes
no penalty on the statistical performance, in that the optimal threshold can be

attained by SDP relaxation in view of Theorem 5.2.1.
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CHAPTER 6

DEGREE-CORRECTED SBM AND
EMPIRICAL STUDY ON REAL DATA

In this chapter, we analyze the convex method under the degree-corrected SBM
(DCSBM), which includes heterogeneous cluster sizes and node degrees, and test

the convex method on real data.

6.1 Degree-corrected SBM and Convex Method

The DCSBM is defined by five key parameters n,r € N, p > ¢ € [0, 1] and
¢ € R, where 0; controls the expected degree of node i € [n]. Assume pf;0; > 1
for all i # 7.

Definition 4 (DCSBM). Suppose there are n nodes indexed by [n] and each node i
is associated with a parameter 0;. Assume the nodes are partitioned into r disjoint
clusters C5, ..., C) (called true clusters). A random graph is generated based on
the cluster structure: Each pair of nodes i and j are connected independently of
all others by an edge with probability 0;0,p (p is called in-cluster edge density)
if they are in the same cluster, and otherwise with probability 0,0;q (q is called
out-cluster edge density).

Note that p, ¢,  and @ are allowed to be functions of n. The goal is to exactly
recover the true clusters {C }7 | given the random graph. Recall that Y* is the
cluster matrix. Under DCSBM, we have, for all i # j, P(4;; = 1) = 6,0;p if
Vi =1land P(A;; = 1) = 0;0;q if Y;; = 0. The cluster recovery problem reduces
to recovering Y* given A. We can derive an efficient SDP by taking the convex

relaxation of the ML estimation.
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Algorithm 3 Convex Relaxation of ML Estimator under DCSBM with p > ¢

1<J
s.t. Y =0, (6.2)

The following theorem provides a sufficient condition for the success of the
convex method. For each k € [r], define %) € R" such that 95’“) =6;ifi € C}

and 61@ = ( otherwise. Let 0,,;,, = min; 6, and 0,,,,x = max; 0;.

Theorem 6.1.1. Consider the DCSBM with p > ¢. Assume the tuning parameter
A in the problem (6.1)—(6.3) satisfies

Then, there exists a universal constant ¢; such that with high probability, the opti-

mal solution to Algorithm 3 is unique and equal to Y* provided
(p = )" min [[0%]16in > c1p(1 = q) logn, (6.4)
2
(p—0)? (min]}0V]1) > crg(1 = g)nlogn. 6.5)

In the special case with 6; = 1 for all i € [n] and clusters of equal size &, the
DCSBM reduces to the classical SBM and conditions (6.4) and (6.5) reduce to
condition (3.14):

K*(p—q)* > c1 [Kp(1 —q)logn +q(1 — ¢)nlogn].

6.2 Empirical Study on Political Blog Network

Note that Algorithm 3 involves the model parameter ¢, which is unobservable
in practice. Nevertheless we can get an estimator of ¢;0; based on the degree

sequence.
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Lemma 1. Consider the DCSBM with p > g. Assume

lim inf min HQ(’“)Hl/HG\h = a, limsupmaxHG(’“)Hl/HﬁHl =0,
n—oo  k n—o00 k

and lim sup,,_, . MW = 0. Then for all 7 # j,

2 2
_ d-d. d-d. _
((p—q)a+q) < liminf D s i (p—q)B8+q) |
(p—q)B+q n—oc 0,0; > ., dy nooo 0i0; Y . di (p—qa+qg
(6.6)

To interpret Lemma 1, consider the simple case with two symmetric communi-

ties where r = 2, @ = 8 = 1 and 6. = 0(||0]|1), then Lemma 1 implies that

lim,, o % = ’#Qzﬂj, Vi # j. Therefore, we can get a completely data-driven
algorithm by replacing the term \¢;0; in Algorithm 3 with Zd f’/d;_, . More generally,
we have the following data-driven SDP.
Algorithm 4 Data-driven SDP under DCSBM with p > ¢
N d;d;
Y = arg m}gxz (Az] - TW) Y;j (67)
1<j i
s.t. ' Y >0, (6.8)
Yii=1,Vi, 0<Y;; <1,Vi#j, (6.9)

where 7 is called resolution tuning parameter.

Next, we connect theory with practice and test the empirical performance of
Algorithm 4 on the US political blog network dataset [66]. This network dataset
collected in 2005 consists of 19090 hyperlinks (directed edges) between 1490 po-
litical blogs. Also, the political leaning of all blogs (either liberal or conservative)
is labeled manually based on blog directories, incoming and outgoing links and
posts around the time of the 2004 presidential election. We treat these labels as
the true community memberships. We pre-process the data by ignoring the edge
directions and focus on the largest connected component with 1222 nodes, 16, 714
edges. Note that the graph has high degree variation: The max degree is 351 and
the mean degree is around 27.

We solve for Y in Algorithm 4 using the alternating direction method of mul-

tipliers as suggested in [34] and output clusters using k-means with £ = 2 on Y.
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Interestingly, letting B;; = A;j — %,W # j and B;; = 0,Vi, B is known
as the modularity matrix [3]. The modularity maximization in [3] maximizes the
objective function ZZ < B;;Y;; over all possible cluster matrices Y € ). Thus,
Algorithm 4 with 7 = 1 can be interpreted as a convex relaxation of the modu-
larity maximization. We find Algorithm 4 with 7 = 1 only misclassifies 62 nodes
among 1222 nodes in total, which is comparable to the best known results in the

literature: The SCORE method proposed in [64] misclassifies 58 nodes.
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CHAPTER 7

INFERRING PREFERENCE FROM
PARTIAL RANKINGS

Given a set of partial rankings from multiple decision makers or judges, in this
chapter we study the problem of inferring the inherent preference of the whole

population.

7.1 Problem Setup

We describe our model in the context of recommender systems, but it is applicable
to other systems with partial rankings. Consider a recommender system with
m users indexed by [m] and n items indexed by [n]. For each item i € [n],
there is a hidden parameter 6 measuring the underlying preference. Each user
J, independent of everyone else, randomly generates a partial ranking o; over a
subset of items .S; C [n] according to the PL model with the underlying preference
vector 0* = (07,...,0%).

Definition 5 (PL model). A partial ranking o : [|S|] — S is generated from
{07,1 € S} under the PL model in two steps: (1) independently assign each item
i € S an unobserved value X,;, exponentially distributed with mean =% ; (2)
select o so that X,(1) < Xy(2) < -+ < Xq(15))-

The PL model can be equivalently described in the following sequential manner.
To generate a partial ranking o, first select o(1) in S randomly from the distribu-
tion % /(Y. cq€%); secondly, select o(2) in S\ {o(1)} with the probability
distribution % / (3, S\{o(1)} e”"); continue the process in the same fashion until
all the items in S are assigned. The PL model is a special case of the following

class of models.

Definition 6 (Thurstone model, or random utility model (RUM) ). A partial rank-
ing o : [|S|] = S is generated from {07,i € S} under the Thurstone model for
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a given CDF F in two steps: (1) independently assign each item i € S an unob-
served utility U;, with CDF F'(c — 67); (2) select o so that U,y > Uyay) > -+ >
Us(s))-

To recover the PL. model from the Thurstone model, take F' to be the CDF
for the standard Gumbel distribution: F'(c) = e~(¢°). Equivalently, take F to
be the CDF of — log(X') such that X has the exponential distribution with mean
one. For this choice of F, the utility U; having CDF F'(c — ) is equivalent to
U; = —log(X;) such that X; is exponentially distributed with mean ¢~% . The
corresponding partial permutation o is such that X;1) < X,0) < -+ < X9,
or equivalently, U, (1) > Us2) 2> - -+ = Uy(js))- (Note the opposite ordering of X’s
and U’s.)

Given the observation of all partial rankings {o; } jc[,,) Over the subsets {.5; } jc[m]
of items, the task is to infer the underlying preference vector 6*. For the PL
model, and more generally for the Thurstone model, we see that §* and 0* + al
for any @ € R are statistically indistinguishable, where 1 is an all-ones vec-
tor. Indeed, under our model, the preference vector 6* is the equivalence class
[0*] = {0 : Ja € R,0 = 0" + al}. To get a unique representation of the equiv-
alence class, we assume » ., 07 = 0. Then the space of all possible preference
vectors is given by © = {0 € R" : > " 6, = 0}. Moreover, if 0 — 6} be-
comes arbitrarily large for all i # 4, then with high probability item 7 is ranked
higher than any other item ¢’ and there is no way to estimate f; to any accuracy.
Therefore, we further put the constraint that 6* € [—b, b]" for some b € R and
define ©, = © N [—b,b]". The parameter b characterizes the dynamic range of
the underlying preference. In this chapter, we assume b is a fixed constant. As
observed in [27], if b were scaled with n, then it would be easy to rank items with
high preference versus items with low preference and one can focus on ranking
items with close preference.

We denote the number of items assigned to user j by k; := |.S;| and the average
number of assigned items per use by k = % 27:1 k;; parameter £ may scale with
n in this chapter. We consider two scenarios for generating the subsets {.5;}7;:
the random item assignment case where the .S;’s are chosen independently and
uniformly at random from all possible subsets of [n] with sizes given by the k;’s,
and the deterministic item assignment case where the S;’s are chosen determinis-
tically.

Our main results depend on the structure of a weighted undirected graph G
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defined as follows.

Definition 7 (Comparison graph G). Each item i € [n| corresponds to a vertex

i € [n]. For any pair of vertices i,1, there is a weighted edge between them if

1

. . , . .
there exists a user who ranks both items i and i'; the weight equals juii'es; -1

Let A denote the weighted adjacency matrix of G. Let d; = > ; Aij, s0 d;
is the number of users who rank item ¢, and without loss of generality assume
dy <dy <--- <d,. Let D denote the n x n diagonal matrix formed by {d;,i €
[n]} and define the graph Laplacian L as L = D — A. Observe that L is posi-
tive semi-definite and the smallest eigenvalue of L is zero with the corresponding
eigenvector given by the normalized all-one vector. Let 0 = A < Ay < --- < )\,

denote the eigenvalues of L in ascending order.

Summary of main results. Theorem 7.3.1 gives a lower bound for the estima-

L
=2 d;

argument and holds for both the PL. model and the more general Thurstone model.

tion error that scales as » The lower bound is derived based on a genie-

Theorem 7.4.1 shows that the Cramér-Rao lower bound scales as ) " , 5. Theo-
rem 7.5.1 gives an upper bound for the squared error of the maximum likelihood

(ML) estimator that scales as (A’?fl—ox/flb)z. Under the full rank breaking scheme that

decomposes a k-way comparison into (g) pairwise comparisons, Theorem 7.6.2
mklogn
N
graph, i.e., \y ~ A\, and mk = Q(nlogn), our lower and upper bounds match up
to a logn factor. This follows from the fact that Y . \; = > _.d; = mk, and for

expanders mk = ©(n\z). Since the Erdds-Rényi random graph is an expander

gives an upper bound that scales as . If the comparison graph is an expander

graph with high probability for average degree larger than log n, when the sys-
tem is allowed to choose the item assignment, we propose a random assignment
scheme under which the items for each user are chosen independently and uni-
formly at random. 1t follows from Theorem 7.3.1 that mk = Q(n) is necessary
for any item assignment scheme to reliably infer the underlying preference vector,
while our upper bounds imply that mk = €(nlogn) is sufficient with the random
assignment scheme and can be achieved by either the ML estimator or the full
rank breaking or the independence-preserving breaking that decompose a k-way
comparison into | k/2]| non-intersecting pairwise comparisons, proving that rank

breaking schemes are also nearly optimal.
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7.2 Related Work

In this chapter, we study a statistical learning approach, assuming the observed
ranking data is generated from a probabilistic model. Various probabilistic models
on permutations have been studied in the ranking literature (see, e.g., [82, 26]).
A nonparametric approach to modeling distributions over rankings using sparse
representations has been studied in [83]. Most of the parametric models fall into
one of the following three categories: noisy comparison model, distance based
model, and random utility model. The noisy comparison model assumes that there
is an underlying true ranking over n items, and each user independently gives a
pairwise comparison which agrees with the true ranking with probability p > 1/2.
It is shown in [84] that O(n log n) pairwise comparisons, when chosen adaptively,
are sufficient for accurately estimating the true ranking.

The Mallows model is a distance-based model, which randomly generates a full
ranking o over n items from some underlying true ranking o* with probability
proportional to e4(?7") where 3 is a fixed spread parameter and d(-,-) can be
any permutation distance such as the Kemeny distance. It is shown in [84] that
the true ranking o* can be estimated accurately given O(logn) independent full
rankings generated under the Mallows model with the Kemeny distance.

In this chapter, we study a special case of random utility models (RUMs) known
as the Plackett-Luce (PL) model. It is shown in [24] that the likelihood function
under the PL model is concave and the ML estimator can be efficiently found
using a minorization-maximization (MM) algorithm which is a variation of the
general EM algorithm. We give an upper bound on the error achieved by such
an ML estimator, and prove that this is matched by a lower bound. The lower
bound is derived by comparing to an oracle estimator which observes the random
utilities of RUM directly. The Bradley-Terry (BT) model is the special case of the
PL model where we only observe pairwise comparisons. For the BT model, [27]
proposes RankCentrality algorithm based on the stationary distribution of a ran-
dom walk over a suitably defined comparison graph and shows €(npoly(logn))
randomly chosen pairwise comparisons are sufficient to accurately estimate the
underlying parameters; one corollary of our result is a matching performance
guarantee for the ML estimator under the BT model. More recently, [85] ana-
lyzed various algorithms including RankCentrality and the ML estimator under a
general, not necessarily uniform, sampling scheme.

In a PL model with priors, MAP inference becomes computationally challeng-
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ing. Instead, an efficient message-passing algorithm is proposed in [25] to ap-
proximate the MAP estimate. For a more general family of random utility models,
Soufiani et al. in [86, 87] give a sufficient condition under which the likelihood
function is concave, and propose a Monte-Carlo EM algorithm to compute the ML
estimator for general RUMs. More recently in [28, 29], the generalized method of
moments together with the rank-breaking is applied to estimate the parameters of

the PL. model and the random utility model when the data consists of full rankings.

7.3 Oracle Lower Bound

In this section, we derive an oracle lower bound for any estimator of 6*. The lower
bound is constructed by considering an oracle who reveals all the hidden scores in

the PL model as side information and holds for the general Thurstone models.

Theorem 7.3.1. Suppose oi" are generated from the Thurstone model for some
CDF F. For any estimator é\,

, ~ 1 "1 1 n—1)>2
inf sup B[17— 67| > g2

0 07€0 21(p) + 02(di1dz) i=2 (1) + b2(d1 +dz) mk

where 1 is the probability density function of F, i.e., p = F" and I (1) = f %dw;
the second inequality follows from the Jensen’s inequality. For the PL model,
which is a special case of the Thurstone models with F' being the standard Gum-
bel distribution, 1(p) = 1.

Theorem 7.3.1 shows that the oracle lower bound scales as ), di We remark
that the summation begins with 1/ds. This makes some sense, in view of the fact
that the parameters 07 need to sum to zero. For example, if d; is a moderate
value and all the other d;’s are very large, then with the hidden scores as side
information, we may be able to accurately estimate ¢ for ¢« # 1 and therefore
accurately estimate 6;. The oracle lower bound also depends on the dynamic range
b and is tight for b = 0, because a trivial estimator that always outputs the all-zero

vector achieves the lower bound.

Comparison to previous work Theorem 7.3.1 implies that mk = 2(n) is nec-

essary for any item assignment scheme to reliably infer 6, i.e., ensuring E| |§ —
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0*||3] = o(n). It provides the first converse result on inferring the parameter vec-
tor under the general Thurstone models to our knowledge. For the Bradley-Terry
model, which is a special case of the PL model where all the partial rankings re-
duce to the pairwise comparisons, i.e., k = 2, it is shown in [27] that m = Q(n)
is necessary for the random item assignment scheme to achieve the reliable infer-
ence based on the information-theoretic argument. In contrast, our converse result
is derived based on the Bayesian Cramér-Rao lower bound [88], applies to the
general models with any item assignment, and is considerably tighter if d;’s are of

different orders.

7.4 Cramér-Rao Lower Bound

In this section, we derive the Cramér-Rao lower bound for any unbiased estimator
of 6*.

Theorem 7.4.1. Let kyax = maXjepy kj and U denote the set of all unbiased
estimators of 0%, i.e., 6 € U if and only szE[@]@* =0]=0,Y0 € O. Ifb > 0, then

k -1 n
) - i} 1 max 1 1
inf sup E[[|§ - 67[)3] > (1 - > z) > X
i=2 "

0cU 0* €Oy, kmax —1

N —1

1 R\ (1)
>(1- Sl I
- ( Ernax ZZ €> mk

=1

where the second inequality follows from the Jensen’s inequality.

noo1
i=2 \;

all the items can be partitioned into two groups such that no user ever compares

The Cramér-Rao lower bound scales as » | . When G is disconnected, i.e.,
an item in one group with an item in the other group, Ay = 0 and the Cramér-Rao
lower bound is infinity, which is valid (and of course tight) because there is no
basis for gauging any item in one connected component with respect to any item
in the other connected component and the accurate inference is impossible for any
estimator. Although the Cramér-Rao lower bound only holds for any unbiased
estimator, we suspect that a lower bound with the same scaling holds for any

estimator, but we do not have a proof.
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7.5 ML Upper Bound

In this section, we study the ML estimator based on the partial rankings. The
ML estimator of 6* is defined as 6y, € arg maxgeco, L(0), where L£(0) is the log

likelihood function given by

kj—1

L(0) = logPy[o7"] = Z [0, 0) — 10g (exp (b, (0)) + - - - + exp (0o, 1)) ] -

j=1 ¢=1

(7.1)

As observed in [24], £(0) is concave in # and thus the ML estimator can be ef-
ficiently computed either via the gradient descent method or the EM type algo-
rithms.

The following theorem gives an upper bound on the error rates inversely depen-
dent on \,. Intuitively, by the well-known Cheeger’s inequality, if the spectral gap
A2 becomes larger, then there are more edges across any bi-partition of G, mean-
ing more pairwise comparisons are available between any bi-partition of movies,

and therefore 6* can be estimated more accurately.

Theorem 7.5.1. Assume )\, > C'logn for a sufficiently large constant C' in the
case with k > 2. Then with high probability,

4(1 4 22\ mlogn Ifk =2,

||(9ML — 9*||2 < { 8et\/2mklogn Ifk>2
A2 —16€2b\/ X, Togn :

We compare the above upper bound with the Cramér-Rao lower bound given
by Theorem 7.4.1. Notice that 2?21 A; = mk and A\; = 0. Therefore, ’j\”‘—%’“ >
S, A% and the upper bound is always larger than the Cramér-Rao lower bound.
When the comparison graph G is an expander and mk = €(nlogn), by the well-
known Cheeger’s inequality, Ay ~ \,, = Q(logn) , the upper bound is only larger
than the Cramér-Rao lower bound by a logarithmic factor. In particular, with the
random item assignment scheme, we show that Ao, A, ~ mTk if mk > C'logn
and as a corollary of Theorem 7.5.1, mk = Q(nlogn) is sufficient to ensure
|\§ML — 60*||2 = o(y/n), proving the random item assignment scheme with the ML

estimation is minimax-optimal up to a log n factor.

Corollary 7.5.2. Suppose ST* are chosen independently and uniformly at random

among all possible subsets of [n]. Then there exists a positive constant C' > 0
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such that if m > Cnlogn when k = 2 and mk > Ce?*logn when k > 2, then
with high probability

. 4(1 + e2)2,/n2loen e = 9
[Onr, — 07 |2 < ( ) - /
32etty/2loEn o ff > 2,

Comparison to previous work Theorem 7.5.1 provides the first finite-sample
error rates for inferring the parameter vector under the PL model to our knowl-
edge. For the Bradley-Terry model, which is a special case of the PL model with
k = 2, [27] derived the similar performance guarantee by analyzing the rank cen-
trality algorithm and the ML estimator. More recently, [85] extended the results
to the non-uniform sampling scheme of item pairs, but the performance guaran-
tees obtained when specialized to the uniform sampling scheme require at least
m = Q(n*logn) to ensure H@\— 6*||2 = o(y/n), while our results only require

m = Q(nlogn).

7.6 Rank Breaking Upper Bound

In this section, we study two rank-breaking schemes which decompose partial
rankings into pairwise comparisons. For a partial ranking o over S, i.e., o is a

mapping from [|S|] to S, let o' denote the inverse mapping.

Definition 8. Given a partial ranking o over the subset S C [n] of size k, the
independence-preserving breaking scheme (1B) breaks o into | k /2| non-intersecting
pairwise comparisons of form {i,, i,y }\*2 such that {i,, i’} 0 {i,, i} = 0 for
any s # tand y, = 1if o7 '(iy) < o7 '(i}) and O otherwise. The random 1B

chooses {iy, z;}}i/fJ uniformly at random among all possibilities.

If o is generated under the PL. model, then the IB breaks ¢ into independent
pairwise comparisons generated under the PLL model. Hence, we can first break
partial rankings o7" into independent pairwise comparisons using the random IB
and then apply the ML estimator on the generated pairwise comparisons with the
constraint that § € O, denoted by 513. Under the random assignment scheme,
as a corollary of Theorem 7.5.1, mk = Q(nlogn) is sufficient to ensure ||§IB —
6*l2 = o(y/n), proving the random item assignment scheme with the random
IB is minimax-optimal up to a logn factor in view of the oracle lower bound in
Theorem 7.3.1.
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Corollary 7.6.1. Suppose ST* are chosen independently and uniformly at random
among all possible subsets of [n] with size k. There exists a positive constant

C > 0 such that if mk > Cnlogn, then with high probability,

~ 2n?logn
e — 6°]l> < 4(1+ €™)? | =22,

Definition 9. Given a partial ranking o over the subset S C [n] of size k, the

full breaking scheme (FB) breaks o into all (g) possible pairwise comparisons of

(5)

k
form {iy, i;,y; },21 such that y, = 1if o~ (i;) < o7'(4}) and 0 otherwise.

If o is generated under the PL. model, then the FB breaks ¢ into pairwise com-
parisons which are not independently generated under the PL. model. We pretend
the pairwise comparisons induced from the full breaking are all independent and

maximize the weighted log likelihood function £(6) given by

“ 1 0; 0,
2 2(k; — 1) Z_ (‘)il{o;%w;l(i')} 0 (s} — 108 (¢ % >)

(7.2)

with the constraint that f € ©,. Let fgg denote the maximizer. Notice that we put
the weight ﬁ to adjust the contributions of the pairwise comparisons generated
J

from the partial rankings over subsets with different sizes.

Theorem 7.6.2. With high probability,

vmklogn

B — 7]z < 2(1 + €*)2 ¥
2

Furthermore, suppose S" are chosen independently and uniformly at random
among all possible subsets of [n|. There exists a positive constant C > 0 such
that if mk > Cnlog n, then with high probability,

— 2]
1B — 6l < 4(1 + )y | 220,
m

Theorem 7.6.2 shows that the error rates of é\FB inversely depend on \y;. When
the comparison graph G is an expander, i.e., Ao ~ A, the upper bound is only
larger than the Cramér-Rao lower bound by a logarithmic factor. The similar

observation holds for the ML estimator as shown in Theorem 7.5.1. With the
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random item assignment scheme, Theorem 7.6.2 implies that the FB only needs
mk = Q(nlogn) to achieve the reliable inference, which is optimal up to a logn

factor in view of the oracle lower bound in Theorem 7.3.1.

Comparison to previous work The rank breaking schemes considered in [28,
29] break the full rankings according to rank positions while our schemes break
the partial rankings according to the item indices. The results in [28, 29] establish
the consistency of the generalized method of moments under the rank breaking
schemes when the data consists of full rankings. In contrast, Corollary 7.6.1 and
Theorem 7.6.2 apply to the more general setting with partial rankings and provide
the finite-sample error rates, proving the optimality of the random IB and FB with

the random item assignment scheme.

7.7 Numerical Experiments

Suppose there are n = 1024 items and 6* is uniformly distributed over [—b, b].
We first generate d full rankings over 1024 items according to the PL model with
parameter 6*. Then for each fixed &k € {512,256,...,2}, we break every full

ranking o into n/k partial rankings over subsets of size k as follows: Let {.5; };i’i
denote a partition of [n] generated uniformly at random such that S; N S; = @ for

J # j' and |S;| = k for all j; generate {aj};i’i such that o; is the partial ranking

over set S; consistent with o. In this way, in total we get m = dn/k k-way
comparisons which are all independently generated from the PL model. We apply
the minorization-maximization (MM) algorithm proposed in [24] to compute the
ML estimator gML based on the k-way comparisons and the estimator §FB based
on the pairwise comparisons induced by the FB. The estimation error is measured
by the rescaled mean square error (MSE) defined by log, (73—5 H@\— 0* H%)

We run the simulation with b = 2 and d = 16, 64. The results are depicted in
Fig. 7.1. We also plot the Cramér-Rao (CR) limit given by log, (1 — % ZL %) -
as per Theorem 7.4.1. The oracle lower bound in Theorem 7.3.1 implies that the
rescaled MSE is at least 0. We can see that the rescaled MSE of the ML estimator
éML is close to the CR limit and approaches the oracle lower bound as k£ becomes
large, suggesting the ML estimator is minimax-optimal. Furthermore, there is an
approximately constant gap between the rescaled MSE of §FB and the CR limit,

suggesting that the FB is minimax-optimal up to a constant factor.
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Figure 7.1: The error rate based on nd/k k-way comparisons with and without
full breaking.

Finally, we point out that when d = 16 and log, (k) = 1, the MSE returned by
the MM algorithm is infinity. Such singularity occurs for the following reason.
Suppose we consider a directed comparison graph with nodes corresponding to
items such that for each (i, j), there is a directed edge (i — j) if item 4 is ever
ranked higher than j. If the graph is not strongly connected, i.e., if there exists a
partition of the items into two groups A and B such that items in A are always
ranked higher than items in B, then if all {; : i € A} are increased by a posi-
tive constant a, and all {0; : i € B} are decreased by another positive constant
a’ such that all {6;,i € [n|} still sum up to zero, the log likelihood (7.1) must
increase; thus, the log likelihood has no maximizer over the parameter space O,
and the MSE returned by the MM algorithm will diverge. Theoretically, if b is a
constant and d exceeds the order of log n, the directed comparison graph will be
strongly connected with high probability and so such singularity does not occur
in our numerical experiments when d > 64. In practice we can deal with this
singularity issue in three ways: 1) find the strongly connected components and
then run MM in each component to come up with an estimator of 6* restricted to
each component; 2) introduce a proper prior on the parameters and use Bayesian
inference to come up with an estimator (see [25]); 3) add to the log likelihood
objective function a regularization term based on ||f||> and solve the regularized

ML using the gradient descent algorithms (see [27]).
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

This thesis studies the information and computational limits and efficient algo-
rithms, for two typical statistical inference problems in networks: Finding com-
munities within a network and inferring group preference from partial rankings.

Our derivation of information limits is based on Fano’s inequality, Bayesian
Cramér-Rao lower bound, and non-asymptotic analysis of the ML estimators. The
techniques developed represent an important contribution to not only the study
of community detection and rank aggregation, but also other statistical inference
problems in networks. The computational limits for finding communities is es-
tablished by reducing the cluster recovery problem from the well-known planted
clique detection problem. The reduction proof deviates substantially from the
classical reduction arguments in the worst-case computational complexity theory
and draws upon a number of tools from statistics and discrete probability, such
as the second moment method, decoupling argument and negative associations.
The reduction scheme could be useful for studying the average-case complexity in
other inference problems, a topic becomingly increasingly important in both com-
puter science and statistics. The efficient algorithm proposed for finding commu-
nities is based on the semidefinite programming relaxation of the ML estimator.
Our derivation of the performance limits of the SDP exploits the convex duality
theory and spectral properties of random graphs. The techniques developed could
be useful to analyze the SDP in other combinatorial optimization problems.

Going forward, there are several interesting research directions.

8.1 Computation Lower Bounds for Statistical
Inference

My investigation of the fundamental limits for community detection unveils an

interesting phase transition in the statistical and computational complexities, but
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only touches a tip of the iceberg. Appearances of a hard regime are also observed
in some other related inference problems such as detecting or recovering a sin-
gle sparse principal component [57, 58], detecting or localizing a single sparse
submatrix [54, 59, 60, 61], and detecting a single cluster [9, 56]. In contrast, in
some special cases with two symmetric clusters of size n/2 or a single cluster of
size proportional to n, we discover the SDP achieves the sharp information limit
and there is no hard regime. A theory to completely characterize the performance
limit of the SDP and to predict the existence of the hard regime is needed, and

such theory will have profound impact in many disciplines.

8.2 Space Lower Bounds for Statistical Inference

In this thesis, we primarily focus on computational complexity rather than other
types of complexity. However, the available space resource is a bottleneck in
many systems. For example, in applications to big data analysis, data often comes
in a stream fashion and we would like to design estimators which access the data
in few passes (ideally, a single pass) over the input stream and use limited (ideally,
sublinear in input size) memory space. Therefore, it is fundamentally important
to characterize the estimation accuracy under space constraint. To be more spe-
cific, consider the planted clique detection problem (Definition 3). Assume the
edges of the graph come in a stream and one is interested in distinguishing be-
tween an ErdGs-Rényi random graph G(n, %) and the planted clique model with a
hidden clique of size K in a single pass. Notice that when K = w(y/n), the sim-
ple algorithm based on thresholding the total number of edges only uses O(logn)
space. Also, it is known that one can maintain a spectral sparsifier of the graph
in 6(n /€?) space that approximates the original graph spectrum up to a multi-
plicative factor (1 + €) [89]. Hence, if K = €(y/n), one can detect the hidden
clique by applying the spectral method on the spectral sparsifier, which only uses
5(n) space. From these two observations, it is tempting to ask if one can detect
the clique of size ©(y/n) in sub-polynomial (say, poly-logarithmic) space. More
broadly, what are the fundamental limits for community detection under a given
space constraint? This streaming community detection problem has many appli-
cations such as detecting new events or topics, and has deep connections with

communication complexity, spectral graph theory, and stochastic optimization.
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APPENDIX A

PROOFS FOR FINDING COMMUNITIES

In this section, we give proofs for finding communities under the planted clus-
ter model with p > ¢. Let n; = 7K and ny, & n — rK denote the numbers
of non-outlier nodes and outlier nodes, respectively. Let J and I denote the
all-one matrix and identify matrix, respectively. Several matrix norms will be
used: The spectral norm || X || (the largest singular value of X); the nuclear norm
i 1 Xl
Xij|; and the /o, norm || X ||, = max;;|X;;|. Let

|| X« (the sum of the singular values); the Frobenius norm || X ||p = >
the ¢, norm || X|[|; = >, |
(X,Y) £ Tr(XTY) denote the inner product between two matrices and then
X1 = (X, X).

A.1 Proof of Theorem 3.1.1 and Corollary 3.1.2

We will make use of the following upper and lower bounds on the KL-divergence

D(u||v) between two Bernoulli distributions with means v € [0, 1] and v € [0, 1]:

1 —
D (u|v) éulogg—i—(l—u)log1 “
/l) j—
@ y—w v—u (u—0v)?
< 11— = A.l

where (a) follows from the inequality logz < x — 1,Vz > 0. Viewing D(z||v)
as a function of # € [0, 1] and using a Taylor’s expansion, we can find some
€ € [uAv,uV o] such that

2
u—v
D (ullo) = D (wle) + (u — o)D" (o) + 40

® (u —v)?
~2(uVvo)(l—uAv)’

D" (&]jv) (A.2)

(A.3)
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where (b) follows because D’ (v||v) = 0 and

1 1
=8 ~ (wvo)(l—unv)

D" (E|lv) =

Theorem 3.1.1 is established through the following three lemmas, each of which

provides a sufficient condition for having a large error probability.

Lemma 2. Suppose that 128 < K < 5. Let 6 = = TK((K andp = 5p + (1 —6)q.
Then infy supy-.cy P [Y #* Y*] > Lif

=\2

_ (q—p) n4 n

Moreover, (A.4) is implied by

q(1 —q)log - (A.5)

K(p—q)* < e

AN,

Proof. We use an information theoretic argument via Fano’s inequality. Recall
that ) is the set of cluster matrices corresponding to r clusters of size K. Let
Py~ 4y be the joint distribution of (Y*, A) when Y* is sampled from )’ uniformly
at random and then A is generated according to the planted cluster model. Lower-

bounding the supremum by the average, we have

inf sup P [? £ Y*} > inf Py 4 [? £ Y*} . (A.6)
Y Y*e)y Y

It suffices to bound Py~ 4) [}A/ + Y*}. Let H(X) be the entropy of a random
variable X and I(X; Z) the mutual information between X and Z. By Fano’s

inequality, we have for any Y,

I(Y*A)+1

Py [ff Y*] >1—

(A.7)

We ﬁrst lower bound log |)|. Simple counting gives that | )| = (n ) (’};,)T , where

ni £ rK. Note that (" ) (7)™ and /n(2)" < n! < ey/n(Z)". It follows that

ni \/n_l(nl/e)nl ™ 1
V= /) ey e R ey = (%) e(rVE)"

This implies log |V| > %nl log % under the assumption that 8 < K < % and
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n > 32.

Next we upper bound I(Y*; A). Note that H(A) < (5)H(A;2) because A;;’s
are identically distributed by symmetry. Furthermore, A,;’s are independent con-
ditioning on Y*, so H(A|Y*) = (})H(As|Yyy). It follows that I(Y*; A) =
H(A) — H(A]Y") < (5)I(Y7y; A12). We bound I(Y7y; Arp) as follows. Simple

counting gives

. k2 ()7 ) ety mE - 1)
== 3 EEICEDI

and thus P(A;; = 1) = op + (1 — d)qg = p. It follows that I(Yh; Ajp) =
4D (p||p) + (1 — §)D (q||p) - Using the upper bound (A.1) on the KL divergence
and condition (A.4), we obtain

I(Yi5; Ar2) = 6D(pllp) + (1 — 6)D(ql|p)

_ (¢ —p)? ny n
< . < T —_.
< dD(pllp) + (1 5)p,—(1 —5) =1 log -

It follows that 1(Y*; A) < (5)I(Y33]|A12) < %log . Substituting into (A.7)

gives

Slogz+2 3 2

Py [Y #Y]>1—

_3 .
ny log % 4 nilogx — 2
where the last inequality holds because K > & and n; > 32. This proves the
sufficiency of (A.4).

We turn to the second part of the lemma. Using the upper bound (A.1) on the

KL divergence, we get

Z—lé.D(pHp)vLZ—l(l—(S)H < %5_%+% 1_5)]()%1—_13;)
_n? 31 -0)(p—9* @ K(p—q)?
i p(1—p) ~ ql—gq)’

where (a) holds because ’%‘5 < K and

p(l —p) > dp(l —p)+ (1 —=0d)q(l —q) > (1 —6)q(1 —q)

thanks to the concavity of z(1 — x). Therefore, condition (A.5) implies condi-
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tion (A.4).

Lemma 3. Suppose 128 < K < 5. Then infy supy.cy, P [EA/ #* Y*} > % if

1
K max{D(pllg), D(dllp)} < 5 log(n — K). (A.8)
Proof. Let M =n — K,and Y = {Y;,Y1,...,Yy;} be a subset of Y with cardi-
nality M + 1, which is specified later. Let H_J)(y*’ 4) denote the joint distribution of
(Y*, A) when Y* is sampled from ) uniformly at random and then A is generated

from the planted cluster model based on Y*. By Fano’s inequality, we have

o - S I(Y*A)+1
inf sup P [Y + Y*] > inf Py« 4 [y - y*] > igf{l _ &}
1%

Y yrey v log ||
(A.9)

We construct ) as follows. Let Y; be the cluster matrix with clusters {C;}7_, given
by C;={(l—1)K +1,...,lK}. Informally, each Y; with i > 1 is obtained from
Yy by swapping the cluster memberships of node K and node K + i. Formally,
for each i € [M]: (1) if node (K + i) belongs to cluster C; for some [, then Y;
has the first cluster given by {1,2,..., K — 1, K + i} and the [-th cluster given
by C; \ {K + i} U {K}, and all the other clusters identical to those of Yp; (2)
if node (K + ¢) is an outlier node in Y, then Y; has the first cluster given by
{1,2,..., K —1,K +i}, and node K as an outlier node, and all the other clusters
identical to those of Y.

Let IP; be the distribution of the graph A conditioned on Y* = Y;. Note that
each P; is the product of $n(n — 1) Bernoulli distributions. We have the following

chain of inequalities:
(a) 1

M
(v)
I(Y"A) < Q17 > " D (Pi||Py) < 3K - D (pllg) + 3K - D (q|lp) .
4,3’ =0

where (a) follows from the convexity of KL divergence, and (b) follows by our
construction of {Y;}. If assumption (A.8) holds, then I(Y; A) < 1log(n — K) =
+log|Y|. Since log(n — K) > log(n/2) > 4 if n > 128, it follows from (A.9)

that the minimax error probability is at least 1/2. O
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Lemma 4. Suppose 128 < K < n/2. Then infy supy..y P [}/} # Y*] > }1 if

Kp < % min{log(rK/2), K}, (A.10)

1
or K(l—q)gzlogK. (A.11)

Proof. First assume condition (A.10) holds. We call a node a disconnected node
if it is not connected to any other node in its own clusters. Let £ be the event that
there exist two disconnected nodes from two different clusters. Suppose Y * is uni-
formly distributed over ) and let p := P[E]. We claim that P [3/} + Y*] > p/2.

To see this, consider the ML estimate of Y* given by Yy (a) := arg max, P[A =
a|Y* = y| with tie broken uniformly at random. It is a standard fact that the ML
estimator minimizes the error probability under the uniform prior, so for all Y we

have

1

P[?;AY*} > o

> P[hwla) AyPlA=ay* =y|. (@A12)

y€Y ac{0,1}nxn

Let A, C 0,1"*" denote the set of adjacency matrices with at least two discon-
nected nodes with respect to the clusters defined by y € V. For each a € A,, let
y'(a) denote the cluster matrix obtain by swapping the two rows and columns of
y corresponding to the two disconnected nodes in a. It is easy to check that for
each a € A,, the likelihood satisfies P[A = a|Y* = y] < P[A = a|Y™* = ¢/(a)]
and therefore P[Yyy (a) # y] > 1/2. It follows from (A.12) that

P[P #Y] 23 3 2 BlA=aly" =4 =50,

2_
|y| Yy a€Ay

where the last equality holds because P[A,|Y* = y| = P[E] = p independently
of y.

Since the minimax error probability is lower bounded by the average error prob-
ability, it suffices to show p > 1/2. Without loss of generality, suppose r is even
and the first 7K /2 nodes i € [rK /2] form r/2 clusters. For each i € [rK/2], let
&; be the indicator random variable for node ¢ being a disconnected node. Then
pr =P [Z:fl/ 2¢,> 1| is the probability that there exists at least one discon-
nected node among the first 7 K'/2 nodes. We use a second moment argument [90]

to lower-bound p;. Observe that &;, . .., & k/2 are (possibly dependent) Bernoulli
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variables with mean p = (1 — p)X~!. Fori # j, we have

_ 1
E[&G& =PlG =1, =1 = (1 - = Tp“z
Therefore, we have
rK/2 1 1 1
_ 2
Var ; & = ETK'M(I —p) + 57"K(7“K/2 —1) (Tp — 1) u
1 1 P
< —rK R (G TR
= 2r u+4r 1l =

On the other hand, by the assumptions (A.10) we have p < 1/8 and

(@)
p=(1—p)kt > e 2E0r > (r[g/2)71/4, (A.13)

where (a) uses the inequality 1 — z > ¢~2*,Vz € [0, 1]. Applying Chebyshev’s

inequality, we get

rK/2
P> &—rKp/2|>rKp/2

=1

s+ 1 (rKp)? ¢ 2 P 1
r2K2u?/4 “rKp 1—p— 4
(A.14)

where the last inequality holds due to (A.13) and p < 1/8. It follows that p; > %.

If we let py denote the probability that there exists a disconnected node among
the next rK/2 nodes 7K /2 + 1,...,rK, then by symmetry py > %. Therefore
p = p1p2 > 1/2, proving the sufficiency of (A.10).

We next assume the condition (A.11) holds and bound the error probability
using a similar strategy. For £ = 1,2, we call a node in cluster £k a betrayed node
if it is connected to all nodes in cluster (3 — k). Let £’ be the event of having at
least one betrayed node in each of cluster 1 and 2, and let P[E’] := p’. Suppose
Y* is uniformly distributed over ); again we can show that IP’D/} #Y* > p'/2
for any Y. Suppose cluster 1 is formed by nodes i € [K]. For each i € [K], let ¢!
be the indicator for node 7 being a betrayed node. Then p} := P [Zfil & > 0] is
the probability having a betrayed node in cluster 1. We have

(@
< exp(—K'?) < 1/4,

P lfa = 0] = (1-¢")" <exp (~Kq¥)

i=1
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where (a) follows from (A.11) and ¢ = (1 — (1 —¢))"* > exp (=2(1 — ¢)K)
since 1 — ¢ < 1/2. Let p), be the probability of having a betrayed node in cluster 2
and by symmetry p, > 3/4. We thus get p’ = pp, > 1/2, proving the sufficiency
of (A.11). O

We are ready to prove Theorem 3.1.1 by combining the above three lemmas.

Proof of Theorem 3.1.1. Since 256 < 2K < n, we have the following relations

between the log terms:

log(n — K) > log(n/2) > —logn, log(rk/2) > %log(rK). (A.15)

DO | —

Our goal is to show that if condition (3.1) or (3.2) holds, then the minimax error
probability is large.
First assume (3.1) holds. By (A.3) we know condition (3.1) implies

K(p—q)?< %p(l —q) (log(rK) NK). (A.16)
(i) If p < 2q, then (A.16) implies K (p — q)* < 7zq(1 — ¢)log(rK); it fol-
lows from (A.1) and (A.15) that KD(p||q) < -5 log(rK) < o;log(n — K) and
thus Lemma 3 proves the conclusion. (ii) If p > 2¢, (A.16) implies Kp <
4 log(rK) A K < min{5; K, 15 log(“%)} and Lemma 4 proves the conclusion.
Next assume the condition (3.2) holds. By the lower-bound (A.3) on the KL

divergence, we know (3.2) implies

1
K(p—q)* < gep(l = g)logn. (A.17)
(i) If 1 — g < 2(1 — p), then (A.17) implies that K(p — q)? < ﬁp(l —p)logn;
it follows from (A.1) and (A.15) that KD(q||p) < 55 logn < 5;log(n — K) and
thus Lemma 3 implies the conclusion. (i) If 1 — ¢ > 2(1 — p) then (A.17) implies

1 1
K(l—gq) < ﬂlogng Emax{log%,logl(}. (A.18)
We divided the analysis into two subcases.

Case (ii.1): K > logn. It follows from (A.18) that 1 — g < i, ie.,q> % and
thus (p — ¢q)? < 2¢(1 — ¢)2. Therefore, (A.18) implies either the condition (A.5)

in Lemma 2 or the condition (A.11) in Lemma 4, which proves the conclusion.
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ni(K—

[y
—

Case (i7.2): K < logn. It follows that § = ) S % and log 7= > %log n.
Note that p = 6p + (1 — 6)g > max{dp, ¢} and 1 —p > (1 — q). Therefore, we
have

20, _ )2 252(p — )2 2n28(p — )2 (@ ® 1
ng—p) _nop—q) _ 2n70(p—q)” @ IED(plg) © L og L.
mp(l—p)  mp(l—=p) = np(l—q) 24 " K

(A.19)
where we use (A.3) in (a) and (3.2) in (b). On the other hand, we have
_ p —p p 10(1 —p)
D(p||p) = plog=+ (1 —p) log - <plog=+(1—p)log——=
10 1 n
< — < _ )
< D(plla) + (1 — g)log -~ < 7= log —, (A.20)

where the last inequality follows from (3.2) and (A.18). Equations (A.19) and

(A.20) imply assumption (A.4) in Lemma 2, and therefore the conclusion follows.
[

A.1.1 Proof of Corollary 3.1.2

The corollary is derived from Theorem 3.1.1 using the upper bound (A.1) on
the KL divergence. In particular, Condition (3.3) in the corollary implies Con-
dition (3.2) in Theorem 3.1.1 in view of (A.1). Similarly, Condition (3.4) implies
Condition (3.1) because D(q|p) < % in view of (A.1) and p < 535 Condi-
tion (3.5) implies Condition (3.2) because D(p||q) < plog £ by definition.

A.2  Proof of Theorem 3.2.1 and Corollary 3.2.2

For any feasible solution Y € Y of (3.7), we define A(Y) = (A, Y* —Y) and
d(Y) = (Y*,Y* —Y). To prove the theorem, it suffices to show that A(Y") > 0
for all feasible Y with Y # Y. For simplicity, in this proof we use a different
convention that Y;; = 0 and Y;; = 0 for all ¢ € V. Note that E[A] = ¢J + (p —
q)Y* — ql, where J is the n x n all-one matrix and [ is the n x n identity matrix.
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We may decompose A(Y) into an expectation term and a fluctuation term:

A(Y) = (E[A],Y*=Y)+(A-E[A], Y*-Y) = (p—q)d(Y)+(A-E[A], Y*-Y),

(A21)
where the second equality follows from >, ;Y =>", ;Yirand >, Vi = >, Y,
by feasibility of Y. For the second term in (A.21), observe that

(A-E[ALY" =Y)=2 Y (A4;-p)-2 > (Aj—a).

Y;*.:l Y*=0

N £ Y

(Z<J).)/ij:0 (1<]).Yij:1

N TV 4 N TV 7
T(Y) Tz(Y)

Here each of 7 (Y) and T5(Y') is the sum of $d(Y") i.i.d. centered Bernoulli ran-
dom variables with parameter p and ¢, respectively. Using the Chernoff bound,

we can bound the fluctuation for each fixed Y € V.

P {Tl(Y) < —]%d(Y)} < exp <—%d(Y)D (]%Hp»
P {TQ(Y) > Z%d(Y)} < exp (—%d(Y)D (%Hg))

We need to control the perturbation uniformly over Y € ). Define the equiv-
alence class [Y] = {Y' € YV : Y/, = Vj;,V(i,j) s.t. Y3 = 1}. Notice that all
cluster matrices in the equivalence class [Y] have the same value 7’ (Y"). The fol-
lowing combinatorial lemma upper bounds the number of Y”’s and [Y]’s such that
d(Y) = t. Note that 2(K — 1) < d(Y') < rK? for any feasible Y # Y*.

Lemma 5. For each integer t € [K,rK?|, we have
at\? 16t/ K
HY e YV:d(Y) =t} < )" :
At 8t/ K
[{[Y]:d(Y) =t} < 22 (rK)™™.

We also need the following lemma to upper bound D (22||¢) and D (252||p)
using D (pl|q) and D (¢||p), respectively.
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Lemma 6.

pPtyq 1

D (—2 Hq) > 2D (pllg) (A22)
+ 1

D (p—2 qu) > =D (g]lp) (A.23)

We prove the lemmas in the next subsection. Using the union bound and

Lemma 5 and Lemma 6, we obtain

P {H[Y] Y AV TU(Y) < —]%d(Y)}

< il@ {am Ld(Y) =, Ty(Y) < —]%t}
rk? ‘ p_q
< HEY ) = ol {1) < -2 ]

S 1
= 8t/ K _ =
<Y K eXp( 72tD(QHp)>
t=K
() rK?
<4) (rE)(rK)TME <A(rK) T

t=K

where (a) follows from the theorem assumption that D(g||p) > ¢; log(rK)/K for

a large constant c¢;. Similarly,

P {ay EV Y AY (YY) > %d(}/)}

< TX:IP’ {HY eV dY)=tTyY) > ut}
§:212|{Y ey dY) =t} -P{sz > Z%t}

16¢2 1 (a)
<y ' exp (—ﬁD(qu)) < 1607,

where (a) follows from the theorem assumption that D(p||q) > ¢1log(n)/K for a
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large constant ¢;. Combining the above two bounds with (A.21), we obtain
P{3Y €V :AY) <0} <4(rK)* +16n" (A.24)

and thus Y* is the unique optimal solution with high probability. This proves the

theorem.

A.2.1 Proof of Lemma 5

Let CF, ..., Cr denote the true clusters associated with Y*. Let V' denote the set
of nodes. Recall that the nodes in V' which do not belong to any clusters are called
outlier nodes.

FixaY € Y withd(Y) = (Y*,Y — Y*) = ¢. Based on Y, we construct a new
ordered partition (C1,...,C,11) of V as follows:

1. Let CT+1 = {Z : }/ij = O,VJ}

2. The nodes in V' \ C,; are further partitioned into r new clusters of size K,
such that nodes ¢ and i’ are in the same cluster if and only if the i-th and ¢'-th
rows of Y are identical. We now define an ordering C', ..., C, of these r

new clusters in the following manner.

(a) For each new cluster C, if there exists a k& € [r] such that |C'N C}| >
K /2, then we label this new cluster as C'; this label is unique because

the cluster size is K.

(b) The remaining unlabeled clusters are labeled arbitrarily.

Foreach (k, k') € [r]x[r+1], we use ayr := |CiNCy| to denote the sizes of inter-
sections of the true and new clusters. We observe the new clusters (C, ..., C.i1)

have the following three properties:

(AO) (C4,...,C,,Cpyq)is apartition of V with |Cy| = K forall k € [r];

(A1) For each k € [r], exactly one of the following is true: (1) agr > K/2; (2)
ape < K/2forall k' € [r];

(A2) We have

(ak(7"+1) (ak(r+1) - 1) + Z Oékk/Oékku> = t7
1

k= k! K k! £k
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here and henceforth, all the summations involving k' or k” (as the indices

of the new clusters) are over the range [ + 1] unless defined otherwise.

Here, Property (AO) holds due to Y € ); Property (Al) is direct consequence
of how we label the new clusters, and Property (A2) follows from the following
identity:

t=d(Y) = [{(i,5) i #j,(i,j) € Ci x Cf, Yy = 0}]
k=1

=> {(i.j) i # j, (i,§) € Cf x C;, (i, 5) € Crir X Crin }

k=1

+3 > H{6,49):(6,4) € Cp x G, (i, §) € Cr x Cin}.

k=1 (k' k'"):k' Ak

Since a different Y corresponds to a different ordered partition, and the ordered
partition for any given Y with d(Y) = ¢ must satisfy the above three properties,

we obtain the following bound on the cardinality of the set of interest:
HY € Y :d(Y) =t} < {(Ch,...,Chyq) : it satisfies (A0)-(A2)}].  (A.25)

It remains to upper-bound the right hand side of (A.25).

Fix any ordered partition (C1, ..., C,, C.,) with properties (A0)—(A2). Con-
sider the first true cluster C. Define m; := Zk,:k, 21 Qs which can be inter-
preted as the number of nodes in C that are misclassified by Y. We consider the

following two cases for the values of a;.

o If gy > K/4, then

1
Z Qi gr 2 0 Z Qg > ZlleL'

(kl7k//):k/¢k// k/“k//#l

o If gy < K/4, then m; > 3K/4, and we must also have aqy < K/2 for all
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1 < k' < r by Property (Al). Hence,

Z a1 ey + 0y () — 1)

(k’,k’/):k/§£k”
> > {F A1 # 1} o + arpen (@) — 1)
(k/J{//):k/?ék//
1
:mf - Z Q1 Qg — QU (pg1) = m% — §Km1 > Z_Lle'
2<k'<r

Combining the above two cases, we conclude that we always have

1
Z Qg + aepny (e — 1) 2 Z_lle'
(k/7k//):k/¢k//

This inequality continue to hold if we replace a1 and m; respectively by oy and
my, (defined in a similar manner) for each & € [r]. Summing these inequalities

over k € [r] and using Property (A2), we obtain

r - i
t= Z Oék(r+1) (ak(T+1) - 1) + Z k! Okt Z Z ka
k=1 (K’ K'Yk £k —1

In other words, we have > kelr] Mok < 4t/ K, i.e., the total number of misclassified
non-outlier nodes is upper bounded by 4¢/ K. It implies that the total number of
misclassified outlier nodes is also upper bounded by 4t/ K, because by the cluster
size constraint in Property (A0), one misclassified outlier node must produce one
misclassified non-outlier node.

We are ready to upper-bound the right hand side of (A.25). FixaY withd(Y') =
t, let Ny denote the total number of misclassified non-outlier nodes and /N, denote
the total number of misclassified outlier nodes. Since N;, Ny < 4t/ K, there are at
most (4t/K)? different choices for the value of the pair (N, N,). Moreover, for a
fixed (N1, Vs), there are at most (]7\‘,11) (]7\1,22) < n8/* different ways to choose these
misclassified nodes. Each misclassified non-outlier node can then be assigned to
one of r — 1 < n different clusters or left as outlier, and each misclassified outlier
node can be assigned to one of r < n different clusters. Hence, the right hand
side of (A.25) is upper bounded by (%)2 n'%/K This proves the first part of the
lemma.

To count the number of possible equivalence classes [Y'], we use a similar ar-
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gument but only need to consider the misclassified non-outlier nodes. Note that
N; can take at most 4t/ K different values. For a fixed NNV;, there are at most
(;é) < (rK)M different ways to choose these misclassified non-outlier nodes.
Each misclassified non-outlier node then can be assigned to one of » — 1 different
clusters or leave outlier. Therefore, the number of possible equivalence classes

[Y] with d(Y') = t is upper bounded by 4 (r K )8/,

A.2.2 Proof of Lemma 6

We first prove (A.22). Note that if u > v, then

1—
D (uljv) = ulog Yy (1 —u)log ! < ulog Y (A.26)
v 1—-w v

(@)
D (u|lv) > ulog L (1 —u)log(l —u) > ulog E, (A.27)
v ev

where (a) follows from the inequality z logz > = — 1,Vx € [0, 1]. We divide the
analysis into two cases:

Case 1: p < 8¢. In view of (A.1) and (A.3), D (p|lq) < (1 q) “and D (EX]q) >
% Since p < 8¢, it follows that D (24|q) > 3é’;(1q)q) > 2D (pllq).

Case 2: p > 8¢. In view of (A.26) and (A.27), D (p|lq) < plog? and D (2X1lq)
p+q log 54 p+q Since p > 8¢ and 8 > ¢?, it follows that logg > glog(Qe) and thus
D (’%Hq) > Llog2 > 5D (pllq).

We next prove (A.23). Slmllar to (A.26) and (A.27), if u < v, then

1—u 1—u
< < —
Sy < D ull) < (1= w)log =

We also divide the analysis into two cases:

Case 1: 1 — ¢ < 8(1 — p). In view of (A.1) and (A.3), D (q||p) < (721 q;) and
D (E4p) > 4p((’; Z)) - Since 1 — ¢ < 8(1 — p), it follows that D (22| p) >
sty = 30 (allp).

Case 2: 1 — g < 8(1 — p). In view of (A.28), D (q||p) < (1 — q)log =4 = ‘1 and
D (Hqu) (1 p+q) log 5= 2- p q) Since 1 —q < 8(1—p) and 8 > €?, it follows
that log {=2 > £ log(2e) and thus D (54p) > (1 — ) log i=L > 5D (qllp) .

(1—u)log (A.28)
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A.2.3  Proof of Corollary 3.2.2

The corollary is derived from Theorem 3.2.1 using the lower bound (A.3) on the
KL divergence. In particular, first assume e>q > p. Then K(p — q)* 2 q(1 —
q) log n implies condition (3.9) in view of (A.3). Next assume e?q < p. It follows
that log 2 < 2log Z. By definition, D(p|lq) > plog? + (1 —p)log(l —p) >
plog e%. Hence, Kp log§ 2 logn implies K D(pl|lq) 2 logn. Furthermore,
D(q|lp) > 3(1—1/e®)p in view of (A.3) and p > ¢?q. Therefore, Kp = log(rK)
implies K D(q||p) 2 log(rK).

A.3 Proof of Theorem 3.3.1

Our proof only relies on the standard concentration results for the adjacency ma-
trix A (see Proposition A.3.1 below). Let U € R™*" be the normalized character-

istic matrix for the clusters, i.e.,

U, — T if node 7 is in the k-th cluster

0 otherwise,

The true cluster matrix Y* has the rank-r singular value decomposition given
by Y* = KUU'. Define the projections Pr(M) = UU'M + MUU" —
UUTMUUT and Py (M) = M—Pr(M). Letv & p—gand A = ¢gJ+(p—q)Y™*,
where J is the all-ones matrix. The proof hinges on the following concentration
property of the random matrix A — A.

Proposition A.3.1. Under the condition (3.14), the following holds with proba-
bility at least 1 — n~10;

A — Al < évK, (A.29)
_ 1
[Pr(A—A)|le < 5 (A.30)

We prove the proposition in Section A.3.1 to follow. In the rest of the proof we
assume (A.29) and (A.30) hold. To establish the theorems, it suffices to show that
(Y* =Y, A) > 0 for all feasible solution Y of the convex program with Y # Y™*.
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For any feasible Y, we may write

(Y* Y, A) =AY —Y)+{(A-AY*-Y)
VY —Y) 4+ (A—AY" —Y)
where (a) holds in view of the definition of A and the fact that ), ; Y;; = >, . Vi
(b) holds because Y;; € [0, 1], V4, j.

Let W 2 2244 By (A.29) we have [Py (W)|| < |[W]| < 1,50 UVT +
Pri(W) is a subgradient of || X ||, at X = Y*. It follows that

Y = 1Yl = UV + Pro(W),Y —Y™)
= (WY =Y*) +{(UV' = Pr(W),Y —Y*).

Since ||Y*||. > ||Y]|«, by rearranging terms and using the definition of W, we get

(A—A YY) = %m/,y* vy > %(—UVT+7?T(W),Y*—Y>.
(A.32)

Assembling (A.31) and (A.32), we obtain that for any feasible Y,

K
V' —v,A) > gny* —Y|i + % (—UVT 4+ Pr(W),Y" =)

v

v vk T %
(%= 240Vl = 1PrA = D)l ) IV - Vs

where the last inequality follows from the duality between ¢; and /., norms. Us-
ing (A.30) and the fact that [UV T = &, we get

14 14 14 14
* > (2 _ 2 _ Z * _ *
Y* =Y A4) > (2 2 8) Y=Yl = 21Y" =Y,

which is positive for all Y # Y™*. This completes the proof.
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A.3.1 Proof of Proposition A.3.1

We first prove (A.30). By definition of Pr, we have

[Pr(A = Ao
< NUUT(A = A)|loe + (A = AUV oo + [[UTT(A = AUV |
< 3max (|[UUT (A = A)||oo, [(A = HVV ) - (A.33)

Suppose node i is from cluster k. Then

UUT(A = Ay = 3 (A= Ay = =3 (A= EA)y + 3 (€A~ A)y,

1eCy; 1eCy; 1eCy;

(A.34)

The entries of the matrix A — EA are centered Bernoulli random variables with
variance bounded by p(1 — ¢) and mutually independent up to symmetry with
respect to the diagonal. The first term of (A.34) is the average of K such random
variables; by Bernstein’s inequality, with probability at least 1 —n '3 and for some

universal constant ¢y,

ZZEC,:(A —REA);| < /26p(1 — q)Klogn +9logn < coy/p(1 — q) K logn,

where the last inequality follows because Kp(1 — ¢) > ¢ logn in view of the
condition (3.14). By definition of A, E[A] — A is a diagonal matrix with diagonal
entries equal to —p or —g, so the second term of (A.34) has magnitude at most
1/K. By the union bound over all (7, j) and substituting back to (A.33), we have
with probability at least 1 — 2n 11,

|Pr(A = A)l < 3c2v/p(1 —q)logn/K +3/K < (p—q)/8=v/8,

where the last inequality follows from the condition (3.14). This proves (A.30) in
the proposition.

We now turn to the proof of (A.29) in the proposition. Note that |4 — A| <
|A —E[A]]| + ||A — E[A]|| < ||[A — E[A]|| + 1. Under the condition (3.14),
Kp(1 — q) > c;logn. The spectral norm term is bounded below.

Lemma 7. If Kp(1 — q) > ¢y logn, then there exists some universal constant

cy such that |A — E[A]|| < cay/p(1 — q)K logn + q(1 — q)n with probability at
~10

least1 —n
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We prove the lemma in Section A.3.2 to follow. Applying the lemma, we obtain

_ K(p— K
14— All < er/p(1 — K ogn + g(1— g+ 1< SO BV

where the second inequality holds under the condition (3.14).

A.3.2 Proof of Lemma 7

Let R := support(Y™*) and Pg(-) : R**"™ — R"*" be the operator which sets the
entries outside of R to zero. Let By = Pr(A — E[A]) and B, = A — E[4] — B.
Then B; is a block-diagonal symmetric matrix with r blocks of size K x K and its
upper-triangular entries are independent with zero mean and variance bounded by
p(1 —q). Applying the matrix Bernstein inequality [91] and using the assumption
that K'p(1 — q) > c¢;logn in the lemma, we get that there exists some universal

constant cg such that || B;|| < c¢g1/p(1 — ¢) K log n with probability at least 1 —
—11

n

On the other hand, B, is symmetric and its upper-triangular entries are inde-
pendent centered Bernoulli random variables with variance bounded by o? :=
max{q(1 — ¢), c;logn/n} for any universal constant c7. If 0 > %, then The-
orem 8.4 in [72] implies that || By|| < 30+/n with probability at least 1 — n~!1.
If 6710% <% < % for a sufficiently large constant c7, then Lemma 2 in [92]
implies that || By|| < cgo+/n with probability at least 1 — n~!! for some universal
constant cg > 3. (See Lemma 8 in [93] for a similar derivation.) It follows that

with probability at least 1 — 2n 11,

A = E[A]|| < ||By|l + [| Bal
< 06\/p(1 —q)Klogn + cg maX{\/q(l —q)n, \/logn}
< ery/p(1 = @)K logn + q(1 — g)n,

where the last inequality holds because Kp(1 —q) > ¢; log n by assumption. This

proves the lemma.
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A.4 Proof of Theorem 3.3.2

Observe that if any feasible solution Y has the same support as Y*, then the con-
straint (3.13) implies that Y must be exactly equal to Y*. Therefore, it suffices to
show that Y* is not an optimal solution.

We first claim that K(p — q) < co/Kp + qn implies K(p — q) < cov/2qn
under the assumption that K < n/2 and gn > ¢y logn. In fact, if Kp < gn, then
the claim trivially holds. If Kp > ¢n, then ¢ < Kp/n < p/2. It follows that

Kp/2 < K(p—q) < con/Kp+ qn < co/2Kp.

Thus, Kp < 8c3 which contradicts the assumption that Kp > gn > ¢, logn.
Therefore, K'p > gn cannot hold. Hence, it suffices to show that if K'(p — ¢q) <
¢21/2qn, then Y* is not an optimal solution. We do this by deriving a contradiction
assuming the optimality of Y*.

Let J be the n xn all-ones matrix. Let R := support(Y™*) and A := support(A).
Recall the cluster characteristic matrix U and the projection Pr(M) = UU ™M +
MUUT —UUT"MUU defined in Section A.3, and that Y* = KUU " is the SVD
of Y*. Consider the Lagrangian

LY; A u F.G) £ = (AY) + MY, = 1Y) + 0 (1Y) —rE?)
—(FY)+(G,Y = J),

where the Lagrangian multipliers are \,n € R and F,G € R™". Since Y =
%QJ is strictly feasible, strong duality holds by Slater’s condition. Therefore, if
Y™ is an optimal solution, then there must exist some F,G € R™"™ and A for
which the KKT conditions hold:

OL(Y;\,u, F.G
0¢€ (Y5, 1, G) Stationary condition
Y y=y*
Fi; >0,Gy; > 0,V(i,7
! ’ (0.9) Dual feasibility
A>0

Fij = Oa V(Z,j) ER

Complementary slackness.
Gi]’ — O, V(Z,j) G RC

Recall that M € R™™ is a sub-gradient of || X ||, at X = Y™ if and only if
Pr(M)=UU" and |M — Pp(M)|| < 1. Let H = F — G the KKT conditions
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imply that there exist some numbers A > 0, n € R and matrices W, H obeying

A=X(UU"+W) —nJ+H =0; (A.35)
PrW =0; W[ <1 (A.36)
Hi; <0,V(i,j) € Ry Hi; >0, ¥(i,j) € R (A.37)

Now observe that UU "W UU " = 0 by (A.36). We left and right multiply (A.35)
by UU to obtain
A—NUUT —nJ+H=0,

where for any X € R"™*", X := UU" XUU is the matrix obtained by averaging
each K x K block of X. Consider the last display equation on the entries in R
and R° respectively. By the Bernstein inequality for each entry A;;, we have with

probability at least 1 — 2n 11,

A oI -plgn  calgn @ &
L g+ H;>— _ )
'K 1 = K oKz — 8’ V(i,j) €R
(A.38)
] c3v/q(1 —q)logn  cylogn ®) € o
— H,: < <Ly, Re

(A.39)

for some universal constants c3,cy > 0, where (a) and (b) follow from the as-
sumption K > c; log n with the universal constant c; sufficiently large. In the rest
of the proof, we assume (A.38) and (A.39) hold. Using (A.37), we get that

c3v/q(l—q)logn  cylogn - €0

n=q-—

K e =R (A.40)
csv/p(l—p)logn  cqlogn A € A
n<p+— <K) +42K2 —?Sergo—?.
It follows that
cyslogn

A< K(p =)+ ea(v/p(L = p)logn + /g1 = ) logn) + =

c
S4maX{K(p—q),03\/p(1—p)logn,03\/q(1—q)logn,c—4}. (A.41)

1
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On the other hand, (A.36) and (A.35) imply

1

X = 2OUT WP = S AU+ W),
(i,5)eRe
where X . denotes that matrix obtained from X by setting the entries outside R¢
to zero. Using (A.40), A > 0 and the assumption p < 1—¢p, we obtainn < 1— 560
and therefore 19
2 2
Nz oo ) Ay (A42)

Note that Y, . Ai; equals two times the sum of (3) — (%) i.i.d. Bernoulli

random variables with parameter ¢q. By the Chernoff bound of Binomial distribu-
tions and the assumption that gn > ¢, logn, with probability at least 1 — n~!!,
Z(z' <j)eRe Ai; > csqn? for some universal constant cs. It follows from (A.42) that
A? > Zegesqn. Combining with (A.41) and the assumption that gn > ¢ logn,
we conclude that with probability at least 1 — 3n~", K?(p — q)* > z5e%csqn.
3€%c5, we have

K(p — q) > ¢21/2qn, which leads to the contradiction. This completes the proof

Choosing ¢, in the assumption sufficiently small such that 2¢3 <

of the theorem.

A.5 Proof of Theorem 4.2.1

Given G generated either under G(N, q) or G(N, 2K, p, q), we obtain a sequence
of N graphs Gy, ..., Gy by each time picking a vertex (without replacement) in
any arbitrary order and replacing it with a new vertex that connects to all other ver-
tices independently at random with probability ¢q. We run the given algorithm A
onGy,...,Gyandlet Sy, ..., Sy denote the outputs which are sets of K vertices.
Let E(S;, S;) denote the total number of edges in S; and 7 = ¢+ (1—¢)%(p—q) /2.
Define a test ¢ : G — {0, 1} such that ¢(G) = 1 if maxiev E(S;, Si) > 7(5);
otherwise ¢(G) = 0. The construction of each G; takes N time units; the run-
ning time of A on G; is at most 7'(/N) time units; the computation of E(S;, S;)
takes at most K2 time units. Therefore, the total running time of ¢ is at most
N?+ NT(n)+ NK?2. Next we upper bound the Type-I+II error probabilities. Let

C denote the positive universal constant whose value may change line by line.
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If G ~ G(NV, q), by the union bound and the Bernstein inequality,

Po{6(G) = 1} < ZN:PO {E(Si, Si) = T<[2()}

-9
SN( 2<f;>q+<§><1—e>2<p—q>/3>
< Nexp(~CK*q).

If G ~ G(N,2K,p, q),let S denote the planted cluster. Then |S| ~ Binom (N, 25)
and by the Chernoff bound, P, [|S| < K] < exp(—CK). If |S| = K’ > K, then
there must exist some / € [N] such that G is distributed exactly as the planted
cluster model with a single cluster S* of size K and p = cq; conditional on [ = ¢
S;NS*| > (1 — €K and S* ~ Binom((%),p).

Therefore, by the Bernstein inequality

+ K

B a-a'w—a
= ( 2(5p+ (501 —6>2<p—q>/3>
<y +exp(~CK?q).

and the success of A on G,

|S|:K’,I:z’}

It follows that

P1{¢(G) = 0}

<PIS| < K}+ D0 Y PAISI = K1 = Py {6(G) = 0|18 = K, T = i}

K'>K i=1

<exp(—CK) +ny + exp(—CKQQ).

A.6  Proof of Proposition 4.3.1

We first introduce several key auxiliary results used in the proof. The following
lemma ensures that P; , and @} , are well-defined under suitable conditions and

that P; , and P, 4, are close in total variation.

Lemma 8. Suppose that p = 2q and 16q(* < 1. Fix {{;} such that {; < 2( for all
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t € [k]. Thenforall1 < s <t <k, P, and Q; ,, are probability measures and
dTV(PEISZt7 Pry,) < 4(8qg2)(mo+1)_

Proof. Fix an (s,t) such that 1 < s <t < k. We first show that P, , and @},
are well-defined. By definition, ZM;O P, (m) = Sl Q).,(m) = 1 and it

m m=0

suffices to show positivity, i.e.,

Pre,(0) + ag, >0, (A.43)
Quoe,(m) > YP 4, (m), V0 < m < my. (A.44)

Recall that Py 4, ~ Binom (¢ ¢, p) and Qy,,, ~ Binom(/s/;,q). Hence, for VO <
m S gsgt,

0,0 . AN .
qumw=( ﬁ¢%1—@“t,f14mr=( Qp<1—m“t.
m m

It follows that

1 1 /0.0, e 1—q\"" ™

- ~P S m(] —9q)lstm | [ — L —oma |
SQuam) = Pram) = - (0 )qna 2ge | (F 1 ;

Recall that mo = [log,(1/v)| and thus Q¢ (m) > P, (m) for all m < my.

Furthermore,

Qe,e,(0) = (1 — )" > (1 — qlyly) > 1 —4ql> > = >~y >~P] , (0),

B~

and thus (A.44) holds. Recall that

1
Qo = Y (Peset(m) — —Qu, (m)) :
mo<m<ALgli v
Since 2™y > 1 and 8¢¢* < 1/2, it follows that

1 1 ésgt m m 2y (mo+1)
LY oumsr X (m)qf;Ejmwm < 2(8q2)mo),

mo<m<Atgsly mo<m<Atsly m>mg

(A.45)
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and therefore a, ¢, > —1/2. Furthermore,
P (0) = (1 —p)= > 1 — plyly > 1 — 8gf* > 1/2,

and thus (A.43) holds.
Next we bound drv (P} ,,, Pr.e, ). Notice that

AN - -~
2, felm s D <mt)p < D (Glip)™ < 2(8%) .

mo<m<ALsly mo<m<~Lsli m>mo

(A.46)

Therefore, by the definition of the total variation distance and a,_g,,

1 1
Arv (Pl Pee) = Slacel +5 Y

mo <m§€sfz

Pre,(m) — %Qut (m)‘

< 3 (Pl + 1Quaim) < agsaty o

m0<m§ZSZt
where the last inequality follows from (A.45) and (A.46). ]

The following lemma is useful for upper bounding the total variation distance

between a truncated mixture of product distribution Py and a product distribution

Qy-

Lemma 9. Let Py|x be a Markov kernel from X to ) and denote the marginal of
Y by Py = Exp,[Py|x]. Let Qy be such that Py|x—, < Qy forall x. Let E be
a measurable subset of X. Define g : X> — R by

. [ dPyix—adPyixos
g(x,$):/ Y |x = Y|X=F
Then
dre(Pr,Qv) < 3 Pe(E) + 3B [o06 DTE(016(0)] ~ 1+ 2Px(59),

(A.47)
where X is an independent copy of X ~ Px.
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Proof. By definition of the total variation distance,
1
drv(Py,Qy) = §HPY — Qvlh
1 1
< SIEPyx] = E[Pyixlixeml i + 5 |E[PrixLixer] — @yl

where the first term is |E[Py|x] — E[Py|x1ixerylli = |E[Pvix1ixgmlli =
P{X ¢ E}. The second term is controlled by

IE[Pyix1ixery] — Qvl}
E [PY\Xl{XeE}}

2

Q)

B 2
<Eq, (E [pygl{XGE}] —1> (A.48)

Y

: E[Pyixlixery]
— Eo, ( Y;;XEM’) +1—2E[E [Prxlixem]]  (A49)
—E [g(X, D) 1p(X)1p(X)| +1-2P{X € B}, (A.50)

where (A.48) is Cauchy-Schwartz inequality, (A.50) follows from Fubini theorem.
This proves the desired (A.47). [

Note that {V; : ¢ € [n]|} can be equivalently generated as follows: Throw
balls indexed by [N] into bins indexed by [n] independently and uniformly at
random; let V; denote the set of balls in the #** bin. We need the following negative

association property [94, Definition 1].

Lemma 10. Let {V, : t € [n]} be an independent copy of {V, : t € [n]}. Fix
a subset C' C [n] and let S = Uiec'Vi. Conditional on C and S, the full vector
{Iven ‘7,5| . s,t € C} is negatively associated, i.e., for every two disjoint index
sets I,J C C x C,

E[f(VaN Vi, (s,t) € Dg(Va N Vi, (s,t) € J)]
<E[f(VanVi, (s,t) € DIE[g(Va N Vi, (s,1) € J)],

for all functions f : Rl — R and g V! that are either both non-decreasing or

both non-increasing in every argument.
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Proof. Define the indicator random variables Z,, ., form € S,s,t € C' as

P { 1 if the m*™ ball is contained in the s*" and the #* bins,
m,s,t —

0 otherwise .

By [94, Proposition 12], the full vector {Z,,, s+ : m € S,s,t € C'} is negatively
associated. By definition, we have

Ve Vil =" Zns,

meS

which is a non-decreasing function of {Z,, s+ : m € S}. Moreover, for distinct
pairs (s,t) # (s',t'), the sets {(m, s,t) : m € S} and {(m, s',t') : m € S} are
disjoint. Applying [94, Proposition 8] yields the desired statement. U

The negative association property of {|V; N ‘Z| : s,t € C'} allows us to bound
the expectation of any non-decreasing function of { |Vsﬂ‘~/t| : s,t € C'} conditional
on C and S as if they were independent [94, Lemma 2], i.e., for any collection of

non-decreasing functions { f; : s,t € [n]},

IT Ve Vi) ‘ c.

s,teC

s,teC

Lemma 11. Suppose that X ~ Binom(1.5K, %) and Y ~ Binom(3(, £) with
K =Fkland k > 6el. Then forall1 < m < 20 — 1,

P[X =m] < P[Y =m),

and P X > 2(] < PlY = 2/].

Proof. In view of the fact that (2)™ < () < (£2)™, we have for 1 < m < 2/,

e (2 () (-2) < (2

Therefore,

m=2/
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On the other hand, for 1 <m <2/ -1
30\ e
PlY = m] = (-
v =m= () (;

i)
(9 ()

> gm-1 <1'5Z€> > P[X = m)].

m

Moreover, P[Y = 2(] > P[X > 2/]. O

Lemma 12. Let T ~ Binom((, 7) and A > 0. Assume that Ml < <. Then

Elexp(AT(T — 1))] < exp (16A*7?) . (A.52)

Proof. Let (S1,...,80,t1,...,10) Y Bern(7), S = Zle siand T = Zle t.

Next we use a decoupling argument to replace 72 — T by ST

E [exp (AT(T —1))] = E | exp ()\ > t@)

i#£]
E| exp <4>\ > sl-tj>] : (A.53)
L i#£]

< E [exp (4AST)],

IA

where (A.53) is a standard decoupling inequality (see, e.g., [95, Theorem 1]).
Since A\T' < M < & and exp(z) — 1 < exp(a)x for all z € [0, a], the desired
(A.52) follows from
E [exp (4\ST)] = E [(1 4 7(exp(4NT) — 1))5}

<E [(1 + STAT)E]

< E [exp (87AT)]

= (147 (exp (87A0) — 1))

< exp (1672/\EQ) . 0

Proof of Proposition 4.3.1. Let [i, j| denote the unordered pair of 7 and j. For any
set [ C [N], let £(I) denote the set of unordered pairs of distinct elements in /,
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ie,E(I)={[i,j] : 1,7 € S,i#j},andlet E(I)° = E([N])\ E(I). For s,t € [n]
with s # ¢, let éVth denote the bipartite graph where the set of left (right) vertices
is V; (resp. V;) and the set of edges is the set of edges in G from vertices in V, to
vertices in V;. For s € [n], let évs v, denote the subgraph of G induced by V. Let
ﬁVM denote the edge distribution of éVth for s,t € [n].

First, we show that the null distributions are exactly matched by the reduction
scheme. Lemma 8 implies that P, , and () , are well-defined probability mea-
sures, and by definition, (1—v)Q}_,, +7F;.,, = Qe.r, = Binom(¢,f;, q). Under the
null hypothesis, G ~ G(n,~) and therefore, according to our reduction scheme,
E(V,,V;) ~ Binom({;,q) for s < t and E(V;,V;) ~ Binom((%), ¢). Since the
vertices in V; and V; are connected uniformly at random such that the total number
of edges is E(V,, V,), it follows that Py,y, = [T jyev. xv, Bern(g) for s <t and
Pyv, = I} jjeeqv,) Bern(g) for s = t.~Conditi0nal on V", {E(Vs,V;) : 1 <s <
t < n} are independent and so are {Gy,y, : 1 < s < ¢t < n}. Consequently,
Peine = Po = [T} jjes(n) Bern(q) and G ~ G(N, g).

Next, we proceed to consider the alternative hypothesis, under which G is
drawn from the planted clique model G(n, k,v). Let C' C [n] denote the planted
clique. Define S = U;eV; and recall K = k. Then |S| ~ Binom(N, K/N) and
conditional on |S|, S is uniformly distributed over all possible subsets of size | S|
in [V]. By the symmetry of the vertices of G, the distribution of A conditional on
C does not depend on C'. Hence, without loss of generality, we shall assume that
C' = [k] henceforth. The distribution of A can be written as a mixture distribution
indexed by the random set S as

A~P, 2 Eg | Pgg x H Bern(q)
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By the definition of Py,
dry(Py, Py)

= dTV ES ﬁss X H Bern(q) ,ES H Bern H Bern
[i,7]€E(S)¢ [i,7]€€(S [i,7]€E(S

< Eg |drvy ﬁgsx H Bern(q H Bern(p H Bern(q
[i,5]€E(S)e [z F1€E(S) [i,51€E(S

=Eg |drv ﬁss, H Bern(p)
[i,5]€£(S)

S ES dTV ﬁgs, H Bern(p) 1{|S|§1.5K} + exp(—K/lQ), (A54)
[i,5]€€(S)

where the first inequality follows from the convexity of (P, Q) — drv(P,Q),
and the last inequality follows from applying the Chernoff bound to |S|. Fix an
S C [N] such that [S| < 1.5K. Define Py, = [[; jjceqvy) Bern(q) for ¢ € [K]
and Pv,v; = [[; jev. <y, Bern(p) for 1 < s < ¢ < k. By the triangle inequality,

drv 1555, H Bern(p)
[i,5]€E(S)

<dry (15557 By

II P

S] ) (A.55)

1<s<t<k
+dry | Ey H Py.v, H Bern(p) | . (A.50)
1<s<t<k [i,7]€€(S)

To bound the term in (A.55), first note that conditional on S, {V/*} can be gener-
ated as follows: Throw balls indexed by S into bins indexed by [k] independently
and uniformly at random; let V; is the set of balls in the t*® bin. Define the event
E = {VF:|Vi| <20t € [k]}. Since |V;| ~ Binom(|S|, 1/k) is stochastically
dominated by Binom(1.5K,1/k) for each fixed 1 < ¢ < £, it follows from the
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Chernoff bound and the union bound that P{E°} < kexp(—{/18).

dry (ﬁss,Evlk I P 5)
1<s<t<k
@ gy (Evlk IT 2| S| .Ew| I Puw SD
1<s<t<k 1<s<t<k
< Eyp dTv< IT P 11 PVM) S]
L 1<s<t<k 1<s<t<k

+ kexp(—£/18),

<Eyx |drv ( H Pyvi, H PVM) l{Vl’“EE} ’ S

1<s<t<k 1<s<t<k

where (a) holds because conditional on V}, {szvt st € [k]} are independent.
Recall that /; = |V}|. For any fixed V}* € E, we have

dTV< I 2o 11 vaw>(2dTv< II A I PVM)

1<s<t<k 1<s<t<k 1<s<t<k 1<s<t<k

@dTV< T 7. ]I PMt>

1<s<t<k 1<s<t<k

SdTv< H Py, H Pését)

1<s<t<k 1<s<t<k

(c)
< Y div (P, Prs) < 2k (8g0%) oY,

1<s<t<k

where (a) follows since Py,y, = Py,y, for all t € [k]; (b) is because the number
of edges F(V;,V;) is a sufficient statistic for testing ]Bvsvt versus Py,y, on the

submatrix Ay,y, of the adjacency matrix; (c¢) follows from Lemma 8. Therefore,

II P

1<s<t<k

dry <ﬁ 555 Byt

SD < 2k%(8q0?) Mot 4 kexp(—£/18).

(A.57)
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To bound the term in (A.56), applying Lemma 9 yields

II AP

1<s<t<k

dTV E Vlk

S], H Bern(p)
i

<

N | —

c 1 Y7
PLET} + 5\/EV{“;W“ [9<V1k7 VI fvreny Lvrer) ‘ 51 — 14 2P{E},
(A58)

where

Vk ‘7k _ HISSStSk PVth ngsgtﬁk P\Z‘Z
g(Vi', VyY) IT Bern(p)
liileg(s) PP

I (aM)“V‘S?”)

L\ P l—p

(\VsﬂVtI)
2

s,t=

k 3
L{E
s,t=1 1- 2q
Let X ~ Bin(1.5K, 15) and Y ~ Bin(3¢, e/k). It follows that

VsV |

k 1— %q (l 2 ) k
Evlk;f/lk H (1 — 2q> 1 1{\VS\§2£,\\7¢|§2€} ' S
= s’t:

(a) [k Syl
< EV{C;\Z’C H eq(lv n¥iinze) ’ S]

Ls,t=1

2 HE eq(\vgm\;/t\Aze) S]
s,t=1 -

(_2 (E [eq(XSQZ)DkQ Y [eq(ﬁ)}kZ (g) exp(72e2q0?), (A.59)

where (a) follows from 1+2 < e forall z > 0 and ¢ < 1/4; (b) follows from the
negative association property of {|V; N'V;| : s, € [k]} proved in Lemma 10 and
(A.51), in view of the monotonicity of x — ¢1("%") on R.; (c) follows because
|V, N V] is stochastically dominated by Binom(1.5K,1/k2) for all (s,t) € [k]2;

(d) follows from Lemma 11; (e) follows from Lemma 12 with A = ¢/2 and
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q?¢ < 1/8. Therefore, by (A.58)

dry | Pss, H Bern(p) | < 0.5ke 1 + 0.5\/67262‘152 — 1+ 2ke s
[i,7]1€€(S)

< 0.5ke™T5 + 0'5\/M+ NG
(A.60)

The proposition follows by combining (A.54), (A.55), (A.56), (A.57) and (A.60).
[

A.7 Proof of Proposition 4.3.2

Proof. By assumption the test ¢ satisfies

Po{p(G') = 1} + P1{o(G") = 0} =1,

where GG’ is the graph in PDS(N, K, 2¢, q) distributed according to either P, or IP;.
Let G denote the graph in the PC(n, k, ) and G denote the corresponding output

of the randomized reduction scheme. Proposition 4.3.1 implies that G~ G(N,q)
under HY. Therefore ]P’Hoc{¢((~}) =1} = Py{¢(G") = 1}. Moreover,

|PH10{¢((N;) =0} =P {o(G") =0} < dTv(Pé\ch,Pl) <¢.
It follows that

PH§{¢(6) =1} +PH§{¢(CN;) =0} <n+¢&

A.8 Proof of Theorem 4.3.3

Proof. Fix @ > 0and 0 < § < 1 that satisfy (4.4). Then it is straightforward to
verify that

112 Y2 T s

24+mgd 1 1+26a} (A61)

a<ﬁ<min{
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holds for some § > 0. Let £ € N and ¢, = ¢~(**9)_ Define

Ny = M%ﬂilj, ke = M(ztjm*lj, Ny =npl, Ky =kl (A.62)
Then
log + _
i B _ (2+90) — o lim log Ky (2+0)5/a 1+1:ﬁ.
twolog Ny  (240)/a—1+1 twoologNy,  (240)/a—1+1
(A.63)

Suppose that for the sake of contradiction there exists a small € > 0 and a sequence
of randomized polynomial-time tests {¢,} for PDS(N,, Ky, 2qs, q¢), such that

PU{¢NZ,K5<G/> = 1} + ]P)l{que,Ke (G/) = O} < 1/2 — €

holds for arbitrarily large ¢, where G’ is the graph in the PDS(N,, Ky, 2qs, q).
Since 8 > «a, we have k, > ¢'*9. Therefore, 16¢,/> < 1 and k, > 6e/ for all
sufficiently large ¢. Applying Proposition 4.3.2, we conclude that G — ¢(G) is a
randomized polynomial-time test for PC(ny, k;, ) whose Type-I+II error proba-
bility satisfies

Puglod@) =+ Puclol@ =0} < s —eh6 (A6H

where £ is given by the right-hand side of (4.3). By the definition of ¢,, we have
qel? = ¢~ and thus

/{Z?(Qg€2>m0+1 < 62((2+6)5/a—1)—(m0+1)6 < 6_5,

where the last inequality follows from (A.61). Therefore & — 0 as { — oo.
Moreover, by the definition in (A.62),
logky  (2+9)8/a—1 1

li — <-—=9
Selogng . (240)ja—1 —2

where the above inequality follows from (A.61). Therefore, (A.64) contradicts
our assumption that Hypothesis 1 holds for ~y. Finally, if Hypothesis 1 holds for
any v > 0, (4.5) follows from (4.4) by sending = | 0. L]
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A.9 Proof of Theorem 5.1.2

The following lemma provides a deterministic sufficient condition for the success
of SDP (5.5) in the case a > b.

Lemma 13. Suppose there exist D* = diag {d;} and \* € R such that S* =
D* — A+ \*J satisfies S* = 0, \o(S*) > 0 and

S*o* = 0. (A.65)

Then XA/SDP = Y™ is the unique solution to (5.5).

Proof. The Lagrangian function is given by
L(KS,D,)\) = <A7Y> + <S,Y> - <D7Y_ [> - >‘<‘]7Y>7

where the Lagrangian multipliers are denoted by S = 0, D = diag{d;}, and
A € R. Then for any Y satisfying the constraints in (5.5),

(a)
(A,Y) < L(Y,S*, D*, \*) = (D*,I) = (D", Y*) = (A+ 5" — \*J,Y*)
24,7,

where (a) holds because (S*,Y') > 0; (b) holds because (Y*, S*) = (o) S*o* =
0 by (A.65). Hence, Y* is an optimal solution. It remains to establish its unique-

ness. To this end, suppose Y is an optimal solution. Then,

(S, V)= (D" — A+ NIV 2 (D" — A7) (D" — A, Y")=(5" V") =0.
where () holds because (.J,Y) = 0; (b) holds because (A,Y) = (A,Y*) and
}7“ =Y = 1forall i € [n]. In view of (A.65), since Y = 0, S* = 0 with

A2(S*) > 0, Y must be a multiple of Y* = ¢*(c*)7. Because Y;; = 1 for all
ien,Y=Y" O

Proof of Theorem 5.1.2. The theorem is proved first for a > b. Let D* = diag {d}}
with

df = Ajolo; (A.66)
j=1

and choose any \* > ’%. It suffices to show that S* = D* — A + \*J satisfies
the conditions in Lemma 13 with high probability.
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By definition, djo} = ), Ajjo; for all 4, i.e., D*0* = Ao*. Since Jo* = 0,
(A.65) holds, that is, S*o* = 0. It remains to verify that S* > 0 and A\y(S*) > 0
with probability converging to one, which amounts to showing that

]P’{ inf  2'S*r > o} — 1. (A.67)

zlo*,||z]2=1

Note that E [A] = 259V + E24J — pJ and Y* = o*(0*)". Thus for any z such
that v L o* and ||z||2 = 1,

2" S*r=2"D'r — s 'E[Alz+ N2 Jr -2 (A-E[A)x

:l‘TD*I—p;q{ETy*x—I— (/\*—Z%>ZETJIE+]9—ZET(A—]E[A])ZL‘
(a)
>a'D'r+p—a' (A-—E[A])z > mind; +p—||[A-E[A]].

1€

[n]

(A.68)

where (a) holds since \* > 234 and (z, 0*) = 0. It follows from Theorem A.12.1
that [|[A — E[A]| < ¢v/logn with high probability for a positive constant ¢’
depending only on a. Moreover, note that each d; is equal in distribution to X — R,
where X ~ Binom(% — 1, ") and R ~ Binom(%, %'%") are independent.
Hence, Lemma 15 implies that

plx _ps_1o8n | o —(aviRaen)
~ loglogn | —

Applying the union bound implies that min;cp,) d; > 1o§fgo Zn holds with probabil-
ity at least 1 —n~(Va=V)?*/2+o() ¢ follows from the assumption (v/a— /)2 > 2
and (A.68) that the desired (A.67) holds, completing the proof in the case a > b.
For the case a < b, we replace the arg max by arg min in the SDP (5.5), which
is equivalent to substituting —A for A in the original maximization problem, as
well as the sufficient condition in Lemma 13. Set the dual variable d; according
to (A.66) with —A replacing A and choose any \* > —%. Then (A.65) still
holds and (A.68) changes to =" S*x > minep, df — p — ||A — E[A]|, where

mingep, df > log)ign holds with probability at least 1 — n!~(Va=v0)?*/2+o(l) py

Lemma 15 and the union bound. Therefore, in view of Theorem A.12.1 and the
assumption (y/a — \/1_7)2 > 2, the desired (A.67) still holds, completing the proof
for the case a < b. ]
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A.10 Proof of Theorem 5.2.1

Lemma 14. Suppose there exist D* = diag{d;} > 0, B* € 8" with B* > 0,
A€ R, and n* € R such that S5* £ D" —B*— A+ n*I + \*J satisfies S* > 0,
Ao (S*) > 0, and

S*g* — 0’
d&(Z:—1)=0, Vi,
BLZ5 =0, Yi,j. (A.69)

Then Z\SDP = Z* is the unique solution to (5.9).

Proof. The Lagrangian function is given by

L(Z,S,D,B,\n) =(A,Z)+(S,Z) — (D, Z — 1)+ (B, Z) —n({I,Z) — K)
-2((J.Z2) - K?),

where S = 0, D = diag{d;} > 0, B € 8" with B > 0, and \,n € R are
the Lagrangian multipliers. Then, for any Z satisfying the constraints in (5.9), It
follows that

(a)
(4,2) < L(Z,8", D", B*, N, if") = (D", I) + ' K + N K

— (A4 B+ S~ T = NI, Z°) + K + K22 (A, 27,

where (a) follows because (S*,7Z) > 0, (D*,Z — I) < 0, and (B*,Z) > 0;
(b) holds due to d;(Z; — 1) = 0,Vi; (c) holds because B};Z; = 0,Vi,j and
(Z*,5*) = (£€*)7S*¢* = 0. Hence, Z* is an optimal solution. It remains to
establish the uniqueness. To this end, suppose Z is another optimal solution.
Then,

(S 7) = (D — B — A+ T+ X' 2) D (D — B — A, Z) € (D" — A, 2°)

— (5%, 2) = 0.

=

where (a) holds because (/,Z) = K and (J,Z) = K2 (b) holds because
(A,Z) = (A, Z*), B*,Z > 0,and (D*, Z) < ¥, di = (D*, Z*) since d; > 0
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and ZZ < 1foralli € [n]. Since 7 = 0and S* = 0 with Ao (S*) > 0, 7 needs to
be a multiple of Z* = £*(¢*)T. Then Z = Z* since Tr(Z) = Tr(Z*) = K. [

Proof of Theorem 5.2.1. The theorem is proved first for a > 0. Recall 7* =
=2 __ifa,b > Oanda # b. Let7™ = 0ifa = Oorb = 0. Choose

_a=b
log a—logb

X = logn/n, i = [|A— E[A] ], D* = diag {d;} with

d; =

ZjeC* Aij == XNK ifieC” .
0 otherwise

Define b} £ \* — + > jec Aij fori ¢ C*. Let B* € 8" be given by

It suffices to show that (S*, D*, B*) satisfies the conditions in Lemma 14 with
probability tending to one.

By definition, we have d;(Z}; — 1) = 0 and B};Z}; = 0 for all i,j € [n].
Moreover, for all i € C*,

G =di =Y A~ —NK =3 A+ Y BiE — 0 — XK,
J J J
where the last equality holds because B;; = 0 if (4, j) € C* x C*; forall i ¢ C*,

Y AGE D BREG - NK =) A+ Kb — XK =0,
J J JeCH
where the last equality follows from our choice of b;. Hence, D*¢* = A&* +
B*¢* — n*&* — A*K1 and consequently S*o* = 0.

We next show that D* > 0, B* > 0 with probability converging to 1. It follows
from Theorem A.12.1 that n* < ¢/+v/log n with probability tending to one for some
positive constant ¢’ depending only on a. Furthermore, let X; = 3 jec~ Aij. Then
X; ~ Binom(K — 1, “1"%) if i € C* and Binom (X, blo%) otherwise. We divide
the analysis into two separate cases. First consider the case b = 0, then X; = 0
for all i ¢ C*. Since 7* = 0 in this case, min;gc- by = 0 holds automatically. For

any ¢ € C*, applying Lemma 16 with 7 = 0 yields

pdx,> 187 Lo plx < 187 Loy ) —po,
~ loglogn | — ~ loglogn | —
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Applying the union bound implies that P{min;cc+ X; > log)lgo vl 1—nl-patol)
1, because pf(a,0) = pa > 1 by the assumption (5.10). Since /logn =
0(1;;%) and 7" = 0, it follows that with probability converging to 1, min;ec+ df >

0 and we are done with the case b = 0. For b > 0, Lemma 16 implies that

1 * ea
P{X; > prilogn + —o > el ) oy e o,
log logn

P{X; <prlogn} >1-— P67 log %4_0(1))7 vid O,

By definition, f(a,b) = a — 7" log & = b — 7 log £ in this case. Applying the

union bound implies that with probability at least 1 — n!~+/(@b)+o(1)

. . logn

min X; > pr"logn + —————,

icC* log logn
X; < pr*l .

gzlg}f < pr*logn

Since y/logn = 0(101;%) and pf(a,b) > 1 by the assumption (5.10), it follows
that with probability converging to 1, min;co- d;j > 0 and min;gc- b > 0.
It remains to verify S* > 0 with \y(S*) > 0 with probability converging to 1,

1.e.,

IP{ inf 2'S*zr> o} — 1. (A.70)
zlo*)||z]2=1
Note that
Ixvk O 0
EAl=@-qZ —p —q +qJ.
0 O 0 Iin—K)x(n-K)
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It follows that for any x I o* and ||z||y = 1,

'St
=2 ' D'z — a2 Bz + (\* —q)xTJx—l—pr?—l—quern* —2' (A-E[A])z
1eC* igC*
DN (@4t + (N - Jr g 4y —a (A-E[A)x
iec igC

> (mind: +p) X a+ (= )s T+ Y+ — A EL4]]

€ iec i¢C
© : 2 2
> (mind; +p) > al+q ) 2

ie¢ ieC ig¢C
()
> min {m(ljn d; +p, q} , (A.71)

1eC™

where (a) holds because B}; = 0 for all 7, j ¢ C* and

r' B*x =2 Z Z rix; Bl =2 Z x;b; Z xj; = 0;

igC* jeC* igC* jeC*

(b) holds because * = [|[A — E[A]|| and \* = 77182 > g = Hi%8™ ince
log % < ¢ —1; (c) is due to ||z]|3 = 1. Notice that we have shown min;ec+ df > 0
with probability converging to 1. Therefore, the desired (A.70) holds in view of
(A.71), completing the proof in the case a > b.

For the case a < b, it suffices to modify the above proof by replacing A with
—A in the SDP (5.9), Lemma 14, and the definitions of d; and b}, and choosing
A= —1*logn/n—logn/(Kloglogn),n* = ||A—E[A]||+ 2¢. Then (A.69) and
(A.70) still hold, and D* > 0, B* > 0 with probability converging to 1. Therefore
the theorem follows by applying Lemma 14. [

A.11 Proof of Theorem 5.2.2

To lower bound the worst-case probability of error, consider the Bayesian setting
where the planted cluster C* is uniformly chosen among all K -subsets of [n] with
K = |pn]. If a = b, then the cluster is unidentifiable from the graph.

Next, we prove the theorem first for the case a > b. If b = 0, then perfect recov-

ery is possible if and only if the subgraph formed by the nodes in cluster, which is
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G(K,alogn/n), contains no isolated node.! This occurs with high probability if
pa < 1[96]. Next we consider a > b > 0.

Since the prior distribution of C* is uniform, the ML estimator minimizes the
error probability among all estimators and thus we only need to find when the
ML estimator fails. Let e(i, S) = Y jes Aij denote the number of edges between
node 7 and nodes in S C [n]. Let F' denote the event that min;cc+ e(i, C*) <
max;¢c- e(j,C*), which implies the existence of i € C* and j ¢ C*, such
that the set C*\{:} U {j} achieves a strictly higher likelihood than C*. Hence
P {ML fails} > P {F'}. Next we bound P { '} from below.

By symmetry, we can condition on C* being the first KA nodes. Let 7" denote
the set of first | 25— | nodes. Then

log?n

(O < i oli ) < i el T .
Z%g}e(z,()’ ) < rirélTne(z,C ) < min e(i, C*\T) —|—r£1€aTxe(z,T) (A.72)

Let F, Fs, E5 denote the event that max;cr e(i, T') < log’ﬁ)gn, min;er e(i, C*\T)+

102){%2” < 7*plogn and max;¢c- e(j,C*) > 7*plogn, respectively. In view of
(A.72), we have ' O E; N E, N E3 and hence it boils down to proving that
P{E;} — 1fori=1,2,3.

In view of the following Chernoff bound for binomial distributions [97, Theo-

rem 4.4]: Forr > 1 and X ~ Binom(n,p), P{X > rnp} < (e/r)"™?, we have

2 —logn/loglogn
PSe(i,T) > _logn_ < _logn = p 2o,
log log n aeloglogn

Applying the union bound yields

1
P{E}>1- Zp{e(i,fr) > ﬂ} > 1 i),

p log logn

'To be more precise, if there is an isolated node in the cluster C*, then the likelihood has at
least n — K maximizers, which, in turn, implies that the probability of exact recovery for any

estimator is at most ——.
n—K
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Moreover,

(a) logn
P{E,} =1 — P C\T) > 1 —_
(B} = Zlel { e(i, C"\T) > 7" plogn loglogn}

® (1 o —p(a—rtlog 52 +o(1))>|T| (;) | — exp ( 1-p(a—7" log £ )+o(1)>

9

where (a) holds because {e(i, C*\T') };er are mutually independent; (b) follows
from Lemma 16; (¢) is due to 1 + x < e* for all z € R; (d) follows from the
assumption (5.11) that pf(a,b) = p(a — 7"log £2) < 1. Similarly,

P{Es} =1— || P{e(j,C") < 7°plogn}
jgc*

—1_ (1 _ - (b-7"10g ‘j’i+o(1)))n_K > 1 — exp (_nl—p<b—7'* log f—2)+o(1)>

— 1,

completing the proof in the case a > b > 0.

Finally, we prove the theorem for the case a < b. Consider the case a = 0 first.
For j ¢ C*, since e(j, C*) ~ Binom(K, 2%"), it follows that log P {e(j, C*) = 0} =
Klog (1 — Y%") = — (pb+ o(1)) logn, and thus

]P’{rmne(j,C ) :0} =1- H (1 —=P{e(j,C*) =0})

¢o .
JEC*
=1-(1- n"’b+0(1))n_K > 1 — exp(—n!Ptol)) 1

?

due to the assumption that pf(0,b) = pb < 1. Then with probability tending to
one, there exists an isolated node j ¢ C*, in which case the likelihood has at least
K maximizers and the probability of exact recovery for any estimator is at most
%. Next assume that 0 < a < b. By symmetry, we condition on C* being the first
K nodes. Let T" denote the set of first ng—znj nodes. Redefine F, F», F5 as the
event that max;ec- (i, C*) > minjgc- e(j, C*), maxer e(i, C*\T) > 7*plogn
and min;gc- e(j,C*) < 7*plogn, respectively. Then by the same reasoning
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P{ML fails} > P{F} > P{E, N Es3}. Applying Lemma 16, we obtain

P{E,} =1— H]P’{e(z’, C\T) < 1*plogn}

€T
—1- (1 — (o 1°gi‘i+0<1>)>T| > 1 — exp <—n1_p(“_7* log%i)wm)

— 1,

and similarly,

P{Es} =1— ] P{ei,C*) > 7*plogn}
Jjgc*

=1- (1 _ p(b-7"log fi“(l)))n_K >1—exp (—nl_p(b_T* log %)*0(1)>

— 1,

completing the proof for the case 0 < a < b.

A.12  Spectrum of Erdds-Rényi Random Graph

Let A denote the adjacency matrix of an Erd&s-Rényi random graph G, where
nodes ¢ and j are connected independently with probability p;;. Then E [A;;] =
pij. Let p = max;; p;; and assume p > colo% for any constant ¢y > 0. We aim to
show that ||A — E[A]||, < ¢’\/np with high probability for some constant ¢’ > 0.
To this end, we establish the following more general result where the entries need

not be binary-valued.

Theorem A.12.1. Let A denote a symmetric and zero-diagonal random matrix,
where the entries {A;; : i < j} are independent and [0, 1]-valued. Assume that
E[A;;] < p, where cologn/n < p < 1 — ¢ for arbitrary constants ¢y > 0
and ¢y > 0. Then for any ¢ > 0, there exists ¢ > 0 such that for any n > 1,
PIA - E[A]ll, <¢\/p} > 1—n""

Let G(n, p) denote the ErdGs-Rényi random graph model with the edge proba-
bility p;; = p for all 7, j. Results similar to Theorem A.12.1 have been obtained in
[98] for the special case of G(n, Col%) for some sufficiently large cy. In fact, The-
orem A.12.1 can be proved by strengthening the combinatorial arguments in [98,

Section 2.2]. Here we provide an alternative proof using results from random ma-
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trices and concentration of measures and a seconder-order stochastic comparison
argument from [99].

Furthermore, we note that the condition p = 2(logn/n) in Theorem A.12.1 is
in fact necessary to ensure that | A — E [A]||, = Qp(\/np) (see Appendix A.12.1

for a proof). The condition p < 1 — ¢; can be dropped in the special case of

G(n,p).

Proof. We first use the second-order stochastic comparison arguments from [99,
Lemma 2]. Since 0 < E[A4;;] < p, we have A;; — E[A4;;] € [—p, 1] for all
i # j and hence B;; = (1 — p)(A; — E[Ay]) € [-p,1 — p]. Let C de-
note the adjacency matrix of a graph generated from G(n,p). Then, for any
i,j, Bij is stochastically smaller than C;; — E[C;;] under the convex ordering,
ie, E[f(By)] < E[f(Ci; — E[Cy])] for any convex function f on [—p,1 — p].2
Since the spectral norm is a convex function and the coordinate random variables
are independent (up to symmetry), it follows that E[|| B||] < E[||C — E[C]||] and
thus

E[l4 ~ E[4]|]] = T—E[IBI] < T—E[IC ~EC]|] < S ElIC - E[C]|l.

(A.73)

We next bound E[|C — E[C]||]. Let E = (E;;) denote an n x n matrix with
independent entries drawn from y1 = 26; +26_; + (1 — p)do, which is the distribu-
tion of a Rademacher random variable multiplied with an independent Bernoulli
with bias p. Define E’ as £}, = Ej; and Ej; = —Ej; for all i # j. Let C' be
an independent copy of C'. Let D be a zero-diagonal symmetric matrix whose
entries are drawn from p and D’ be an independent copy of D. Let M = (M;;)

denote an n x n zero-diagonal symmetric matrix whose entries are Rademacher

and independent from C and C’. We apply the usual symmetrization arguments:
(@ (®)
E[|C - E[C]]] = E[|C - E[C]I] < E[||C - '] = E[I[(C = C") o M]

2 2E[||C o M|} = 2E[||D]l] = 2E[|| D — E[D']]]

(d) i (€) s )
< 2E[[|D — D'[]] = 2E[|E — E'[|]] < 4E[[|E]], (A.74)

;This follows from w > f(1—=p)— f(—p) forany —p < b < 1 —p, by the convexity
of f.
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where (a), (d) follow from the Jensen’s inequality; (b) follows because C' — C"
has the same distribution as (C' — C”) o M, where o denotes the element-wise
product; (c), (f) follow from the triangle inequality; (e) follows from the fact that
D — D’ has the same distribution as £ — E’. Then, we apply the result of Seginer
[100] which characterized the expected spectral norm of i.i.d. random matrices

within universal constant factors. Let X = >or  EZ, which are independent

i5°
Binom(n, p). Since u is symmetric, [100, Theorem 1.1] and Jensen’s inequality

1/2 1/2
<max Xj) <k (E lmax XJ}) (A.75)
J€n] Jj€(n]

for some universal constant x. In view of the following Chernoff bound for the
binomial distribution [97, Theorem 4.4]:

yield

E[lE|] < < E

P{X,; >tlogn} <27

for all ¢ > 6np, setting to = 6 max{np/logn, 1} and applying the union bound,

we have

E {maxX]} = / P{maXXj > t}dt < / (nP{X; >t} A1)dt
0 0

Jj€ln] Jj€n]

<tglogn + n/ 27'dt < (tg + 1) logn < 6(1 + 2/co)np,

tologn

(A.76)

where the last inequality follows from np > ¢y log n. Assembling (A.73) —(A.76),
we obtain

E{||4 — E[A] < c2y/. (A7)

for some positive constant ¢, depending only on ¢, ¢;. Since the entries of A —
E[A] are valued in [—1, 1], Talagrand’s concentration inequality for 1-Lipschitz

convex functions (see, e.g., [101, Theorem 2.1.13]) yields
P{||A - E[A]|| > E[||A — E[A]|l] + t} < ¢z exp(—cat?)
for some absolute constants c3, ¢4, which implies that for any ¢ > 0, there exists

¢’ > 0 depending on ¢y, ¢, such that P {||A — E[A]|| > ¢\/np} < n~*. O
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A.12.1 The Sharpness of the Condition for Theorem A.12.1

Consider the case where A is the adjacency matrix of G(n,p). We show that if

np = o(logn), then

logn
IP’{HA —E[A]l], > c\/log (logn/(np))} —1 (A.78)

for some constant c and, consequently, ||A — E[A]||, //np — oo in probability.
To this end, note that ||[A — E [A]||, > max;c, [|(A — E[A])e;]|2, where {e;}
denote the standard basis. Without loss of generality, assume n is even. Then by
focusing on the upper-right part of A, we have ||A — E [A]||, > \/max;c(n/2 X; —
\/n/2p, where X; are independently distributed as Binom(n/2,p). Using the
inequality (Z) > (%)k fork > 1,

n/2

g e

)ﬁa—mm*z(%fu—mm.

Since log(1 — z) > —2x for x € [0, 1/2], it follows that

2k 2k
—logP{X; > k} < klog ( ) - glog(l —p) < klog ( ) +np, (A.79)

np np

logn J
log(logn/(np))
o (logn/loglogn), we get

Plugging k* = | into (A.79) and noting np = o(k*) and loglogn =

1 log (1
~logP{X, > k*} <logn +np — g™ log(0g<ogn/(np)))

log (log 1/ (np)) 2

< logn — loglogn. (A.80)
By the independence of {X;,i € [n/2]}, we have
n/2
Pq max X; <k*p=][P{X;<k}=(1-P{X;>k})"?
{moe X< p = [[P16 <k} = 0P X 28
n 1

< - > k* <
_exp( 2IP’{X1 >k }) SN

where the last inequality follows in view of (A.80).
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A.13 Tail of the Binomial Distribution

Let X ~ Binom (m, “%") and R ~ Binom (m, 2%") for m € Nand a,b > 0,

n n

where m = pn + o(n) for some p > 0 as n — oco. We need the following tail

bounds.

Lemma 15 ([52]). Assume that a > band k, € N such that k,, = (14-0(1)) 22

loglogn*®
Then
P{X — R < ky} < n?(Va—v8) +on),

Lemma 16. Let k,,, k], € [m] be such that k,, = Tplogn + o(logn) and k|, =
T'plogn + o(logn) for some 0 < 7 < a and 7" > b. Then

P{X < k,} = n-rlo-Tles o)) (A.81)
P{R >k} = nr(b=""loeito(1)) (A.82)

Proof. We use the following non-asymptotic bound on the binomial tail probabil-
ity [102, Lemma 4.7.2]: For U ~ Binom(n, p),

(8k(1 = X)) exp(—nd(A||p)) < P{U > k} < exp(—nd(Alp)), ~ (A.83)

where A = £ € (0,1) and d(\||p) = )\log% +(1—X)log % is the binary diver-
gence function. Then (A.82) follows from (A.83) by noting that d(%Hblo%) =
(b—7'log % + o(1))ken,

n

To prove (A.81), we use the following bound on binomial coefficients [102,
Lemma 4.7.1]:

e ()
2 S @I =) Pexpmh() = - (A.34)

where A = £ € (0,1) and h(\) = —AlogA — (1 — A)log(1 — \) is the bi-
nary entropy function. Note that the mode of X is at [(m + 1)p|] = (ap +
o(1)) logn, which is at least k,, for sufficiently large n. Therefore, P{X = k}

is non-decreasing in k for k£ € [0, k,,] and hence
P{X = kn} <P{X <kn} < kP{X = kn}, (A.85)
where P {X = k,} = (;)p(1 —p)™ " and p = alogn/n. Applying (A.84) to
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(A.85) yields
P{X <k} = (logn)°® exp(—nd(ky/m|[p)),

which is the desired (A.81). ]

A.14 Proof of Theorem 6.1.1

Let X oY denote the Hadamard (entrywise) product between two matrices X, Y.
In addition to the ¢, matrix norm || X}y = >, ;[ Xyl,
6y norm [ X|lie = >, 04| Xij|, where © = 007. Define O2 with (i, )-th
entry given by \/_w . Similarly define ©~ 2. Let U € R be the weighted

characteristic matrix for the clusters, i.e.,

—%_ ifnodei e C}

0 otherwise,

Let ¥ € R"™" be the diagonal matrix with ¥y, = [|0®)|; for k € [r]. The
weighted true cluster matrix Y* o ©2 has the rank-r singular value decomposition
givenby Y*002 = USU . Define the projections Pr(M)=UU"M+MUU"—
UU"MUU" and Pri(M) = M — Pr(M).

To establish the theorem, it suffices to show for any feasible solution Y with
Y £Y* A(Y) = (Y*~Y, A-)\O) > 0. Note that E[A] = (¢J + (p — q)Y* — pI)o
O, where J is the all-ones matrix, and [ is the identity matrix. Then, we can de-

compose A(Y') as
AY)=(E[A] - X0, Y - Y)+ (A—E[A],Y*-Y). (A.86)
The first term in (A.21) can be written as

<IE [A] - )\O,Y" — V)

( MY o0, Y —Y)+(A=q@){((J—-Y")0O,Y —Y7)

Q
p PGy~ - Ylie, (A.87)

where (a) holds in view of the definition of E [A] and the fact that Y} = V}; = 1
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for all ¢; (b) holds because p+ 3¢ < X < 2p+ ¢, Y;: € {0,1} and Y}; € [0, 1]
for all ¢, j. Next we control the second term in (A.86). Define the weighted
noise matrix W = (A — E[A]) o © 2. By matrix Bernstein inequality, with high
probability,

logn

W] < e2v/(p(1 = p) K + q(1 — g)n) logn + ¢

min

Thus UU " + Pr. (HWWO is a subgradient of || X||, at X = Y* 0 ©z. Note that if
X > 0, then || X||. = Tr(X). Hence,

0>Tr (Y o6}) =Tt (Y 00! ) = [V 0 03|, - [y 0 63 .

=

> (UU" + Pre <ﬂ ).

HWH> Y =¥ 06

It follows that (Pr. (W), (Y*—=Y)002) > |[W|({UUT,(Y —Y*)0©O?2). There-

fore, the second term in (A.21) can be bounded as

(W, (Y* = Y)002) > (Pr(W) — [W|UUT,(Y" = Y) 0 ©2)
> = (IWVIITUTN ooy + PRV g3 ) 1Y = Ve

(A-E[A],Y"-Y)

1w *
> (—+ 1PeOVI| g3 ) 1Y = Vile,

miny, ||6*)]|,
(A.88)

where the last inequality follows from the definition of U. Below we bound the

term ||Pp (W) _1 - From the definition of Pr,

oo

[Pr(Il g3 SINUTWI| ooy +IIWUUT|_ gy + IVTWUUT|_ -y

00,07 2

We bound [[UUTW||_ 3 below. To bound the term (UU T W);;, assume user i
belongs to cluster £ and recall Cj is the set of users in cluster k. Then

Ty, - Vo W
(UUTW)y; = 60T, > V0 Wi,

i €Cy,

which is the weighted average of independent random variables. Define the noise
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variance o> £ p(1—¢q). By Bernstein’s inequality, with probability at least 1—n"3,

2]
< 1/602[1609] log n + f”g@muwmm%m

min

Z V0 Wi

i'€Cy,

where the last inequality holds because by assumption (6.4), o2 ming, [|0® ||, 0min =

log n. Then with probability at least 1 — n !,

logn
uutw < -
|| ||oo,97% - Cla\/mink ||0(k)||19m1n

y and [[UUTWUUT||_ 4. Therefore, with

2

Similarly we bound [|WUUT||__
probability at least 1 — 3n~1,

logn
< ' A.
||PT(W)||OO7®7% < 3020\/mink 10®) |1 min (A-59)

Substituting (A.89) into (A.88) and by assumption (6.4) and (6.5), we conclude
that with high probability A(Y") > 0 for any feasible Y # Y™*.

A.15 Proof of Lemma 1

Note that d; = }; A;;. Forall j # i, A;; is mutually independent, and distributed
as Bern(0;0;p) if Y;; = 1 and Bern(0;0;q) if Y7 = 0. Let

G 2B (4] =6 [0 - 6%V, + g6l —p8] . (A90)

Then, by the law of large numbers, d; — d; for all i € [n] and thus

didj 5 JZC{]
01'9]' Zi’ di/ 9293 Zz" CZZ‘/ .

(A91)

Plugging (A.90) into (A.91) and taking the limit n — oo, the lemma follows.
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APPENDIX B

PROOFS FOR INFERRING PREFERENCES

We introduce some additional notations used in the proof. For a vector z, let
||z||2 denote the usual [, norm. Let 1 denote the all-one vector and O denote
the all-zero vector with the appropriate dimension. Let S™ denote the set of
n X n symmetric matrices with real-valued entries. For X € S™, let A\;(X) <
A(X) < -+ < A (X) denote its eigenvalues sorted in increasing order. Let
Tr(X) = >, Mi(X) denote its trace and || X || = max{—X;(X), A\, (X)} denote
its spectral norm. For two matrices X, Y € 8", we write X < Y if Y — X is
positive semi-definite, i.e., A (Y — X') > 0. Recall that £(#) is the log likelihood

function. The first-order partial derivative V;£(6) for any ¢ € [n], is given by

k;j—1
exp(6:)
i 9 - 1, 1 o (0)=i} —
v L( ) Z Z {Jj (l)ZE} l tes =1 exp(eaj(€)> +ooet eXp(QUj(kj)>

jH€ES; £=1

(B.1)

and the Hessian matrix H(0) € S™ with H;;(0) = g;i%(ﬁ), is given by

ki—1 exp(6; + 9i')1{g;1(i),a;1(i’)2f}

[exp(0s, () + - - + exp(O,x,))]*
(B.2)

HO =53 3 (e —eo)lei—eo)T

j=11i,i'eS; (=1

It follows from the definition that — H (6) is positive semi-definite for any § € R™.
Define L; € S™ as

1 T
Lj = m Z (ei _ez’/)<€i _ei’) )

1,4’ €S

and then the Laplacian of the pairwise comparison graph G satisfies L = Z;”:l L;.
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B.1 Proof of Theorem 7.3.1

We first introduce a key auxiliary result used in the proof. Let F' be a fixed CDF
(to be used in the Thurstone model), let b > 0 and suppose 6 is a parameter to be
estimated with 6 € [—b, b] from observation U = (Uy, ..., Uy), where the U,’s are
independent with the common CDF given by F'(¢ — 6). The following proposition
gives a lower bound on the average MSE for a fixed prior distribution based on

Van Trees inequality [88].

Proposition B.1.1. Let py be a probability density on [—1, 1] such that po(1) =
po(—1) = 0 and define the prior density of © as p(6) = 1po(%). Then for any
estimator T'(U) of ©,

1 1
El[(©-T{U))* > = ,
O =TT = G100+ 10/ w0
where |1 is the probablllty density function of F with I(u f @) x)) dr and
(i (9)
f 1 1?0

Proof. 1t follows from the Van Trees inequality that

1
fI (0)do + I(p)’

E[(© -T(U)

where the Fisher information 7(6) = dI(u) and

WOy, L), L
I<p)—/_b 50 de—b—Z/_1 o0 = G 1w)

]

Proof of Theorem 7.3.1. Let 0 be a given estimator. The minimax MSE for 0 is
greater than or equal to the average MSE for a given prior distribution on 6*. Let
po(#) = cos?(m6/2), then I(py) = m2. Define p(6) = 1po(%). If n is even we use
the following prior distribution. The prior distribution of 6} for i odd is p(#) and
for i even, 07 = —07 ;. If n is odd use the same distribution for 67 through ¢ _,
and set 87 = 0. Note that §* € ©, with probability one. For simplicity, we assume
n is odd in the rest of this proof; the modification for n even is trivial. We use the
genie argument, so that the observer can see the hidden utilities in the Thurstone

model. The estimation of 6* decouples into | 7 | disjoint problems, so we can focus
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on the estimation of ¢; from the vector of random variables U = (Uy,...,Uy,)
associated with item 1 and the vector of random variables V' = (V;,...,V},)
associated with item 2. The distribution functions of the U;’s are all F'(¢ —67) and
the distribution functions of the V;’s are all F'(c + 67), and the U’s and Vs are all
mutually independent given #*. Recall that p is the probability density function
of F, i.e., u = F’'. The Fisher information for each of the d; + dy observations
is (), so that Proposition B.1.1 carries over to this situation with d = d; + ds.

Therefore, for any estimator 7'(U, V') of O7F (the random version of 6}),

1

IO = TUVI 2 G T + 7 (s + )]

By this reasoning, for any odd value of 7 with 1 <7 < n we have

. 5 2 1
E((#; — 6;)*] + E[(0i1 — 0:1)7] 2 I(p) + 72/ (b2(dy + dy)) d; + diyy

1 1 1
> + .
21(p) + 272/ (0*(d1 + d)) (dz'+1 dz‘+2>

Summing over all odd values of 7 in the range 1 < ¢ < n yields the theorem.

_1)2
Furthermore, since ", d; = mk, by Jensen’s inequality, > ", ; > gn 1)d_ >
1=2""

(n-1) 0

mk

B.2 Proof of Theorem 7.4.1

The Fisher information matrix is defined as 1(#) = —E,[H (6)] and given by

J

ZZ i —eqx)(e; —eq) Z]P’g 1 ), 05 L) > /]

Jj=11i4'eS;
69i+9i/

[e9oj<e> 4t eea]-(kj)]z'

Since —H () is positive semi-definite, it follows that I(0) is positive semi-definite.
Moreover, A;(1()) is zero and the corresponding eigenvector is the normalized
all-one vector. Fix any unbiased estimator gof 0 € ©,. Since 5 € U, 5 — 0 is

orthogonal to 1. The Cramér-Rao lower bound then implies that E[Ha — 0| >
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Yoy A0 1( Ik Taking the supremum over both sides gives

supE[H@ o|1*] > supz W Z N

If 6 equals the all-zero vector, then

(kj —2)(kj —3)---(kj =€) (kj =€+ 1)(k; — )

P[gfl(i) o ( )>€] k,](k]_l)(k‘j—f—{—Q) B kj(kj_l)

J e

It follows from the definition that

N k—z
ZZ i —ev)le Zk )(k; — (+1)

]lzzES =1 ]

] fmexy
<[l1- Z —) L.
( kmax 221 g

By Jensen’s inequality,

3

Sl (1P (1 (e
NSO (L) Y ds mk

1=2

B.3 Proof of Theorem 7.5.1

The main idea of the proof is inspired from the proof of [27, Theorem 4]. We first
introduce several key auxiliary results used in the proof. Observe that Ey. [V L(0*)] =

0. The following lemma upper bounds the deviation of V L(6*) from its mean.

Lemma 17. With probability at least 1 — %

VL2 < /2mklogn. (B.3)

Proof. The idea of the proof is to view V.L(0*) as the final value of a discrete
time vector-valued martingale with values in R™. Consider a user that ranks items
1,...,k. The PL model for the ranking can be generated in a series of k — 1
rounds. In the first round, the top rated item for the user is found. Suppose it
is item /. This contributes the term e; — (p1, P2, ..., Pk, 0,0,...,0) to VL(0*),

where p; = P{I = i}. This contribution is a mean zero random vector in R™ and
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its norm is less than one. For notational convenience, suppose I = k. In the second
round, item £ is removed from the competition, and an item .J is to be selected at
random from among {1, ...,k — 1}. If ¢; denotes P{J = j}for1 < j <k —1,
then the contribution of the second round for the user to V.L(6*) is the random
vector e; — (g1, G2, - - -, qk—1,0,0,...,0), which has conditional mean zero (given
I) and norm less than or equal to one. Considering all m users and k; — 1 rounds
for user j, we see that V.L(6*) is the value of a discrete-time martingale at time
m(k — 1) such that the martingale has initial value zero and increments with norm
bounded by one. By the vector version of the Azuma-Hoeffding inequality found
in [103, Theorem 1.8] we have

2
B{IVL(0%)] = 6} < 26T,

which implies the result. ]

Observe that — H (0) is positive semi-definite with the smallest eigenvalue equal

to zero. The following lemma lower bounds its second smallest eigenvalue.

Lemma 18. Fix any 0 € ©,. Then

2b
XN Ifk=2
Ny (—H(8)) > mepte SR=2 g
=5 (A2 — 16e* /X, Togn) Ifk > 2,

where the inequality holds with probability at least 1 —n =" in the case with k > 2.

Proof. Case k; = 2,Vj € [m]: The Hessian matrix simplifies as

:__Z S (e —en)(ei—en)” exp(6;) exp(fy)

Jj=14,4'eS; G‘Xp((g ) + exp(e ) eXp<9i) + exp(ei’) .

Observe that H () is deterministic given S{". Since |6;| < b,Vi € [n],

exp(6;) exp(6y) e
lexp(6;) + exp(0:)]> — (1 +e?)?

It follows that —H (0) > WL and the theorem follows.
Case k; > 2 for some j € [m]: We first introduce a key auxiliary result used in

the proof.
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Claim B.3.1. Given § € R", let A = diag(p) — pp’, where p is the column
probability vector with

pi = €% /(% + -+ e%) foreachi. If |0;] < b, for 1 < i <1, then \o(A) >
Equivalently, e®® A > B where B = %diag(l) — 7%211T.

1
re2b

Proof. Fix 0 satisfying the conditions of the lemma. It is easy to see that for each
1, pi > Te% The matrix A is positive semidefinite, and its smallest eigenvalue is
zero, with the corresponding eigenvector 1. So A\y(A) = min, o’ Aa subject to

the constraints a1 = 0 and ||a||* = 1. For « satisfying the constraints,

ol Aa

2 2
Z a;pi — (Z aij) = Z (ai - Z Olej) Di
i J { J
— mcin i(ai —c)?p; > mcin i(ai — 0)2%
i=1 i=1

T

Z ‘re2b  pe2b

i=1

The proof of the first part of the lemma is complete. We remark that the bound of

the lemma is nearly tight for the case ¢, = ... = 6,_y = band 6, = —b, for which
Ao(A) = % The final equivalence mentioned in the lemma follows from

the facts \;(e2?A) = \;(B) = 0 with common corresponding eigenvector 1, and
Ai(e?A) > 1 = \(B) for2 <i <. ]

The Hessian matrix H () depends on ¢f* and therefore is random given S7".
For a given user j, and ¢ with 1 < ¢ < k; — 1, let S5 denote the set of items
contending for the ¢** position in the ranking of user j after higher ranking items
have been selected: SU9 = {i: o;'(i) > ¢}, let 1U9) denote the indicator vector
for the set SU9) and let pU-¥) denote the corresponding probability column vector
for the selection:

100 c0;

(])Z) y 2
P90 = P(o,(0) = ilo; (1), ..., o (0 — 1)) = ==t
J J J Zz"esﬂ o0y

The Hessian can be written as H (0) = 37" Zlggl HUY where

1

| oo o
—HUO == N (e —en)(er — en) TpIpi Y = diag(pt?) — pt (pio) T,

i,i'€8(:0
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By Claim B.3.1 applied to the restriction of —H ) to SO x SGH,

1

- 1 | o
_ QbH(J,E) > 1(],6) i —1(]75) 1@@ T
e > kj—€+llag( ) U — (1) (1Y)
1 T
= 5 /112 Z (ei —ew)(ei —en) . (B.5)
2(k; — £+ 1) st

Summing over j and ¢ in (B.5) and noting that k; — ¢ + 1 < k; for all j, ¢ yields

kj—1

1 ~
2b —
—e H Z Z — 62 €; 61‘/) k’2 Z 1{0’ (i), 71(1”)26} = L
] 144'eS; J =1
(B.6)
Observe that
ki1 O
1 v
D P[0 (@0 ) 2l =1+ Y Vs 5o
=1 i'€S;
ki —2 kj+1
1+ > L.
=T o +1 7 3e?
Recall that L is the Laplacian of G'and L = " | L;. It follows that
; Bl
Z Z - ez €; ei’)Tﬁ Z P@[Uj_l(i)’gj_l<i/) > é]
] 144'€S; J =1
ki +1
TR
203 S (el el R
] 144'eS; J

| \/

1 1
_ i — A,T g . .
Y e ) gy = e ®

] 144'eS;

Define a; = % ) Drire <1{a;1(z'),a;1(z")ze} — Pylo; (i), 07 ' (i) > 5])- Then
_ _ 1< . m
L —Ty[L] = 52 ZE; agir(e; —ey)(e; — ey) :;Y]
1= 7,7 i =

Observe that |a;| < ;- and therefore —
J
k
L5l = 2

j Zi,i’,i"eSj all/an’/<61 € )(ez
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eiu)T. It follows that for any vector x € R",

1

QSTY}% = Z Gii'aii”(xi - sz’)(iUz - %’") < F Z |£Uz - ﬂfz'”xz — Xy
i,il i €S; J i es;

2

— %Z Z |x; — x| < k:l] Z (x; — xi/)Q _ 2xTLj:17,

Jies; \i'es; i'€S;

where the last inequality follows from the Cauchy-Swartz inequality. Therefore,
Y7 < 2L;. It follows that 7" Ee[Y?] < 2L and thus || Y 7", Bo[Y7][| < 2,

By the matrix Bernstein inequality [91], with probability at least 1 — n~1,

~ ~ p
I|IL —Eg[L]|| <24/ Aylogn + glogn.

By the assumption that A,, > C'log n for some sufficiently large constant C, L—
Eo[L]|| < 4v/A, Iogn. It follows from (B.6) and (B.7) that
1 ~ 1 1
Ao (—H(0)) = E)Q(L) > o @)\2 — 4/ A logn ).
O

Proof of Theorem 7.5.1. Define A = §ML — 6*. It follows from the definition
that A is orthogonal to the all-one vector. By the definition of the ML estimator,
L(By1) > L£(6) and thus

L(Our) = L(O7) = (VL) A) = —(VLE"), A) > = VLE) 2 A,
(B.8)

where the last inequality holds due to the Cauchy-Schwartz inequality. By the
Taylor expansion, there exists a & = afyy, + (1 — a)0* for some a € [0, 1] such
that

L) — L)~ (VL) A) = JATHOA < Do~ HO) AR B)

where the last inequality holds because the Hessian matrix —H (0) is positive
semi-definite with H(#)1 = 0 and A1 = 0. Combining (B.8) and (B.9),

1Az < 2 VLO) ]2/ A2(—H (0)). (B.10)
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Note that § € ©, by definition. The theorem follows by Lemma 17 and Lemma 18.

B.4 Proof of Corollary 7.5.2

Recall that L = 37 | L;. Observe that E[L;] = K (I —1117) . Define 7; =
L; — E[L;]. Then Zy, ..., Z,, are independent symmetric random matrices with

zero mean. Note that

i + K oy

Zi < ||L; E|L]| <
1251l < L5l + ] [J]H_k,j_l — =

Moreover,

- (-1) - (1)

1Z7]]| < 2mk By the matrix Bernstein inequality [91], with

probability at least 1—nt

] A k
1L —E[L]]| < 2,/ 751087 | 80 < gy /R l08n _mk
n—1 3 n—1 2(n—1)

where the last two inequalities follow from the assumption that mk > C'log n for

some sufficiently large constant C'. Since E[L] = n’"—ﬁ ([ — %11T), the smallest

eigenvalue of E[L] is zero and all the other eigenvalues equal nm—_”cl It follows that

mk

mk
— —— | < ||L=-E[L|| € ——
N g < LBl < g

2 <4 < n,

and thus \; > 525 and A, < (Smk) By the assumption that mk > Ce?*logn
for some sufﬁ01ent1y large constant C, \y — 16e?°/X\, logn > T—f. Then the
corollary follow from Theorem 7.5.1. 0

B.5 Proof of Corollary 7.6.1

Without loss of generality, assume k; is even for all j € [m]. After the random
IB, there are mk /2 independent pairwise comparisons and let L denote the Lapla-

cian of the comparison graph after the breaking. Recall that L = E;’;l L;. With

110



random IB, we have E[L;] = % (I —+117) . Define Z; = L; — E[L;]. Then
Zy, ..., 2y are independent symmetric random matrices with zero mean. More-

over,

k.
1Z5lF < L5l + BILI < 2+ ——= < 4,

n —

and

. 2
E[Z7] = 21@1 (I — l11T> —~ W (I — l11T) .
n — n n — n

Therefore, || 1", E[Z7]|| < 2mk - Following the same argument for proving
Corollary 7.5.2, we can show that \y(Lig) > 2(:7—51) and the corollary follows
by Theorem 7.5.1 with k£ = 2.

B.6 Proof of Theorem 7.6.2

It follows from the definition of £(#) given by (7.2) that

1 exp(67)
VL) = L)~ ]
j;j ki =1 i’e;ﬁ {r o<} exp(@i) —i—exp(@i/)
(B.11)

which is a sum of d; independent random variables with mean zero and bounded
by 1. By Hoeffding’s inequality, |V;L£(6%)| < +/d;logn with probability at least
1 — 2n~2. By union bound, ||[VL(6*)|s < v/mklogn with probability at least
1 — 2n~!. The Hessian matrix is given by

HO) ==Y s 2 (e - efei =)’ exp(0; + 6)

ii'e€S; [exp(0;) + eXp(Hﬂ)]Q'

. xp(0;+6,/ o2b o2b
If16:] < b, Vi € [}, [expi@f)(-l—exp(e)u)F > (e Itfollows that —H(0) > iz L

for 6 € ©, and the theorem follows from (B.10).
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