
© 2016 Ki Yeun Kim



DYNAMICS OF BOUNCING RIGID BODIES AND
BILLIARDS IN THE SPACES OF CONSTANT CURVATURE

BY

KI YEUN KIM

DISSERTATION

Submi�ed in partial ful�llment of the requirements
for the degree of Doctor of Philosophy in Mathematics

in the Graduate College of the
University of Illinois at Urbana-Champaign, 2016

Urbana, Illinois

Doctoral Commi�ee:

Professor Yuliy Baryshnikov, Chair
Professor Vadim Zharnitsky, Director of Research
Associate Professor Robert DeVille
Associate Professor Zoi Rapti



Abstract

Mathematical billiard is a dynamical system studying the motion of a mass point inside a

domain. �e point moves along a straight line in the domain and makes specular re�ections

at the boundary. �e theory of billiards has developed extensively for itself and for further

applications. For example, billiards serve as natural models to many systems involving

elastic collisions. One notable example is the system of spherical gas particles, which can

be described as a billiard on a higher dimensional space with a semi-dispersing boundary.

In the �rst part of this dissertation, we study the collisions of a two-dimensional rigid

body using billiard dynamics. We �rst de�ne a dumbbell system, which consists of two

point masses connected by a weightless rod. We assume the dumbbell moves freely in

the air and makes elastic collisions at a �at boundary. For arbitrary mass choices, we use

billiard techniques to �nd the sharp bound on the number of collisions of the dumbbell

system in terms of the mass ratio. In the limiting case where the mass ratio is large and the

dumbbell rotates fast, we prove that the system has an adiabatic invariant. In case the two

masses of the dumbbell are equal, we assume gravity in the system and study its in�nitely

many collisions. In particular, we analytically verify that a Smale horseshoe structure is

embedded in the billiard map arising from the equal-mass dumbbell system.

�e second part of this dissertation concerns the billiards in the spaces of constant cur-

vature. We provide a uni�ed proof to classify the sets of three-period orbits in billiards on

the Euclidean plane, the hyperbolic plane and on the two-dimensional sphere. We �nd that

the set of three-period orbits in billiards on the hyperbolic plane has zero measure. For the

sphere, three-period orbits can form a set of positive measure if and only if a certain natural

condition on the orbit length is satis�ed.
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CHAPTER 1

Introduction

Mathematical billiards is the study of the free motion of a mass point in a domain: the

point moves along a “straight line” inside the domain, and makes mirror-like re�ections

at the boundary. �ese billiard models are simple yet they illustrate various fundamental

concepts in dynamical systems. Moreover, billiards have close connections to other �elds

of mathematics as well as to other sciences. In this dissertation, we focus on mathematical

billiards and its applications to the motion of a simple rigid body. Along the way, we explore

topics from classical mechanics and chaos theory.

�e plan of the paper is the following. In the remainder of this introduction, we brie�y

explain our main results and provide some motivation to the study. In Chapter 2, we discuss

essential terminologies and other relevant background materials in detail. In Chapter 3, we

introduce a dumbbell system consisting of two point masses. We present the main results

regarding the dumbbell in Chapter 4 through Chapter 6. Chapter 4 concerns the dumbbell

with two arbitrary masses, whereas Chapter 5 considers the case of a limiting mass ratio and

Chapter 6 considers the case of equal masses with an extra assumption of the gravitational

force. Chapter 7 contains independent topics and results about periodic orbits in billiards

on the non-Euclidean spaces.

Let us begin with a motivation why we study the dumbbell. Many mechanical systems

which involve elastic collisions are o�en easier to analyze when they are considered as

billiard systems. In the 1960s, the billiard problem appeared in the context of statistical

mechanics to study a system of spherical gas particles to verify the Boltzmann ergodic hy-

pothesis [Si]. More recently, non-spherical particles, which have rotational in addition to

translational velocities, were studied to build a more realistic gas model [Co]. In this direc-
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tion, it is natural to consider the behavior of “a billiard ball with two degrees of freedom”

moving inside a domain. Even in the case where the boundary is �at, the extra degree of

freedom of a moving object can generate many interesting phenomena including determin-

istic chaos and adiabatic invariance.

In Chapter 3, we introduce a dumbbell system, which consists of two point masses mL

andmR connected by a weightless rigid rod. We study the elastic collisions of the dumbbell

with a �at boundary. �is is an important �rst step before understanding the full dynamics

of a two-dimensional object in some general planar domains.

If we assume no gravity, the dumbbell will leave the �at boundary a�er �nitely many col-

lisions. In Chapter 4, by �rst considering the dumbbell system as a single point billiard then

applying the “unfolding technique” [Ta2], we estimate the maximal number of collisions of

the dumbbell in terms of the mass ratio mL

mR
[Ba2]. One of the basic questions about an ideal

gas model is to estimate the maximum number of collisions for a system of spherical gas

particles moving freely in an open space [Bu]. Our collision estimate of the dumbbell can

be useful to extend such study to a system of non-spherical gas particles.

For the previous result, we did not impose any assumptions on the two masses mL and

mR. We now consider the two natural special cases when the mass ratio mL

mR
� 1 or when

mL

mR
= 1. In the former case, we prove that there exists a function, which depends on

the phase variables of the dumbbell system and a slowly varying parameter, such that the

function value remains “nearly constant” along an orbit. We call this function an adiabatic

invariant.

One classical example of adiabatic invariance is in the Fermi-Ulam model. It is a one-

dimensional system where an elastic particle travels between two slowly moving walls.

One can use the laws of physics to show that the product of the velocity of the particle and

the distance between the walls is an adiabatic invariant. In Chapter 5, we show that the

dumbbell system, which is a two-dimensional system, has a comparable adiabatic invariant.

If we assume the dumbbell has a small mass ratio mL

mR
� 1 and approaches the �at boundary

very slowly, then the adiabatic invariant of the system is given by the product of the angular

velocity of the dumbbell and the angular distance traveled by the lighter mass mL between
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two consecutive collisions.

For the second case when the two masses are equal, we add gravity to the system and

interpret this scenario of the equal-mass dumbbell with gravity as a special case of a coin

toss with collisions. Previous work on the dynamics of a coin either assumes a tossed coin

is caught in hand before a collision [Di, Ke] or investigates the collision e�ects of a coin

using numerical simulations [Str, Vu]. Here, we present our analytic result on the collision

dynamics of a two-dimensional coin: a thin disk whose motion is restricted in the two-

dimensional space.

Note that our equal-mass dumbbell can be viewed as an equivalent model to the two-

dimensional coin. �at is, despite having the di�erent moments of inertia, the basic motions

of the equal-mass dumbbell and the two-dimensional coin are the same. Since we already

have established the billiard dynamics for the dumbbell, we continue to use the dumbbell to

study the two-dimensional coin. Our results below, which are proven using the equal-mass

dumbbell, remain true if we use the coin instead.

�e main results in Chapter 6 are on the chaotic behavior of the two-dimensional coin

(equal-mass dumbbell). Since the gravity pulls the coin back to the boundary and there is no

energy loss, the coin will bounce in�nitely many times. We prove that the two-dimensional

bouncing coin can produce any in�nite sequence of collisions: if a collision of mL or mR

is labeled by L or R respectively, then any in�nite collision sequence of L’s and R’s can be

realized by choosing an appropriate initial condition.

�e proof begins by viewing the coin system as a single point gravitational billiard in

a transformed domain. Due to gravity, the mass point moves along a parabola inside the

domain. �en we show that the Smale horseshoe [Sm] is embedded in the billiard map.

Motivated from the study of a nonlinear forced oscillator, the Smale horseshoe map is

one of the famous examples of a chaotic map. �e horseshoe map is de�ned topologically:

in the standard se�ing, it transforms a square into a long and thin strip and places the

strip over the square in the shape of a horseshoe. When iterated forward and backward

in�nitely many times, the horseshoe map generates an invariant Cantor set in the square.

�e horseshoe map acting on the invariant set is topologically conjugate to a shi� map on
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the set of in�nite sequences of two symbols. �erefore, once we have a horseshoe, we can

use the fact that there exists an one-to-one correspondence between an in�nite symbolic

sequence and a phase point to complete the proof.

One way to verify that a certain map contains a horseshoe is by showing that the map

satis�es the Conley-Moser conditions [Mo, Wi], which are a combination of geometric and

analytic criteria. If met, these conditions guarantee the existence of a horseshoe.

Although there are many systems in science and engineering that are proven to contain

a horseshoe [Lv, Ho], to the best of our knowledge, all the already-known horseshoe maps

are de�ned on one connected domain. For our coin system, we iterate the billiard map on

the union of two disjoint rectangles. We prove that the billiard map on the two rectangles

produces the horizontal and vertical strips satisfying the Conley-Moser conditions. �e

associated set of sequences contains combinatorially more complex sequences than the

sequences for the standard horseshoe map.

�ese results on the bouncing coin assert the existence of chaotic behavior in the sys-

tem, which leaves the question of how the entire phase space of the coin system will evolve

over time. Since the system is highly nonlinear, only partial numerical results are known

[Mi, Stz]. �e billiard boundary for the coin consists of piecewise-smooth dispersing curves

forming convex wedges of angle π
2

at the discontinuities. It is known that a gravitational

billiard in a straight wedge of angle bigger than π
2

is ergodic [Le, Wo]. Also, when a gravita-

tional force does not exist, all dispersing billiards are ergodic [Si]. Since the billiard system

for the coin has a boundary which is some sort of a combination of these, we expect that

the coin system is ergodic. We plan to pursue this question as future work.

In Chapter 7, we turn our a�ention to billiards on the hyperbolic plane and on the 2-

sphere. One important question in billiards concerns the presence of large sets of periodic

orbits. Ivrii conjectured [Iv] that, in every bounded planar billiard domain with a smooth

boundary, the set of n-period orbits has measure zero for all n. �e Weyl estimate formula,

which describes eigenvalue asymptotics for the Dirichlet problem, has a certain special

form if the set of periodic orbits in the associated billiard has measure zero.

�e conjecture has been proven for 2, 3 and 4-period orbits only. Since 2-period orbits
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must be normal to the boundary at both ends, we can easily see that in any billiard the set

of 2-period orbits has measure zero. �e conjecture for the set of 3, 4-period orbits was

proved in various literature [Gl, Gl2, Ry, Sto, Wo2]. �ere have been extensions to other

types of billiard systems such as higher dimensional [Vo], outer [Ge, Tu], and spherical

billiards [Ba3].

We present a uni�ed approach to study the set of 3-period orbits for the spherical and the

hyperbolic cases [Bl]. We extend the Jacobi �elds approach from Wojtkowski’s paper [Wo2]

to write a (underlying geometry based) relation which must be satis�ed on a neighborhood

�lled with 3-period orbits. On the hyperbolic plane, we obtain a contradiction in the relation

and conclude that there cannot be an open set of 3-period orbits. For the sphere, the relation

remains true if and only if a certain natural condition on the orbit length is satis�ed. �us,

under the condition, the set of 3-period orbit can have a positive measure. Otherwise, it

has an empty interior and has measure zero.

It is expected that understanding the structure of the sets of periodic orbits in non-

Euclidean billiards would help studying eigenvalue asymptotics in non-Euclidean geome-

tries.
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CHAPTER 2

Preliminaries

Before we move on to the main results, we provide some necessary background materials.

In Chapter 2.1, we exposit the basics of the Lagrangian and the Hamiltonian mechanics and

explain the notion of adiabatic invariance. Many de�nitions and results in this chapter come

from the book by Arnold [Ar]. In Chapter 2.2, we �rst discuss deterministic chaos, then give

the de�nition of the Smale horseshoe map and the su�cient criteria for the existence of the

map. �e book by Wiggins is an excellent reference for this topic [Wi]. Finally in Chapter

2.3, we talk about mathematical billiards. For more details about billiards, we recommend

the books by Tabachnikov [Ta, Ta2] and the book by Cvitanovic [Cv].

2.1 Lagrangian and Hamiltonian mechanics

2.1.1 Lagrange’s equations

Newtonian mechanics is one branch of classical mechanics, and is indisputably a break-

through development to study the motion of bodies. However, it mainly uses Cartesian

coordinates which may lead to extremely complex calculations depending on the systems.

Lagrangian mechanics is a reformulation of Newtonian mechanics, which is be�er adapted

to the change of coordinates.

�e con�guration space is the the collection of the parameters that de�nes the position

of a system. �ese parameters which we denote by q = (q1, ...qn) are called the generalized

coordinates. �e time derivatives of the generalized coordinates, q̇, are called the generalized

velocities. In general, a con�guration space is a di�erential manifold.
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For a conservative mechanical system on its con�guration space, the Lagrangian is de-

�ned by L(q, q̇, t) = K − U where K is the kinetic energy and U is the potential energy

of the system.

Lagrangian mechanics is based on the calculus of variation which concerns the extremals

of functionals: functions from the space of curves to the reals. Given a LagrangianL(q, q̇, t),

we call the functional Φ(γ) =
∫ t1
t0
L(q, q̇, t)dt the action of the system. �e evolution of q

is governed by the following variational condition on the action functional.

�eorem 2.1. Hamilton’s principle of least action states that between two points q(t0) and

q(t1), themotion of the system follows the curve γ such that the actionΦ(γ) =
∫ t1
t0
L(q, q̇, t)dt

is an extremum.

�eorem 2.2. �e derivative of the functional Φ(γ) =
∫ t1
t0
L(q, q̇, t)dt is given by

F (h) =

∫ t1

t0

[∂L
∂q
− d

dt

(
∂L

∂q̇

)]
hdt+

(
∂L

∂q̇
h

) ∣∣∣∣t1
t0

where h is the variation of the curve γ.

An extremal of the action Φ(γ) is a curve such that F (h) is equal to zero. From there, we

get Lagrange’s equations, which determine the trajectory of q on the con�guration space.

De�nition. Lagrange’s equations for the functional Φ =
∫ t1
t0
L(q, q̇, t)dt are given by

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= 0.

2.1.2 Hamilton’s equations

Hamiltonian mechanics is another formulation of classical mechanics, where a system is

expressed in terms of a set of canonical coordinates (q,p). In a mechanical system, q are

the generalized coordinates and p = ∂L
∂q̇

are the generalized momenta.

We can convert a Lagrangian system to a Hamiltonian system via the Legendre transfor-

mation.
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De�nition. Let f(x) be a convex real-valued function. Given a number p, let

x∗(p) = max
x
{px− f(x)}.

Such x∗(p) can be found by solving f ′(x) = p. �e Legendre transform of f(x) is a new

function

g(p) = px∗(p)− f(x∗(p)).

�eorem 2.3. Suppose Lagrange’s equations describe the evolution of q on an n-dimensional

con�guration space. �e system of Lagrange’s equations is equivalent to the system of 2n �rst

order di�erential equations, called Hamilton’s equations

ṗ = −∂H
∂q

q̇ =
∂H

∂p
,

where H(p,q, t) = pq̇ − L(q, q̇, t) is the Legendre transform of the Lagrangian function

viewed as a function of q̇. We call H the Hamiltonian. In a mechanical system, the Hamilto-

nian coincides with the total energy of the system.

�e evolution of the system is given by the solution to Hamilton’s equations. When

interpreted geometrically, it means that the evolution is described as the �ow on a vector

�eld on the phase space, a 2n-dimensional symplectic manifold.

�e Hamiltonian formalism allows us to canonically transform one set of canonical co-

ordinates (p,q) to another set (P,Q). �at is, the transformation conserves the 2-form,

Σ dpi ∧ dqi = Σ dPi ∧ dQi. In the next section, we give an example of such transformation.

2.1.3 Adiabatic invariance

Consider a Hamiltonian system with one degree of freedom, which exhibits periodic mo-

tion. Suppose the system depends on a slowly varying external parameter λ and H(p, q;λ)
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is a twice di�erentiable in λ.

H = H(p, q;λ), ṗ = −∂H
∂q

q̇ =
∂H

∂p
. (2.1)

�en for the system (2.1), there exists a function of the phase variables and the parameter

λ, called an adiabatic invariant I(p, q, λ), such that the value of I remains nearly constant

along an orbit.

An adiabatic invariant can be intuitively found as follows. For a �xed λ, the periodicity

in motion implies that an orbit on the phase space must be a closed curve. We denote the

area bounded by such a curve the action. A uniformly varying angular variable on this

phase curve is called the angle and is usually denoted by ϕ. As λ slowly changes, the closed

phase curve evolves slowly. However, the enclosed area stays nearly constant and it is the

adiabatic invariant. A formal de�nition of an adiabatic invariant is given below.

De�nition. �e quantity I(p, q, λ) is called an adiabatic invariant if for every κ > 0 there

exists an ε0 > 0 such that if 0 < ε < ε0 and 0 < t < 1/ε, then

|I(p(t), q(t); εt)− I(p(0), q(0); 0)| < κ.

Although we did not formally prove here, the transformation of the phase variables (p, q)

to the action-angle variables (I, ϕ) is canonical. It can be done using an indirect method

involving a generating function.

If we drop the smoothness condition from the system (2.1), then it does not follow im-

mediately, even in the case of one-dimensional systems, that the action is an adiabatic in-

variant. In Chapter 5, we consider a non-smooth system with two degrees of freedom and

prove that the system has an adiabatic invariant.
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2.2 �e Smale horseshoe map

2.2.1 Deterministic chaos

In dynamical systems, chaos refers to high sensitivity to initial states in a deterministic

system. Although no universal de�nition of chaos exists, we o�en determine the chaoticity

of a system using Lyapunov exponents. Below is a de�nition of the Lyapunov exponents in

a two-dimensional discrete map.

De�nition. Let f be a smooth map on R2. Consider B(x0, δ), a disk of small radius δ

centered at x0. �en Dfn(x0)(B(x0, δ)) is an ellipse where the two axes have the lengths

rn1 ≥ rn2 . �ese two numbers measure the separation rates of the points near x0 a�er n-

iterations of f . �e Lyapunov numbers of x0 are de�ned by

L1 = lim
n→∞

(
rn1
δ

)1/n

L2 = lim
n→∞

(
rn2
δ

)1/n

.

�e Lyapunov exponents of x0 are given by lnL1 and lnL2.

When the maximal Lyapunov exponent is greater than 0, we generally say the system

is chaotic. �ere are some counter-examples such as the Perron e�ects where the positive

maximal Lyapunov exponent does not indicate chaos.

�e history of chaos theory goes back to the time of Poincaré, when he studied the sta-

bility of the three-body problem in celestial mechanics. During his study, he introduced a

Poincaré section P , a transversal hyperplane to the �ow of the system. �en he considered

the Poincaré map f de�ned on P , which takes the intersection of the �ow with the section

P to the next intersection. If the �ow is periodic, then there exists a �xed point p ∈ P

such that f(p) = p. When Df(p) has two eigenvalues where one is smaller than 1 and one

is bigger than 1, we say p is hyperbolic and of a saddle type. �en by the stable manifold

theorem, we can �nd the stable manifold WS and unstable manifold WU on which the hy-

perbolic �xed point p lies. Since by de�nition p ∈ WS ∩WU implies fn(p) ∈ WS ∩WU ,

one intersection of the two manifolds imply in�nitely many intersections of the two. �is
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creates a complicated structure which we call the homoclinic tangle.

�e discovery of a homoclinic tangle is considered as the �rst observation of chaos. Due

to its structure, the iteration of the map separates nearby trajectories arbitrarily far. In

the next section, we introduce the Smale horseshoe map, a prototypical map possessing

homoclinic invariant points.

2.2.2 �e Smale horseshoe map

f−1

f

f

f 2

HB

HT

HBB

HTB

HTT

HBT

VB VT

Figure 2.1: A topological picture of the Smale horseshoe map

A horseshoe map f is a di�eomorphism, de�ned topologically: the map take a square D

and stretch it in one direction and squeeze it in another direction to make a long thin strip.

�en the strip is placed over the square in the shape of a horseshoe (Figure 2.1).

We study set of the points which remain in the square a�er some forward and backward
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iterations of f . We will call the invariant set

ΛN = {p | p ∈
N⋂

n=−N

fn(D)}.

When n is sent to∞, we de�ne Λ = limn→∞ Λn.

From Figure 2.1, we see that a�er one forward iteration of the map, f(D) ∩ D consists

of two horizontal strips HT and HB . If we iterate f once more, all but the four thinner

horizontal strips stay inside the square. Observe that two thinner strips are nested in HT

and HB respectively. We de�ne each thinner nested strip

f(Hs−2) ∩Hs−1 = Hs−2s−1 where si ∈ {T,B}.

Following this way, we label the four horizontal strips HBT , HTT , HTB, HBB . If we iterate

f forward for n times, then only 2n horizontal strips remain in D. We inductively de�ne

the 2n horizontal strips,

f(Hs−n...s−2) ∩Hs−1 = Hs−n...s−1 where si ∈ {T,B}.

Now we look at the backward iteration of f . We denote the preimages of the horizontal

strips HT and HB as VT = f−1(HT ) and VB = f−1(HB). When we iterate f backward for

n times, then f−n(D) ∩ D is the union of 2n vertical strips. �e nested vertical strips are

de�ned

f−1(Vs1...sn) ∩ Vs0 = Vs0...sn where si ∈ {T,B}.

We see that Λn is the intersection of 2n horizontal strips and 2n vertical strips. When

n → ∞, Λ consists of the intersection points of in�nite number of horizontal curves and

vertical curves, resulting a Cantor set structure. We assign a sequence s = (...s−2s−1s0s1...)

to each point p ∈ Λ based on to which horizontal curve H...s−2s−1 and vertical curve Vs0s1...

the point p belongs. From the construction, this assignment is clearly one-to-one.
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Moreover, there is a relation between the dynamics of the points in the invariant Cantor

set and a shi� map of the sequences. �e horseshoe map acting on the invariant set is

topologically conjugate to a shi� map on the set of in�nite sequences of two symbols.

�e sequence space provides a convenient se�ing to examine the periodicity of the orbits.

It follows that the horseshoe map contains:

1. Countably many periodic orbits of arbitrarily long period,

2. Uncountably many non-periodic orbits, and

3. A dense orbit.

2.2.3 �e Conley-Moser conditions

In general, the image of the “horseshoe map” needs not be in the shape of a horseshoe. �e

key features of the horseshoe map are the following.

1. �e map has stretching and contracting aspects in two di�erent directions.

2. Disjoint regions get mapped to disjoint regions in the domain.

�ere is a formal criteria called the Conley-Moser conditions, which guarantee the existence

of a horseshoe if the conditions are satis�ed. To state the conditions, we �rst need some

de�nitions.

Consider a rectangular domain D = [X0, X1]× [Y0, Y1] ∈ R2.

De�nition. In D, a µh-horizontal curve is the graph of a function Y = h(X) such that

(1) Y0 ≤ h(X) ≤ Y1, and

(2) for every pair Xi, Xj ∈ [X0, X1], we have |h(Xi)− h(Xj)| ≤ µh|Xi −Xj| for some

0 ≤ µh.

De�nition. In D, a µv-vertical curve is the graph of a function X = v(Y ) such that

(1) X0 ≤ v(Y ) ≤ X1, and
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(2) for every pair Yi, Yj ∈ [Y0, Y1], we have |v(Yi)− v(Yj)| ≤ µv|Yi − Yj| for some 0 ≤

µv.

De�nition. Given two non-intersecting horizontal curves h1(X) < h2(X) inD, we de�ne

a µh-horizontal strip as

H = {(X, Y ) : Y ∈ [h1(X), h2(X)] for X ∈ [X0, X1]} .

Given two non-intersecting vertical curves v1(Y ) < v2(Y ) in S, we de�ne a µv-vertical

strip as

V = {(X, Y ) : Y ∈ [v1(Y ), v2(Y )] for Y ∈ [Y0, Y1]} .

De�nition. �e width of horizontal strips is de�ned as d(H) = max |h2(X)−h1(X)|, and

the width of vertical strips is de�ned as d(V ) = max |v2(Y )− v1(Y )|.

Consider a di�eomorphism f : D → R2 and let S = {1, 2, . . . N} be an index set.

Let
⋃
s∈S Hs be a set of disjoint µh-horizontal strips, and let

⋃
s∈S Vs be a set of disjoint

µv-vertical strips. �e Conley-Moser conditions on f are:

CM1 0 ≤ µhµv < 1

CM2 f maps Vs homeomorphically onto Hs. Also, the horizontal (vertical) boundaries of

Vs get mapped to the horizontal (vertical) boundaries of Hs.

CM3 Suppose H is a µh-horizontal strip contained in
⋃
s∈S Hs, then f(H) ∩ Hs is a µh-

horizontal strip and d(f(H) ∩ Hs) < d(H). Similarly, if V is a µv-vertical strip

contained in
⋃
s∈S Vi, then f−1(V ) ∩ Vs is a µv-vertical strip and d(f−1(V ) ∩ Vs) <

d(V ).

�eorem 2.4 (Moser). Suppose f satis�es the Conley-Moser conditions. �en f has an in-

variant Cantor set Λ on which it is topologically conjugate to a full shi� onN symbols, i.e. the
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diagram below commutes, where φ : Λ→ ΣN is a homeomorphism and σ : ΣN → ΣN is the

shi� map on the space of sequences of N symbols.

Λ Λ

ΣN ΣN

φ

f

φ

σ

2.3 Mathematical billiards

A billiard domain Q is a Riemannian manifold with a piecewise smooth boundary ∂Q. A

billiard is the geodesic �ow of a mass point in Q. From the view of classical mechanics,

geodesic is a curve satisfying the Hamilton’s principle of least action. At the boundary ∂Q,

the mass point re�ects such that the normal component of the velocity to the boundary

reverses its sign and the tangential component of the velocity stays the same.

Q

q0

(a) (b)

α0

v+

q1

α1

π

0

π

l(∂Q)

(q0, α0) (q1, α1)

f

Figure 2.2: (a) A planar billiard and the billiard map. (b) �e billiard map on its phase space.

Commonly considered billiard domains are in the plane, since we can explore various

mathematical questions even in this simple se�ing. For planar billiards, a mass point moves

in a straight line inside a domain Q and makes mirror-like re�ections at the boundary

∂Q. It is su�cient to study a billiard �ow by observing it at the moments of impact. A

billiard �ow has a natural Poincaré section, which has coordinates (q, α), where q is the arc
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length parameter along ∂Q and α is the angle between the outgoing velocity vector v+ at

the footpoint q and the boundary ∂Q (Figure 2.2a). �e Poincaré section is topologically

equivalent to a cylinder S1 × [0, π]. �e Poincaré return map, which we call the billiard

map f , sends a collision (q0, α0) to the next collision (q1, α1) (Figure 2.2b). If (qn, αn) :=

fn(q0, α0) = (q0, α0), we call the set {(q0, α0), (q1, α1), · · · , (qn, αn)} an n-period orbit.

�e shape of a billiard domain in�uences the qualitative behavior of the billiard trajec-

tories in it. We can divide the domains into roughly three di�erent categories. �e �rst

type is of smooth convex billiards, called Birkho� billiards, which are associated to stable

dynamics. �e common topics in Birkho� billiards are periodic orbits and the integrabil-

ity. �e second type of billiards are hyperbolic billiards, which o�en consist of piecewise

dispersing boundaries. �e most famous hyperbolic billiard is probably the Sinai billiard

whose domain is the complement of an array of circles in the plane. As we have seen in the

horseshoe map, the hyperbolicity produces chaotic dynamics. �e last type of billiards are

the ones with polygonal domains. We will not say much about these, except we mention

the unfolding technique which is at times used to study the billiard trajectories in polygons.

Here, we explain the technique using a straight wedge instead.

γ

Figure 2.3: An illustration of the unfolding technique in a straight wedge of angle γ.

Suppose a billiard trajectory enters a straight wedge of angle γ and hits one side of the

wedge. Instead of re�ecting the trajectory at the collision, we re�ect the wedge across

the side and “unfold” the trajectory into a straight line (Figure 2.3). If we perform this

procedure at every collision, then we will get a straight trajectory passing through dπ
γ
e

wedges. �erefore, the maximal number of collisions inside the wedge of angle γ is dπ
γ
e.
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CHAPTER 3

�e dumbbell system

In the two-dimensional space with coordinates (X, Y ), let us consider a dumbbell system,

which consists of two point masses mL, mR, connected by weightless rigid rod of length

l. �e coordinates of mL, mR, and the center of mass of the dumbbell are denoted by

(XL, YL), (XR, YR), and (X, Y ), respectively. Let θ be the angular position of the vector
−−−−→
XLXR measured counterclockwise from the positive X-direction (Figure 3.1a). With the

total mass of the dumbbell m = mL + mR, we de�ne βL = mL

m
and βR = mR

m
. �en the

distance from the center of mass to mL and to mR are given by lβR and lβL.

�e dumbbell moves freely in the half space Y > 0 until it re�ects elastically on the �oor

Y = 0. �e velocity of the center of mass in the X-direction is constant since there is no

force acting on the system in that direction. �us, we may assume that the center of mass

does not move in the X-direction. With this reduction, the dumbbell con�guration space

is a two-dimensional cylinder with the natural choice of coordinates (θ, Y ).

On the θY plane, the dumbbell is a mass point in a transformed domain. Note that on

the XY plane, the dumbbell hits the �oor when YL or YR becomes zero. �erefore, using

the relations

YL = Y − lβR sin θ ≥ 0 YR = Y + lβL sin θ ≥ 0,

we �nd the domain on the θY plane

{(θ, Y ) : Y ≥ max{lβR sin θ,−lβL sin θ} for θ ∈ [0, 2π)}.

Now we examine the motion of the dumbbell. We assume no gravity in the system. �e
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mL

mR
(X,Y )

boundary

(a)

θ

X

Y

(b)

θ

y
dumbbell

boundary

Figure 3.1: (a) �e dumbbell model with the �at boundary. (b) �e billiard system for the
dumbbell.

moment of inertia of the dumbbell is given by I = mL(lβR)2 + mR(lβL)2 = ml2βLβR. It

is convenient to rescale Y =
√

I
m
y since in this way the Lagrangian is equal to the that of

the free particle

L =
Iθ̇2

2
+
mẎ 2

2
=
Iθ̇2

2
+
Iẏ2

2
. (3.1)

By Hamilton’s principle of least action, true orbits extremize
∫ t1
t0
L(ẏ, θ̇)dt. We see that the

billiard trajectories on the θy plane are straight lines between two collisions.

We also rescale the billiard domain accordingly and get

Q =

{
(θ, y) : y ≥ max

{√
βR
βL

sin θ,−

√
βL
βR

sin θ

}
for θ ∈ [0, 2π)

}
. (3.2)

�e boundary ∂Q has non-smooth corners at θ = 0, π. �is is the case when the dumbbell’s

two masses hit the �oor at the same time. We will not consider this degenerate case in our

paper.

At the boundary ∂Q, there will be a mirror-like re�ection. We use the subscript − to
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denote the values right before a collision and + to denote the values right a�er a colli-

sion. Given the incoming velocity vector v− and normal vector n to the boundary ∂Q, the

outgoing velocity vector v+ can be found using

v+ = −2
v− · n
n · n

n + v−. (3.3)

In the case when mL hits the boundary, we have

v− = [θ̇−, ẏ−] n =

[
−

√
βR
βL

cos θ, 1

]
.

�en, using (3.3), we compute v+ = [θ̇+, ẏ+]. Changing back to the original coordinates

(θ, Y ), we express the translational and the angular velocities of the dumbbell a�er the

collision in terms of the velocities before the collision.

θ̇+
Ẏ+

 =


θ̇−

(
1− 2βR cos2 θ

βL + βR cos2 θ

)
+ Ẏ−

(
2/l cos θ

βL + βR cos2 θ

)
θ̇−

(
2lβLβR cos θ

βL + βR cos2 θ

)
+ Ẏ−

(
1− 2βL

βL + βR cos2 θ

)
 . (3.4)

Remark 3.1. �e post-collision velocities for the other case, when mR hits the boundary,

can be obtained in a similar manner: we switch βL and βR, replace cos θ and sin θ with

− cos θ and − sin θ, and replace YL with YR.

19



CHAPTER 4

Estimate on the number of collisions of the
dumbbell

Consider the dumbbell with the arbitrary masses mL and mR moving in the XY plane

where no gravity force is present. We estimate the maximal number of collisions of the

dumbbell with the �oor as a function of the mass ratios. As we have seen in Chapter 3,

on the θy plane, the dumbbell reduces to a mass point that has unit velocity in a billiard

domain on a cylinder and makes elastic re�ections at the boundary.

First, we discuss the properties of the billiard boundary for the dumbbell system on the

θy plane. Recall from (3.2) that the boundary is given by

Q =

{
(θ, y) : y ≥ max

{√
βR
βL

sin θ,−

√
βL
βR

sin θ

}
for θ ∈ [0, 2π)

}
. (4.1)

When mL = mR, we have βL = βR = 1
2

and the boundary is y = | sin θ|. �e angle

between the two sine waves is π
2
. When mL 6= mR, it follows from (4.1) that the boundary

consists of two sine waves with di�erent heights. We will assumemL < mR, since the case

mR > mL is symmetric. To visualize the billiard boundary more conveniently, we measure

θ in the range [π/2, 5π/2) instead of [0, 2π) (Figure 4.1). It is easy to see that generically in

the limit mL

mR
→ 0 most of repeated collisions will occur between the two tall parts of the

boundary.

Let us consider the straight wedge formed by the tangent lines to y =
√

βR
βL

sin θ at

θ = π and 2π. We call these tangent lines `π and `2π respectively. We denote the angle of

the straight wedge by γ. We de�ne the hybrid wedge as the union of the sine waves when

y > 0 and the tangent lines `π and `2π when y ≤ 0. See Figure 4.1 for the construction of

the wedges.
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y

θπ 2π

γ
Straight
Wedge

Hybrid
Wedge

With Bridge
(True Boundary)

Figure 4.1: �e construction of the three di�erent types of boundaries.

σs1

vs1

vh1

(a)

σs1 = σh1

vs1 = vh1

(b)

Figure 4.2: Two di�erent base cases for Lemma 4.1.

We introduce some notations. We denote a billiard trajectory interacting with the hy-

brid wedge by vh. Similarly, a trajectory bouncing inside the straight wedge is called vs.

When vh or vs is wri�en with the subscript i, it denotes the segment of the corresponding

trajectory between the i-th collision and the i+1-st collision. Let σhi be the angle from the

straight wedge to vhi , and σsi denote the angle from the straight wedge to vsi a�er the i-th

collision. De�ne ρhi as the angle deviation of the hybrid wedge from the straight wedge at

the i-th collision of vhi .

�e trajectory vh or vs will terminate when the sequence of angles {σhi } or {σsi } termi-

21



nates (due to the absence of the next bounce), or when there will be no more intersections

with the straight wedge. �is will happen when the angle of intersection, σhi or σsi , with

the straight wedge is less than or equal to γ.

Lemma 4.1. Consider the hybrid wedge and the straight wedge described above. �e sequence

of angles σhi , 1 ≤ iwill terminate a�er or at the same index as the sequence of angles σsi , 1 ≤ i.

Proof. Suppose that the initial segment vs0 = vh0 of the dumbbell trajectory crosses the

straight wedge before it hits the hybrid wedge, as shown in Figure 4.2a. If the incoming

angle is α, then

σh1 = π − α− 2ρh1 < π − α = σs1.

When the initial segment hits the hybrid wedge before crossing the straight wedge, as

shown in Figure 4.2b, then set σh1 = σs1. Now we can proceed by induction if σhi , σsi > γ

and if the sequence σhi has not terminated.

σhi+1 = σhi − γ − 2ρhi+1

σsi+1 = σsi − γ

which implies that σhi+1 ≤ σsi+1.

Since σhi ≤ σsi , then vh will terminate at the same time or before vs.

De�ne the bridge as the smaller sine wave created by y = −
√

βL
βR

sin θ for θ ∈ [π, 2π).

�e union of the bridge with the hybrid wedge is the true boundary de�ned by the dumbbell

dynamics (Figure 4.1).

Lemma 4.2. �e presence of the bridge in the hybrid wedge will increase the number of col-

lisions of the dumbbell by at most one from the number of collisions of the dumbbell to the

hybrid wedge.

Proof. Consider the true trajectory v that “sees” the bridge. Recall the de�nitions of σhi
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and ρhi . Similarly, we let σi be the angle to vi and let ρi be the angle deviation of the true

boundary from the straight wedge at the i-th collision of vi.

Before v intersects the bridge, by Lemma 4.1 we have

vi = vhi , σi = σhi , and σhi = σhi−1 − γ − 2ρhi .

Now de�ne τ to be the signed angle measured from the horizontal line to the tangent line

of the bridge curve where v hits the bridge (Figure 4.3). Note that τ takes a positive value

if v hits the le� half of the bridge, and τ takes a negative value if v hits the right half

of the bridge. We express σi+1 a�er the bounce from the bridge in terms of σi. By this

convention, the bounce from the bridge does not increase the index count. We will adjust

the index count by adding +1 at the end.

τ

σi

σi+1

Figure 4.3: �e real billiard trajectory v that sees the bridge.

�en, we have

σi+1 = π − σi − 2τ − 2ρi+1 (4.2)

σhi+1 = σhi − γ − 2ρhi+1

We may assume that v hits the bridge with non-positive velocity in y. If the dumbbell hits

the bridge with positive velocity in y, it will continue to move in the positive y direction

a�er re�ection from the bridge. �en, we consider the reverse trajectory to bound the
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number of collisions. �is allows us to restrict σi. Moreover, vi naturally hits the upper part

of hybrid wedge than vhi . We also assume that v hits the le� half of the bridge. Otherwise,

we can re�ect the orbit around the vertical line passing through the middle point of the

bridge.

Utilizing the above arguments, we have the inequalities

π + γ

2
< σi, 0 < τ <

γ

2
, and ρhi+1 < ρi+1. (4.3)

It is straightforward to verify that (4.2) and (4.3) imply σi+1 ≤ σhi+1.

From the i+2-nd bounce, if σi has not terminated, we can apply the induction argument

similar to the proof of Lemma 4.1. We have the base case

σi+1 ≤ σhi+1, and ρi+1 ≥ ρhi+1.

Note that ρ’s indicate the relative position of a collision point in the hybrid wedge. �at

is, if ρi+1 ≥ ρhi+1, then the starting point of vi+1 is located at or above that of vhi+1. Since

σi+1 ≤ σhi+1 and vi+1 starts above vhi+1, we know vi+2 will start on the hybrid wedge higher

than vhi+2. �is implies ρi+2 ≥ ρhi+2. �en using the recursive relationship,

σi+2 = σi+1 − γ − 2ρi+2

σhi+2 = σhi+1 − γ − 2ρhi+2,

we obtain θi+2 ≤ θhi+2. By induction θi ≤ θhi for all i. Taking into account the bounce on the

bridge, we conclude that the number of bounces of v will increase at most by one relative

to that of vh.

Remark 4.3. In most cases, the number of bounces of v will be less than the number of

bounces of vh (Figure 4.4).

Now we are ready to prove the main theorem of the chapter.
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Figure 4.4: (a) �e bridge prevents the trajectory to travel deeper. (b) �e bridge increases
the number of collisions by 1.

�eorem 4.4. �e number of collisions of the dumbbell is bounded above by Nγ =
⌈π
γ

⌉
+ 1,

where γ = π − 2 arctan

√
mR

mL

.

Proof. When mL = mR, the boundary consists of two equal sine waves which form hybrid

wedges of angle π
2

at θ = π, 2π. Using Lemma 4.1, we conclude that the upper bound for

the number of collisions is dπ
γ
e = 2, which is less than Nγ = 3.

When mL < mR, we consider the true boundary which consists of a hybrid wedge

with the bridge. By Lemma 4.1 and Lemma 4.2, the the maximal number of collisions to

the true boundary is bounded above by Nγ = dπ
γ
e + 1. Since γ = π − 2 arctan

√
βR
βL

=

π − 2 arctan
√

mR

mL
, this completes the proof.
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CHAPTER 5

Adiabatic invariance in the dumbbell

θ̇

mL

mR

X

Ẏ

Figure 5.1: �e light mass bounces many times o� the �oor while the large mass slowly
approaches the �oor.

We consider the case when the dumbbell hasmL � mR andmL rotates aroundmR with

a high angular velocity θ̇. For easy computations, we set the length of the rod l = 1. We

further assume that the center of mass has a slow downward velocity compared to θ̇. Since

multiplying the velocities (θ̇, Ẏ ) by a constant does not change the orbit, we normalize θ̇ to

be of order 1, then Ẏ is small. slowly approaching the �oor, rotating with angular velocity

of order 1.

At some moment the small mass mL will hit the �oor. If the angle θ = π
2

(or su�ciently

close to it), then the dumbbell will bounce away without experiencing any more collisions.

�is situation is rather exceptional.

A simple calculation shows that |θ − 3π
2
| will be generically of order

√
|Ẏ | for our limit

Ẏ → 0. In this chapter we assume this favorable scenario. For the corresponding set of
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initial conditions, we obtain an adiabatic invariant. We start by deriving approximate map

between two consecutive bounces. To avoid cumbersome use of implicit constants, we use

some standard notation when dealing with asymptotic expansions:

Notation:

f . g ⇔ f = O(g)⇔ f ≤ Cg for some C > 0

f & g ⇔ g = O(f)

f ∼ g ⇔ f . g and f & g.

Lemma 5.1. Let βL = ε� 1, θ̇− 6= 0 and assumemL bounces o� the �oor and hits the �oor

next beforemR does. �en there exist δ = δ(ε) such that δ/ε→∞ and δ → 0 as ε→ 0, and

if −δ < Ẏ− < 0 and |φ− 3π
2
| &
√
δ, the collision map is given by

θ̇+ = −θ̇− −
2√

1− Y 2
−
Ẏ− +O

( ε
δ

)
(5.1)

Y+ = Y− −
2π − 2 arccosY−

θ̇−
Ẏ− +O

(
δ3/2
)

+O

(
ε√
δ

)
. (5.2)

Proof. We prove (5.1) in two steps. We �rst show that

θ̇+ = −θ̇− −
2

cosφ
Ẏ− +O

( ε
δ

)
using the expression for θ̇+ in (3.4). We have,

θ̇+ +
(
θ̇− +

2

cos θ
Ẏ−

)
=

(
1− 2(1− βL) cos2 θ

βL + (1− βL) cos2 θ

)
θ̇− +

(
2 cos θ

βL + (1− βL) cos2 θ

)
Ẏ− +

(
θ̇− +

2

cos θ
Ẏ−

)

=
(βL − (1− βL) cos2 θ)θ̇− − (2 cos θ)Ẏ−

βL sin2 θ + cos2 θ
+

(
θ̇− +

2

cos θ
Ẏ−

)

= βL

(
θ̇− + 1 + 2Ẏ−( sin

2 θ
cos θ

)

βL sin2 θ + cos2 θ

)
.
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For su�ciently small δ,
∣∣θ − 3π

2

∣∣ & √δ implies cos θ &
√
δ. It follows that

∣∣∣∣θ̇+ +

(
θ̇− +

2

cos θ
Ẏ−

)∣∣∣∣ . ε

∣∣∣∣∣1 + 2δ√
δ

δ

∣∣∣∣∣ = O
( ε
δ

)
.

Observe from the Figure 5.1 that θ =
3π

2
− arccos

(
Y−

1− βL

)
. �us,

θ̇+ +

(
θ̇− +

2

cos θ
Ẏ−

)
= θ̇+ + θ̇− +

2

cos

(
3π

2
− arccos

(
Y−

1− βL

)) Ẏ−
= θ̇+ + θ̇− +

2√
1−

(
Y−

1− βL

)2
Ẏ− = θ̇+ + θ̇− +

2√
1− Y 2

−
Ẏ− +R1,

where

|R1| ≤ βL

∣∣∣∣∣ 2Ẏ−Y−√
((1− βL)2 − Y 2

−)3

∣∣∣∣∣ .
Using that

√
(1− βL)2 − Y 2

− = (1− βL) cos θ, we obtain

|R1| . ε

∣∣∣∣ 2δ

((1− βL)
√
δ)3

∣∣∣∣ .
Combining the results, we have∣∣∣∣∣θ̇+ + θ̇− +

2√
1− Y 2

−
Ẏ−

∣∣∣∣∣ =

∣∣∣∣θ̇+ +

(
θ̇− +

2

cos θ
Ẏ−

)∣∣∣∣+ |R1|

. ε

(∣∣∣∣∣1 + 2δ√
δ

δ

∣∣∣∣∣+

∣∣∣∣ 2δ

((1− βL))3δ3/2

∣∣∣∣
)

= O
( ε
δ

)
.

�is completes the proof for (5.1).

Let t be the time between the two consecutive collisions of mL. �en Y+ = Y− − Ẏ−t.
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�e angular distance that mL traveled is given by

ψ = 2π − arccos

(
Y−

1− βL

)
− arccos(Y+)

= 2π − arccos

(
Y−

1− βL

)
− arccos

(
Y− − Ẏ−t

1− βL

)

= 2π − 2 arccos

(
Y−

1− βL

)
+R2 = 2π − 2 arccosY− +R3 +R2,

where R2 and R3 are the error estimates for the Taylor series expansion and are given

explicitly by

|R2| ≤

∣∣∣∣∣ Ẏ−t√
(1− βL)2 − Y 2

−

∣∣∣∣∣
|R3| ≤

∣∣∣∣∣ βLY−

(1− βL)
√

(1− βL)2 − Y 2
−

∣∣∣∣∣ .
�erefore, we have

Y+ = Y− − Ẏ−t = Y− − Ẏ−
(
ψ

θ̇−

)

= Y− −
Ẏ−

θ̇−
(2π − 2 arccosY− +R2 +R3)

= Y− −
2π − 2 arccosY−

θ̇−
Ẏ− +

Ẏ−

θ̇−
(R2 +R3).

Since mL can travel at most 2π between two collisions, t is bounded by |t| < 2π/θ̇. Also

note that R2 and R3 contain the factor Ẏ− and βL respectively. We �nish the proof for (5.2)
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by computing,

∣∣∣Y+ − Y− +
2π − 2 arccosY−

θ̇−
Ẏ−

∣∣∣ . ∣∣∣∣∣ Ẏ−θ̇− (R2 +R3)

∣∣∣∣∣
. Ẏ 2

−

∣∣∣∣∣ 2πY−

θ̇−
√

(1− βL)2 − Y 2
−

∣∣∣∣∣+ βL

∣∣∣∣∣ 2πY−

θ̇−(1− βL)
√

(1− βL)2 − Y 2
−

∣∣∣∣∣
. δ2

∣∣∣∣ 2π√
δ

∣∣∣∣+ ε

∣∣∣∣ 2π

((1− βL))2
√
δ

∣∣∣∣ = O
(
δ3/2
)

+O

(
ε√
δ

)
.

Corollary 5.2. Under the same assumptions as in Lemma 5.1 with the exception
∣∣φ− 3π

2

∣∣ &
δk for 0 ≤ k ≤ 1 and ε � δ2k, the variables a�er the collision are given by the similar

equations to (5.1) and (5.2) but with di�erent error terms.

θ̇+ = −θ̇− −
2√

1− Y 2
−
Ẏ− +O

( ε

δ2k

)
(5.3)

Y+ = Y− −
2π − 2 arccosY−

θ̇−
Ẏ− +O

(
δ2

δk

)
+O

( ε
δk

)
. (5.4)

Proof. When computing the error terms, use cos θ & δk.

Now, we can state the adiabatic invariance theorem for the special case when the light

mass hits the �oor and the dumbbell is far away from the vertical position: θ = 3π
2

.

�eorem 5.3. Suppose right before the collision θ̇− 6= 0 and θ − 3π
2
6= 0. �en there is δ > 0

such that if 0 < βL = ε = δ2 and −δ < Ẏ0 < 0, then there exists an adiabatic invariant

of the dumbbell system, given by I = |θ̇|f(Y ), where f(Y ) = π − arccosY . In other words,

|θ̇n|f(Yn)− |θ̇0|f(Y0) = O(δ) a�er N = O(δ−1) collisions.

Proof. We prove this by �nding f(Y ) that satis�es

|θ̇+|f(Y+)− |θ̇−|f(Y−) = O(δ2).
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When ε = δ2 and δ is su�ciently small, it follows from (5.4) that,

f(Y+) = f(Y−)−
(

2π − 2 arccosY−

θ̇−
Ẏ− +O(δ2)

)
f ′(Y−).

�en, we have

|θ̇+|f(Y+) =

∣∣∣∣∣∣θ̇− +
2Ẏ−√
1− Y 2

−

+O(δ2)

∣∣∣∣∣∣
(
f(Y−)−

(
2π − 2 arccosY−

θ̇−
Ẏ− +O(δ2)

)
f ′(Y−)

)

= |θ̇−|f(Y−)− (2π − 2 arccosY−) Ẏ−f
′(Y−) +

∣∣∣∣∣∣ 2√
1− Y 2

−

Ẏ−

∣∣∣∣∣∣ f(Y−) +O(δ2).

�erefore, f(Y ) satis�es |θ̇+|f(Y+)− |θ̇−|f(Y−) = O(δ2) provided

−(2π − 2 arccosY−)Ẏ−f
′(Y−) +

2√
1− Y 2

−

Ẏ−f(Y−) = 0.

�e solution of the above equation is given by f(Y−) = π − arccosY−.

Let N = O(δ−1) and let θ̇N and YN be the angular velocity and the distance a�er N th

collision. �en, we have

|θ̇N |f(YN)− |θ̇0|f(Y0) =
N∑
k=1

(
|θ̇k|f(Yk)− |θ̇k−1|f(Yk−1)

)
. N · δ2 . δ.

Remark 5.4. Adiabatic invariant has a natural geometric meaning: angular velocity times

the distance traveled by the light mass between two consecutive collisions.

Now, we state the theorem for a realistic scenario when a rapidly rotating dumbbell

sca�ers o� the �oor.

�eorem 5.5. Let the dumbbell approach the �oor from in�nity with θ̇− 6= 0. �ere exists

δ > 0 such that if 0 < βL = ε = δ2, −δ < Ẏ− < 0, |θ0 − 3π
2
| ∼
√
δ then, a�er N = O(δ−1)
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bounces the dumbbell will leave the �oor a�er the �nal bounce bymL with IN = I0 +O(
√
δ).

�e adiabatic invariant is de�ned as above I = |θ̇|f(Y ).

Remark 5.6. �e condition on the angle |θ0− 3π
2
| ∼
√
δ comes naturally from the following

argument. If Ẏ = −δ, the dumbbell approaching from in�nity will naturally hit the �oor

when y & 1− βL − δ. Since δ is small, this implies |θ0 − 3π
2
| .
√
δ. If θ0 happens to be too

close to 3π
2

, then there is no hope to obtain adiabatic invariant and we exclude such set of

initial conditions. In the limit δ → 0 the relative measure of the set where |θ0− 3π
2
| = o(

√
δ)

tends to zero.

Proof. We will split the iterations (bounces) into two parts: before the nth iteration and a�er

it, where n = b µ√
δ
c and µ is su�ciently small (to be de�ned later). We claim that a�er n

bounces, |θn− 3π
2
| & 4
√
δ. To prove this claim, we use energy conservation of the dumbbell

system (3.1), and (5.3). We have

ε(1− ε)

(
θ̇− +

2√
1− Y 2

−
Ẏ− +O

( ε
δ

))2

+ Ẏ 2
+ = ε(1− ε)θ̇2− + Ẏ 2

−. (5.5)

Next,

|Ẏ 2
+ − Ẏ 2

−| =

∣∣∣∣∣∣ε(1− ε)θ̇2− − ε(1− ε)
(
θ̇− +

2√
1− Y 2

−
Ẏ− +O

( ε
δ

))2
∣∣∣∣∣∣

≤

∣∣∣∣∣ε
(

4Ẏ 2
−

1− Y 2
−

+
4θ̇−Ẏ−√
1− Y 2

−
+ 2θ̇−O

( ε
δ

)
+

4Ẏ−√
1− Y 2

−
O
( ε
δ

)
+O

( ε
δ

)2)∣∣∣∣∣ .
By our assumptions, 1− Y− & δ so it follows that

|Ẏ 2
+ − Ẏ 2

−| . δ2
(
δ2

δ
+

δ√
δ

+ δ +
δ2√
δ

+ δ2
)

. δ5/2,

which implies |Ẏ+ − Ẏ−| . δ3/2.

A�er n = b µ√
δ
c bounces, |Ẏn − Ẏ0| ≤ δ

2
if µ is su�ciently small and we still have the

vertical velocity of same order, i.e. Ẏn ∼ Ẏ0 ∼ δ. �en, at the nth collision, the center of
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mass will be located at yn . 1−
√
δ, which will imply |θn − 3π

2
| & 4
√
δ. Now using Lemma

5.1, Corollary 5.2, and �eorem 5.3, we compute the error term of the adiabatic invariant

under the assumption that the total number of collisions is bounded by N . δ−1 and the

heavy mass does not hit the �oor.

|θ̇N |f(YN)− |θ̇0|f(Y0)

=
n∑
k=1

(
|θ̇k|f(Yk)− |θ̇k−1|f(Yk−1)

)
+

N∑
n

(
|θ̇k|f(Yk)− |θ̇k−1|f(Yk−1)

)

=
µ√
δ
O (δ)) +

(
C

δ

)
O
(
δ3/2
)

= O(
√
δ).

By �eorem 4.4 proved in the previous chapter, there is indeed a uniform bound on the

number of bounces.

If the heavy mass does hit the �oor it can do so only once as shown in the next section.

We claim that the corresponding change in the adiabatic invariant will be only of order δ.

Using (3.4) and Remark 3.1 from Chapter 3, we obtain

Ẏ+ = −Ẏ− +O(ε)

θ̇+ = θ̇− +O(ε) +O(δ).

Let the pairs (θ̇m, Ym) (θ̇m+1, Ym+1) denote the corresponding values of (θ̇, Y ) when the

light mass hits the �oor right before and a�er the large mass hits the �oor. �en, since

Ẏ = O(δ), we �nd that Ym+1 − Ym = O(δ) and θ̇m+1 − θ̇m = O(δ). As a consequence,

|θ̇m+1|f(Ym+1)− |θ̇m|f(Ym) = O(δ)

and the change in adiabatic invariant due to large mass hi�ing the �oor is su�ciently small

∆I = O(δ).
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CHAPTER 6

Chaotic dynamics of the two-dimensional coin

Using the equal-mass dumbbell model, we study the dynamics of a bouncing coin whose

motion is restricted to the two-dimensional plane. As we mentioned in the introduction,

the choice of the two-dimensional coin models does not a�ect our results. To simplify the

terminologies, we will refer to the equal-mass dumbbell as a coin.

We �rst describe the coin system as a point billiard in a transformed domain. Although

the majority of the steps overlaps with our discussion from Chapter 3, there are some ad-

ditional details we need to note.

6.1 �e coin system as a gravitational billiard

Consider the coin interacting with the �at boundary under the in�uence of gravity. Let

all other variables be the same as in Chapter 3, except the θ variable. We still de�ne θ to

be the angular position of the vector
−−−−→
XLXR measured counterclockwise from the positive

X-direction. However, we measure θ in R keeping track of the rotation number. We will

identify θ and θ + 2πZ as the same later.

�e moment of inertia of the coin is given by I = mL( l
2
)2 + mR( l

2
)2 = 1

4
ml2. A�er

rescaling, the energy of the system is given by

E =
Iθ̇2

2
+
mẎ 2

2
+mgY =

Iθ̇2

2
+
Iẏ2

2
+ g
√
mIy. (6.1)

By considering the corresponding Lagrangian of the system and applying the Hamilton’s

principle of least action, we know that the motion of the coin between two collisions on
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mL

mR
(X,Y )

boundary

θ

X

Y

θ

y coin

boundary

Figure 6.1: (a) �e equal-mass dumbbell as a model to the two-dimensional coin. (b) �e
gravitational billiard for the coin.

the θy plane is governed by

θ̈ = 0 ÿ = −g
√
m

I
. (6.2)

We choose m = 1, l = 2 thus I = 1, to simplify calculations.

With the given constants, we �nd our billiard domain using (3.2),

Q = {(θ, y) : y ≥ | sin θ| for θ ∈ R}. (6.3)

At the boundary ∂Q, there will be mirror-like re�ections. Applying (3.3) to v− = [θ̇−, ẏ−]

and n =
[
1, cos θ sin θ

| sin θ|

]
, we �nd the re�ection law

 θ̇+

ẏ+

 =
1

1 + cos2 θ

 sin2 θ 2 cos θ sin θ
| sin θ|

2 cos θ sin θ
| sin θ| − sin2 θ

 θ̇−

ẏ−

 . (6.4)

Using (6.2), (6.3), and (6.4), we build a gravitational billiard for the coin system on the

θy plane. As in classical billiards, it is su�cient to examine the �ow only at the moment

of collision. We choose to observe the �ow right before a collision. �us, when there is no

ambiguity, we drop the subscript −.
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On the natural Poincaré section P

P =
{

(θ, y, θ̇, ẏ) : (θ, y) ∈ ∂Q, θ̇
2

2
+
ẏ2

2
+ gy = E

}
,

we de�ne the return map f : P → P , which takes the data of a collision to the data of the

next collision. A phase point on P can be identi�ed with (q, v) where q is the footpoint on

the boundary ∂Q and v is the inward velocity vector v at q. If we restrict our a�ention to

the �ow pointing “downwards” at the moment of collision,

Pd =
{

(q, v) : (q, v) ∈ P , v · ŷ < 0
}
,

then we can use (θ, θ̇) as the coordinates on Pd. Combining (6.1) and (6.3), we check that

(q, v) on Pd can be represented in terms of (θ, θ̇),

q = (θ, | sin θ|) v =

(
θ̇,−

√
2E − 2g| sin θ| − θ̇2

)
. (6.5)

When a point and its image under f are both on Pd, we write f(θ, θ̇) = (θ1, θ̇1). In

general, given (θ, θ̇), we cannot solve for (θ1, θ̇1). However, (θ1, θ̇1) can be implicitly found

in the following way. First, we use (6.4) to write (θ+, θ̇+) in terms of (θ, θ̇),

θ+ = θ θ̇+ =
1

1 + cos2 θ

(
θ̇ sin2 θ − 2

√
2E − 2g| sin θ| − θ̇2 cos θ

sin θ

| sin θ|

)
. (6.6)

Given (θ+, θ̇+), we may use the basic laws of physics to calculate the formula for the

parabolic trajectory de�ned by (θ+, θ̇+). We may do the same with (θ1, θ̇1). Since (θ+, θ̇+)

and (θ1, θ̇1) should de�ne the same parabolic trajectory, we obtain

θ+ +
θ̇+

√
2E − 2g| sin θ+| − θ̇2+

g
= θ1 −

θ̇−

√
2E − 2g| sin θ1| − θ̇21

g
(6.7)

| sin θ+|+
2E − 2g| sin θ+| − θ̇2+

2g
= | sin θ1|+

2E − 2g| sin θ1| − θ̇21
2g

.
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Combining (6.6) and (6.7) lets us implicitly de�ne (θ1, θ̇1).

6.2 �e topological picture of the billiard map

6.2.1 Construction of the domain D

We will study the topological picture of the return map f which will be fundamental to

constructing the horizontal and vertical strips satisfying the Conley-Moser conditions. We

start by choosing an appropriate domain for f .

We naturally want to pick a domain which contains the phase points corresponding to

collisions of mL and also the phase points corresponding to collisions of mR to study how

the two parts interact. From the construction of P , we see that the phase points (θ, θ̇) for

mL satisfy 2nπ < θ < (2n+1)π, and the phase points for mR satisfy (2n−1)π < θ < 2nπ.

Also, note that (θ, θ̇) ∈ Pd is not de�ned when θ = nπ, since such points are associated

to the billiard trajectories hi�ing the corners of ∂Q = | sin θ|. �us, our domain should

not include any points with θ = nπ. To embrace both conditions, it is apparent we must

choose two disjoint subsets as a domain.

Suppose we choose two rectangles of width 2θ∗<π and height 2θ̇∗ centered at
(
π
2
, 0
)

and(
3π
2
, 0
)

as the domain. As a �rst step toward understanding the image of the rectangles, let

us a�empt to calculate the image of one of the corner points,
(
π
2
−θ∗, θ̇∗

)
. To �nd its image,

we �rst need to know how θ̇∗ changes right a�er the re�ection. By (6.6),

θ̇∗+ =
1

1 + sin2 θ∗

(
(1− sin2 θ∗)θ̇∗ − 2 sin θ∗

√
2E − 2g cos θ∗ − (θ̇∗)2

)
.

We can imagine that using the exact form of this equation in the next steps will cause

complicated calculations. However, if θ∗ is small and (θ̇∗)2 is small compared to 2E, then

we can easily estimate the θ∗ and θ̇∗, thus the equation as well, using asymptotics.

We assume the energy of the system E is large and set θ∗ = O
(
1
E

)
and θ̇∗ = O

(
1√
E

)
.

We note that, with the condition θ∗ = O
(
1
E

)
, we only consider the pieces of the boundary
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∂Q “near” the sine peaks. �e restriction in θ̇∗ implies that the angle between the incoming

billiard trajectory and −ŷ at the moment of a collision is O
(
1
E

)
, i.e. the trajectory is “close

to vertical”. �erefore, this se�ing guarantees that we will always have the transversal

Poincaré section.

Let D = D(E, k(E)) be the union of

DL =
{

(θ, θ̇) : (θ, θ̇) ∈ Pd,
∣∣∣θ − 1

2
π
∣∣∣ ≤ k

E
, |θ̇| ≤

√
2k√
E

}
DR =

{
(θ, θ̇) : (θ, θ̇) ∈ Pd,

∣∣∣θ − 3

2
π
∣∣∣ ≤ k

E
, |θ̇| ≤

√
2k√
E

}
,

where k is a function ofE satisfying the equation (6.8) in Lemma 6.2 below, and k is bounded

by two independent constants 0 < k1 < k(E) < k2.

Remark 6.1. We explain why we choose such speci�c k(E). As k changes, the topological

picture of f changes in the following way.

(a)

(b)

(c)

Figure 6.2: (a) When K<k. (b) When using k de�ned in Lemma 6.2. (c) When K>k.

1. If we instead use a constant K slightly smaller than k when de�ning the domain

D = D(E,K), then f(D(E,K)) intersects D(E,K)±(2πZ, 0) in two horizontal

strips and four corners (Figure 6.2a).

2. As K approaches k, f(D(E,K)) becomes wider and �a�er. When we use the exact

k, then f(D(E, k))∩ (D(E, k)±(2πZ, 0)) results in six horizontal strips as in Figure
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6.2b. �ese six horizontal strips are the “minimal” number of strips such that, later

when we identify the angle of the coin θ = θ + 2πZ, the image of each rectangle

intersects itself “and” the other rectangle in full horizontal strips (Figure 6.5a).

3. With K slightly bigger than k, f(D(E,K)) still intersects in (D(E,K)±(2πZ, 0))

in six horizontal strips as in the case of k, but it is more tedious to compute the

coordinates of f(D(E,K)).

4. As K gets bigger, the topological picture of f(D(E,K)) changes from Figure 6.2b to

Figure 6.2c.

Lemma 6.2. Suppose we have a large enough energy of the system E. �en there exists

k = k(E) such that given a point a = (θa, θ̇a) =
(
π
2
− k

E
,
√
2k√
E

)
∈ Pd, we have

A(E, k) =
2

g

(
θ̇a+

√
2E − 2g| sin θa| − (θ̇a+)

2
)

+ π = 0. (6.8)

Remark 6.3. �e equation A(E, k) = 0 implies the following physical meaning: the bil-

liard trajectory on Q de�ned by the initial condition a = (θa, θ̇a) hits the boundary again

when θ = θa−π (Figure 6.4). In the phase space, this guarantees that a corner point a ∈ DL

gets mapped to the le� side of DR − (2π, 0) (Figure 6.3).

Proof. Recall from (6.5) that when θ̇a =
√
2k√
E

, we have ẏa = −
√

2E − 2g| sin θa| − (θ̇a)2.

By (6.6),

θ̇a+ =
1

1 + sin2 k
E

((
1− sin2 k

E

) √
2k√
E
− 2 sin

k

E

√
2E − 2g cos

k

E
−
(√

2E
k

E

)2)

=
1

1 + sin2 k
E

((
1−O

(
k2

E2

)) √
2k√
E
−
(

2k

E
−O

(
k3

E3

))(√
2E −O

(
1

E0.5

)))

=
1

1 + sin2 k
E

(
−
√

2k√
E

+O

(
k

E1.5

))
= −
√

2k√
E

+O

(
k

E1.5

)
. (6.9)
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�en we substitute (6.9) to (6.8)

A(E, k) =
2

g

(−√2k√
E

+O

(
k

E1.5

))√√√√2E − 2g cos
k

E
−

(
−
√

2k√
E

+O

(
k

E1.5

))2
+ π

=
2

g

((
−
√

2k√
E

+O

(
k

E1.5

))(√
2E −O

(
1

E1.5

)))
+ π

=
2

g

(
−2k +O

(
k

E

))
+ π.

Since the term O
(
k
E

)
is small, we may assume A

(
E, gπ

2

)
< 0 and A

(
E, gπ

8

)
> 0. By

the intermediate value theorem, we can �nd k ∈
(
gπ
8
, gπ

2

)
such that A(E, k) = 0. Since

the leading term of ∂A(E,k)
∂k

= −2
g
, it follows that ∂A(E,k)

∂k
6= 0. From the implicit function

theorem, we know that we can write k = k(E) in terms of E.

6.2.2 �e image of D under the billiard map

We will use a few reference points in D and the Jacobian approximation of f to show that

f(D) are long and thin strips overlapping D and D±(2π, 0) as in Figure 6.3. Due to the

symmetry of the coin, f(DR) will have the same topological picture as f(DL), shi�ed by

π. �erefore, we may focus on the topological behavior of f(DL). We start by analyzing

the image of the top edge of DL under f .

Lemma 6.4. �e image of the top edge of DL under f is a µh-horizontal curve with µh =

O
(

1√
E

)
.

Proof. We �rst compute the Jacobian Jf for general (θ, θ̇), then estimate the transformation

of a vector (1, 0)T in DL by Jf . From (6.6), we get the derivatives

∂θ+
∂θ

= 1
∂θ̇+
∂θ

=
−g cos2 θ(3 + cos 2θ) + 2θ̇ẏ sin 2θ − 2ẏ2 sin3 θ

ẏ(1 + cos2 θ)2

∂θ+

∂θ̇
= 0

∂θ̇+

∂θ̇
=

1− cos2 θ − (2θ̇ cos θ)/ẏ

1 + cos2 θ
.
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By implicitly di�erentiating (6.7) and simplifying the results with

ẏ = −
√

2E−2g sin θ−θ̇2 ẏ+ =

√
2E−2g sin θ−θ̇2+ ẏ1 = −

√
2E−2g| sin θ1|−(θ̇1)2,

we obtain

(
−1± θ̇1 cos θ1

ẏ1

)
∂θ1
∂θ+
−

(
(ẏ1)

2 − (θ̇1)
2

gẏ1

)
∂θ̇1
∂θ+

=
θ̇+ cos θ+

ẏ+
− 1

θ1
g

∂θ̇1
∂θ+

= 0(
−1± θ̇1 cos θ1

ẏ1

)
∂θ1

∂θ̇+
−

(
(ẏ1)

2 − (θ̇1)
2

gẏ1

)
∂θ̇1

∂θ̇+
= −(ẏ+)2 − (θ̇+)2

gẏ+

− θ̇1
g

∂θ̇1

∂θ̇+
= − θ̇+

g
,

where the± signs depend on the sign of sin θ1
| sin θ1| . Keeping in mind that θ̇+ = θ̇1, we solve for

∂θ1
∂θ+

=
ẏ1(ẏ+ − θ̇+ cos θ+)

ẏ+(ẏ1 ∓ θ̇1 cos θ1)

∂θ̇1
∂θ+

= 0
∂θ1

∂θ̇+
=

(ẏ+ − ẏ1)(ẏ+ẏ1 + (θ̇1)
2)

gẏ+(ẏ1 ∓ θ̇1 cos θ1)

∂θ̇1

∂θ̇+
= 1.

We use the chain rule to compute

Jf =


∂θ1
∂θ

∂θ1

∂θ̇

∂θ̇1
∂θ

∂θ̇1

∂θ̇

 =


∂θ1
∂θ+

∂θ+
∂θ

+
∂θ1

∂θ̇+

∂θ̇+
∂θ

∂θ1
∂θ+

∂θ+

∂θ̇
+
∂θ1

∂θ̇+

∂θ̇+

∂θ̇

∂θ̇1
∂θ+

∂θ+
∂θ

+
∂θ̇1

∂θ̇+

∂θ̇+
∂θ

∂θ̇1
∂θ+

∂θ+

∂θ̇
+
∂θ̇1

∂θ̇+

∂θ̇+

∂θ̇

 .

For (θ, θ̇) in DL,

θ̇ = ±O
(

1√
E

)
ẏ+ = O(

√
E) θ = π

2
±O

(
1
E

)
θ̇+, θ̇1 = ±O

(
1√
E

)
ẏ, ẏ1 = −O(

√
E) θ1 = O(1).

(6.10)
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Using (6.10), we estimate the Jacobian Jf for the points in DL

(Jf )|DL
=

O(1) · 1 +O(
√
E)O(

√
E) O(1) · 0 +O(

√
E) · 1

0 · 1 + 1 ·O(
√
E) 0 · 0 + 1 ·O(1)

 =

 O(E) O(
√
E)

O(
√
E) O(1)

 .
(6.11)

Any vector (1, 0)T in DL is mapped to (Jf )|DL
(1, 0)T = (O(E), O(

√
E))T . It is clear that

the image of the top edge ofDL is a µh-horizontal curve with µh = O
(

1√
E

)
. Moreover, since

we were careful with the signs of the asymptotic terms, it is a monotonically increasing µh-

horizontal curve with µh = O
(

1√
E

)
.

π

2

3π

2

5π

2

−π

2

a b c

f(a)

f(b)

f(c)

θ

θ̇

Figure 6.3: A topological picture of f(DL ∪DR).

θ

y

π

2

θa

−

π

2

θa
1

3π

2

θc
1

θc

θ̇
b
=

0

Figure 6.4: �e trajectories de�ned by the initial points a, b, and c on Q.

Now we consider the three reference points a, b, and c lying on the top edge of DL (see

Figure 6.3),

a = (θa, θ̇a) =
(
π
2
− k

E
,
√
2k√
E

)
b = (θb, θ̇b) =

(
θb,
√
2k√
E

)
c = (θc, θ̇c) =

(
π
2
,
√
2k√
E

)
,
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where θb is chosen such that θ̇b+ = θ̇b1 = 0. �e existence of such θb can be shown by

applying the intermediate value theorem to the function θ̇1

(
θ,
√

2E k
E

)
. See also Figure

6.4 for a geometric reason.

Proposition 6.5. �e image of D overlaps D±(2πZ, 0) in six disjoint µh-horizontal strips

with µh = O
(

1√
E

)
(Figure 6.3).

Proof. We estimate the images of the three reference points a, b, and c in DL

f(a) = (θa1 , θ̇
a
1) f(b) = (θb1, θ̇

b
1) f(c) = (θc1, θ̇

c
1).

From (6.9), we know θ̇a1 = θ̇a+ = −
√
2k√
E

+ O
(

k
E1.5

)
. To �nd θ1a, we use the �rst term of

A(E, k) from Lemma 6.2. �e term represents twice the θ-distance from θa to the vertex of

the parabolic billiard trajectory determined by (θa, θ̇a), and it is set to −π. In other words,

the next collision occurs when

θ1a = θa − π = −π
2
− k

E
.

By construction,

f(b) = (θb1, θ̇
b
1) = (θb, 0).

Since the point c is associated to the trajectory hi�ing the boundary at the peak (Figure

6), the θ̇-component does not change a�er the collision, and θ̇c1 =
√

2E k
E

. To estimate θc1,

we observe that the parabolic billiard trajectory determined by (θc, θ̇c) has the footpoint

qc = (θc, yc) = (π
2
, 1) on ∂Q. Any footpoint on ∂Q, including the footpoint for the next

collision qc1 = (θc1, y
c
1), has the y-coordinate less than or equal to 1. �is implies that y- and

θ-distances from qc to the vertex of the parabola is smaller than the y- and θ-distances from

qc1 to the vertex of the parabola. In other words,

θc1 ≥ θc +
2

g

(
θ̇c+

√
2E − 2g| sin θc| − (θ̇c+)2

)
. (6.12)
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We use (6.9) to get the relation θ̇c =
√
2k√
E

= |θ̇a|+O
(

k
E1.5

)
. �en we rewrite (6.12) as

θc1 ≥
π

2
+

2

g

((
|θ̇a+|+O

( k

E1.5

))√
2E − 2g cos

k

E
− 2g

(
1− cos

k

E

)
−
(
|θ̇a+|+O

( k

E1.5

))2)

=
π

2
+

2

g

((
|θ̇a+|+O

( k

E1.5

))√
2E − 2g sin θa − (θ̇a+)2 − 2g

(
1− cos

k

E

)
−O

( k2
E2

))

=
π

2
+

2

g

((
|θ̇a|+O

( k

E1.5

))(√
2E − 2g sin θa − (θ̇a+)2)−O

( 1

E0.5

)))
=
π

2
+

2

g

(
|θ̇a|
√

2E − 2g sin θa − (θ̇a+)2)

)
+ smaller terms,

where

smaller terms =
2

g

(
−|θ̇a|O

( 1

E1.5

)
+O

( k

E1.5

)√
2E − 2g sin θa − (θ̇a+)2 −O

( k

E2

))
.

(6.13)

It can be shown that (6.13) is O
(
k
E

)
and is greater than or equal to k

E
. Since we know

from (6.8) that 2
g
(|θ̇a|

√
2E − 2g sin θa − (θ̇a+)2)) = A(E, k) = π, we conclude that θc =

3π
2

+ k
E

+O
(
k
E

)
.

We plot the images of the three reference points f(a), f(b), and f(c) (Figure 6.3). �en by

Lemma 6.4, we know that the image of the top side of DL horizontally crosses DL, DR and

DR−(2π, 0). Similarly, using symmetries, we infer that the image of the bo�om edge ofDL

also crosses DL, DR and DR−(2π, 0) horizontally. Since f is continuous and the proof of

Lemma 6.4 can be applied to any vector (1, 0)T lying inDL, we deduce that the image ofDL

is µh-horizontal strip crossing DL, DR and DR−(2π, 0) horizontally. �e same argument

works for DR, and we conclude that f(D) on D±(2πZ, 0) are six horizontal strips.
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6.3 Construction of the strips satisfying the Conley-Moser
conditions

In this section, we �nally construct the horizontal and vertical strips satisfying the Conley-

Moser conditions using the coin billiard map. Recall that we measured the angular position

of the coin θ ∈ R distinguishing θ from θ + 2πZ. We now impose the equivalence relation

θ ∼ θ + 2πZ and treat θ = θ + 2πZ as the same. We denote the resultant objects with ˜,

i.e. Q̃, P̃d, D̃, f̃ .

Under this se�ing where θ ∈ [0, 2π), D̃L and D̃R lie on a cylinder. It directly follows

from Proposition 6.5 and Figure 6.3 that

Corollary 6.6. f̃(D̃) ∩ D̃ are six µh-horizontal strips with µh = O
(

1√
E

)
(Figure 6.5a).

HL3

HL2

HL1

HR3

HR2

HR1

VR1

VL2

VR3

VL1

VR2

VL3

Figure 6.5: (a) �e two rectangles D̃L (solid) and D̃R (dashed) and their �rst images under
the billiard map f̃ . (b) Vertical strips Vs which are the inverse images of D̃L and D̃R.

We denote the six horizontal strips Hs where s ∈ S = {L1,L2,L3,R1,R2,R3} as illus-

trated in Figure 6.5a.

Proposition 6.7. �e preimages of Hs are six disjoint µv-vertical strips Vs ∈ D̃ with µv =

O
(

1√
E

)
.

Proof. Without loss of generality, we choose HL2 to �nd its preimage. From the construc-

tion of the horizontal stripsHs, the inverse images of the upper and lower boundary curves

of HL2 are segments of the top and the bo�om edges of D̃L. To �nd the inverse image of

the vertical boundaries of HL2 , we compute Jf̃−1(0, 1)T . By the inverse function theorem,
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Jf̃−1 = (Jf̃ )
−1. Since f and f̃ are locally the same, we may use (6.11) and the equations in

the proof of Lemma 6.4 to compute Jf̃−1 . First, by direct computation, we �nd the determi-

nant of Jf̃

|Jf̃ | =
ẏ1(ẏ+ − θ̇1 cos θ)(−2θ̇ cos θ + ẏ sin2 θ)

ẏẏ+(1 + cos2 θ)(ẏ1 ∓ θ̇1 cos θ1)
.

Using (6.10), we �nd |Jf̃ | = O(1) for the points in D̃L. �us,

(Jf̃−1)|HL2
=

1

O(1)

 O(1) −O(
√
E)

−O(
√
E) O(E)

 ,
and (Jf̃−1)|HL2

(0, 1)T = (−O(
√
E), O(E))T . We then obtain µv = O

(
1√
E

)
.

To summarize, the preimages of the boundaries of HL2 consist of two segments of the

top and the bo�om edges of D̃L and two µv-vertical curves in D̃L. Since f̃−1 is a di�eo-

morphism, the boundaries get mapped to the boundaries and the interior gets mapped to

the interior. �erefore the inverse image of a horizontal strip HL2 is a vertical strip.

Proposition 6.8.

1. Consider a µh-horizontal strip Hs for s ∈ {L1,L2,L3}. If j ∈ {R1,L2,R3}, then

f̃(Hs)∩Hj is a µ1
h-horizontal strip where µ

1
h = O

(
1√
E

)
and d(f̃(Hs)∩Hj) < d(Hs).

If j ∈ {L1,R2,L3}, then f̃(Hs) ∩Hj = ∅.

2. Similary, consider a µv-vertical strip Vs for s ∈ {R1,L2,R3}. If j ∈ {L1,L2,L3}, then

f̃−1(Vs) ∩ Vj is a µ1
v-vertical where µ

1
v = O

(
1√
E

)
and d(f̃−1(Vs) ∩ Vj) < d(Vs). If

j ∈ {R1,R2,R3}, then f̃−1(Vs) ∩ Vj = ∅.

3. �e statements 1 and 2 with L and R switched are also true.

Proof. We only prove the statement 1, since the proofs for the statements 2 and 3 are similar.

By observing the topological pictures of f̃(D̃) (Figure 6.3, Figure 6.5a), we can easily see that

when s ∈ {L1,L2,L3} and j ∈ {L1,R2,L3}, we have f̃(Hs) ∩Hj = ∅. If j ∈ {L1,R2,L3},
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then f̃(Hs) ∩Hj is nonempty and is contained in Hj . It is clear d(f̃(Hs) ∩Hj) ≤ d(Hs).

It remains to estimate the maximal slope of the horizontal boundary curves of f̃(Hs)∩Hj .

From Proposition 6.5, we know that the horizontal boundary curves ofHs has the maximal

slope µh = O
(

1√
E

)
. Using (6.11), we get

(Jf̃ )|D

 1

µh

 =

O(E) +O(
√
E)O

(
1√
E

)
O(
√
E) +O( 1√

E
)

 =

 O(E)

O(
√
E)

 .

�us, the maximal slope of the horizontal boundary curves of f(Hs)∩Hj is µ1
h = O(

√
E)

O(E)
=

O
(

1√
E

)
.

Corollary 6.6, Proposition 6.7, and Proposition 6.8 together imply that f̃ satis�es the

modi�ed Conley-Moser conditions. We state our main theorem, which is merely a version

of �eorem 2.4. We �rst need a few de�nitions.

De�nition. Let ΛN = {p |
N⋂

n=−N

f̃n(D̃)} and Λ = lim
N→∞

ΛN .

De�nition. Let Σ be the set of bi-in�nite sequences of six symbols L1,L2,L3,R1,R2,R3

with the following rules:

• L1,L2, or L3 can precede R1,L2, or R3.

• R1,R2, or R3 can precede L1,R2, or L3.

�eorem 6.9. �ere is a homeomorphism φ : Λ→ Σ such that if we denote the shi� map on

Σ as σ : Σ→ Σ, then the diagram below commutes.

Λ Λ

Σ Σ

φ

f̃

φ

σ
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Proof. �e proof closely follows the proof of �eorem 2.4. We only point out some key

ideas here.

We �rst describe the invariant set Λ: the set of points which stay in D̃ a�er in�nitely

many forward and backward iterations of f̃ . From Corollary 6.6 and Figure 6.5a, we see that

a�er one forward iteration of f̃ , the invariant set f̃(D̃) ∩ D̃ consists of the 2 · 3 horizontal

strips Hs where s ∈ S. From Proposition 6.8 and Figure 6.5a, we know that f̃ acting on Hs

creates 3 nested µ1
h-horizontal strips with µ1

h = O
(

1√
E

)
in each Hs. In other words,

f̃ 2(D̃) ∩ f̃(D̃) ∩ D̃ = f̃(Hs) ∩Hj where s, j ∈ S

consists of 2 · 32 thinner µ1
h-horizontal strips. We de�ne each nested strip

f̃(Hs−2) ∩Hs−1 = Hs−2s−1 where si ∈ S.

If we iterate f̃n, then 2 · 3nµnh-horizontal strips with µnh = O
(

1√
E

)
remain in D̃. We induc-

tively de�ne the nested horizontal strips a�er n iterations,

f̃(Hs−n...s−2) ∩Hs−1 = Hs−n...s−1 .

Similarly, from Propositions 6.7 and 6.8, we obtain 2·3n µ∗v-vertical strips with µnv = O
(

1√
E

)
as the invariant set for f̃−n.

We see that ΛN is the intersection of 2 · 3N µNh -horizontal strips and 2 · 3N µNv -vertical

strips. Whenn→∞, we see that Λ is a Cantor set which contains all the intersection points

of an in�nite number of µ∗h-horizontal curves and µ∗v-vertical curves. �e �rst Conley-

Moser condition 0 < µhµv = O( 1√
E

)
O
(

1√
E

)
< 1 guarantees that there exists a unique

intersection point of a µh-horizontal curve and a µv-vertical curve.

�e next step is to assign a sequence s = (...s−2s−1s0s1...) ∈ Σ to each point p ∈ Λ

based on to which horizontal curveH...s−2s−1 and vertical curve Vs0s1... the point p belongs.

It is clear from the construction that this assignment φ : Σ → Λ is one-to-one. Also, from

Proposition 6.8, we know that only certain choices of s, j for f(Hs) ∩Hj = Hsj are valid.
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L1

L2

L3

R1

R2

R3

L1

L2

L3

R1

R2

R3

Figure 6.6: �e valid le�er combinations for the sequences in Σ.

�us, the sequences s ∈ Σ must combinatorially follow the two rules mentioned on the

previous page. �e proof can be completed by showing that φ is a homeomorphism. See

[Mo, Wi] for the full details.

�eorem 6.10. For the two-dimensional coin model, if a collision of mL or mR is labeled by

L or R respectively, then any in�nite sequence of L’s and R’s can be realized by choosing an

appropriate initial condition.

Proof. �e sequence set Σ contains all the in�nite sequences of L1,L2,L3,R1,R2,R3’s

which do not violate the rules. From the rules, we see that if we set the representatives

[L] = {L1,L2,L3} and [R] = {R1,R2,R3}, then either [L] or [R] may follow a�er [L] (see

also Figure 6.6). Similarly, a�er [R], either [L] or [R] may follow. In other words, Σ contains

all possible sequences of [L]’s and [R]’s.

By �eorem 6.9, having all sequences of [L]’s and [R]’s implies that for any collision

sequence of L’s and R’s, there exists a phase point of the coin billiard which makes collisions

according to the sequence.
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CHAPTER 7

�ree-period orbits in billiards on the surfaces of
constant curvature

Recall from Chapter 2.3 the natural coordinates of the phase space of a billiard (q, α), and

the notion of periodic orbits. In this chapter, we study the set of three-period orbits in

billiards on the hyperbolic plane and on the 2-sphere. Our main theorems are

�eorem 7.1. �e set of three-period orbits in any billiard on the hyperbolic plane has a

measure zero.

�eorem 7.2. Let P3 be the set of three-period orbits in the billiard domain ∂Q on the 2-

sphere. Assume that some (x0, x1, x2) ∈ P3 has perimeter L = π, 3π or 5π and that su�-

ciently small pieces of ∂Q containing x0, x1, x2 belong to great circles. �en (x0, x1, x2) ∈

int(P3) and P3 has positive measure. Otherwise, (x0, x1, x2) /∈ int(P3).

To prove the theorems, we extend the Jacobi �elds based approach in [Wo2] and present

the uni�ed proof which treats all three billiard systems on the constant curvature manifolds

in the same manner. Our argument proceeds independently of the underlying geometry

until we get the compatibility condition. �en, using the relevant cosine formula (which

depends on the geometry), we obtain the relation that must be satis�ed on an open set

containing only three-period orbits

kg(q0) = sin3(α0)F (L),

where L is the length of three-period orbits, kg(q0) is geodesic curvature at one of the

vertices, and α0 is the angle of the billiard orbit with tangent at this vertex. �e function
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F (L) depends on the underlying Riemannian manifold

F (L) =


2
L

on R2

coth
(
L
2

)
on H2

cot
(
L
2

)
on S2.

From this formula, it is possible to classify sets of three-period orbits.

Remark 7.3. We only prove that the set of three-period orbits on H2 (and on S2 when

special condition is not satis�ed) has an empty interior. �e stronger statement about zero

measure follows verbatim the argument in [Wo2].

7.1 Billiard system on the surface of constant curvature

7.1.1 Jacobi �elds

Let Q be a smooth domain on a surface of constant curvature κ. �e billiard ball inside Q

travels along the geodesics and re�ects at the boundary. Let γ(ε, τ), be a two parameter

family of geodesics where |ε| < ε0,−∞ < τ <∞.

We brie�y recall the derivation of the Jacobi �elds, see e.g. [Ca] or [Bar]. �e Jacobi �eld

is de�ned by

J(τ) =
∂γ(0, τ)

∂ε
.

and it satis�es the Jacobi equation

∇
dτ

∇
dτ

J(τ) +R(J(τ), γ̇)γ̇ = 0,

where ∇ denotes the covariant derivative and R is the curvature tensor. As usual, we are

interested in the component of the Jacobi �eld, that is perpendicular to γ̇. �erefore, it can
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be expressed as

J(τ) = J(τ)n(τ),

where J(τ) is a scalar function and n(τ) is a unit vector �eld perpendicular to γ̇. If the

surface has constant curvature κ, then one obtains a scalar equation with constant coe�-

cients

J ′′(τ) + κJ(τ) = 0 (7.1)

According to the standard result in the theory of di�erential equations, the solution of the

Jacobi equation is uniquely de�ned if two initial conditions J(0) and J ′(0) are given.

7.1.2 Evolution and re�ection matrices

Consider the billiards on the hyperbolic plane H2 and the 2-sphere S2 which have the cur-

vature κ = −1 and 1 respectively. Solving the Jacobi equation (7.1), we get

J(τ) =

 J(0) cosh(τ) + J ′(0) sinh(τ) on H2

J(0) cos(τ) + J ′(0) sin(τ) on S2

In each case, we obtain the evolution matrix P (τ),

 J(τ)

J ′(τ)

 = P (τ)

 J(0)

J ′(0)

 ,

where P (τ) =



 cosh(τ) sinh(τ)

sinh(τ) cosh(τ)

 on H2

 cos(τ) sin(τ)

sin(τ) cos(τ)

 on S2

which describes the changes of the Jacobi �eld over time.
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Note that the corresponding evolution matrix in the Euclidean case is given by

P (τ) =

 1 τ

0 1

 .

When the ball hits the boundary at x = (q, α), the Jacobi �eld is transformed by the

linear map R(x) which is essentially the same as the re�ection map in the Euclidean case

 Jout

J ′out

 = R(x)

 Jin

J ′in

 ,

where R(x) =

 −1 0

2kg(q)

sin(α)
−1

 .

Note that the re�ection matrix is directly related to the classical mirror formula [Wo2].

One should expect that the re�ection matrix R(x) for the billiard on a two-dimensional

Riemannian manifold should have the same form as in the Euclidean case [Wo2]. Neverthe-

less, we provide some justi�cation. Consider a one-parameter family of geodesics γ(ε, τ)

re�ecting from the billiard boundary ∂Q on a two-dimensional Riemannian manifold. In

an ε-neighborhood of the re�ection point x0 of γ(0, τ0), the manifold can be represented as

a smooth two-dimensional surface in R3. Projecting the geodesics and the boundary onto

the tangent plane at x0, we obtain the corresponding structure on the plane: family of orbits

re�ecting from the boundary. It is easy to estimate that the angles before and a�er the pro-

jection, di�er by It is easy to estimate that the angles as well as distances before and a�er

the projection di�er by O(ε2). �is is mainly due to the expansion cos ε = 1 − ε2/2 + ....

Also, straightforward estimates show that the projected boundary curve will have the cur-

vature equal to the geodesic curvature of ∂Q with the accuracy O(ε2). As quadratic terms

do not a�ect linear transformations, the re�ection map will have the same form as in the

Euclidean case with k being replaced by kg.
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7.2 Billiard on the hyperbolic plane

Assume that there is an open set of three-period orbits. �en we must have T 3 and DT 3

equal to the identity, which implies

P (τ1)R(x1)P (τ0)R(x0)(P (τ2)R(x2) = I (7.2)

where I is the identity map; x0, x1 and x2 as the collision points; and τ0, τ1, τ2 are the

distances between collision points (Figure 7.1). �is relation can be also rewri�en as

P (τ1)R(x1)P (τ0) = R−1(x2)P
−1(τ2)R

−1(x0), (7.3)

which takes the form

cosh(τ1) sinh(τ1)

sinh(τ1) cosh(τ1)

 ·
 −1 0

2kg(q1)

sin(α1)
−1

 ·
cosh(τ0) sinh(τ0)

sinh(τ0) cosh(τ0)



=

 −1 0

2kg(q2)

sin(α2)
−1

 ·
cosh(τ2) sinh(τ2)

sinh(τ2) cosh(τ2)

 ·
 −1 0

2kg(q0)

sin(α0)
−1

 .
A�er simpli�cation, we equate the top right components to get

sinh(τ0 + τ1)− sinh(τ2) =
2kg(q1) sinh(τ0) sinh(τ1)

sin(α1)
. (7.4)

�is is comparable to the corresponding formula in the Euclidean case:

τ0 + τ1 − τ2 =
2k(q1)τ0τ1

sin(α1)
,

which was derived in [Wo2].

We de�ne θ to be the interior angle between two adjacent segments of an orbit, that is
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θ1 q1

q0

q2 α1

τ1

τ2

τ0

Figure 7.1: �ree-period orbits on the hyperbolic plane

θ = π − 2α (see Figure 7.1). �en we alter the hyperbolic cosine formula into

cosh(τ2) = cosh(τ0 + τ1)− sinh(τ0) sinh(τ1)− sinh(τ0) sinh(τ1) cos(θ1).

We use the half angle formula to get

cosh(τ0 + τ1)− cosh(τ2) = 2 cos2
(
θ1
2

)
sinh(τ0) sinh(τ1) (7.5)

Combining (7.4) and (7.5), we arrive at

cosh(τ0 + τ1)− cosh(τ2)

cos2
(
θ1
2

) =
sinh(τ0 + τ1)− sinh(τ2) cos

(
θ1
2

)
kg(q1)

.
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Note that the length of an orbit L = τ0 + τ1 + τ2 is invariant. �erefore,

kg(q1) =
sinh(τ0 + τ1)− sinh(τ2)

cosh(τ0 + τ1)− cosh(τ2)
cos3

(
θ1
2

)

=
sinh(L− τ2)− sinh(τ2)

cosh(L− τ2)− cosh(τ2)
cos3

(
θ1
2

)

= cos3
(
θ1
2

)
coth

(
L

2

)

= sin3(α1) coth

(
L

2

)

�is relation must hold for all nearby orbits. In particular, for all orbits starting at the

same point on the boundary with di�erent angles of re�ection. �us, we obtain a contradic-

tion because the right-hand side of the equation is not constant in any interval. �erefore,

the set of three-period orbits has an empty interior. Next, following an argument in [Wo2],

we obtain that the set has zero measure, which ends the proof of the �eorem 7.1.

7.3 Billiard on the 2-sphere

Now we prove �eorem 7.2 using the similar method. Assuming there is an open set of

three-period orbits on S2, we obtain again that T 3 andDT 3 are equal to the identity. �ere-

fore, using (7.3) again

P (τ1)R(x1)P (τ0) = R−1(x2)P
−1(τ2)R

−1(x0),

we get

sin(τ0) cos(τ1) + cos(τ0) sin(τ1)− sin(τ2) =
2kg(q1) sin(τ0) sin(τ1)

sin(α1)
. (7.6)

Note that this relation is the same as (7.4) if trigonometric functions are replaced with their

hyperbolic counterparts (Figure 7.2).
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q0

q1

q2

l0

l1

l2

Figure 7.2: �e special case L = π.

Combining (7.6) and the modi�ed version of spherical cosine formula, we arrive at

kg(q1) = sin3(α1) cot

(
L

2

)
. (7.7)

If cot
(
L
2

)
6= 0, then we have the same contradiction as in the hyperbolic case. When

L = (2n + 1)π, we have cot
(
L
2

)
= 0 and kg = 0. In this case, there could exist open sets

of three-period orbits.

Now, we discuss the characteristics of the billiards on which open sets of three-period

orbits exist. Note that only orbits without repetition are considered, and this assumption

limits our cases to L = π, 3π, or 5π, see also [Gu].

Proposition 7.4. Consider a spherical triangle 4q0q1q2 on the unit sphere with perimeter

L = π, 3π or 5π. Let l0, l1, l2 be the great circles passing through the vertices orthogonal to the

corresponding bisectors. �en, these great circles intersect at the right angles and any billiard

boundary containing segments of l0, l1, l2 passing through q0, q1, q2 will have an open set of

three-period orbits.

Proof. Let l0 be a geodesic on S2 and q0 be any point on l0. Create two geodesics, l1 and

l2, that are perpendicular to l0 and to each other, but do not pass through q0. Consider
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Figure 7.3: �e special cases when the orbit length is L = 3π or L = 5π.

any geodesic segment, τ , of length π, whose endpoint is q0. Denote the angle between τ

and l0 as σ. �rough two re�ections over l1 and l2, this line τ forms a triangle of length

π within the boundary created by l0, l1, and l2. Since q0 and σ were arbitrary, any three-

period orbit of length π must be contained in one octant, which is formed by l0, l1, and l2,

whose intersections are orthogonal. In particular, this implies that all orbits in the octant

are three-periodic except those which hit the corners.

Consider three great circles that intersect at q0, q1, and q2. �e total length of the lines is

6π. �is implies that an orbit of length 5π is the complement of4q0q1q2. It follows that an

orbit of length 5π must have vertices on l0, l1, l2 as in the π case.

Now we consider a three-period orbit of length 3π. Since it is impossible to create an

orbit where τ0 = τ1 = τ2 = π, we look at the two other possible cases; when 0 < τ0 < π,

π < τ1, τ2 < 2π, and 0 < τ0, τ1 < π, π < τ2 < 2π. In case 1, as shown in Figure 7.3, we

know that 4q0q1q′2 has perimeter π and that q2 is antipodal to q′2. �is implies that q2 lies

on l2. Note that case 2 is simply the complement of case 1. �erefore, we conclude that a

three-period orbit of length 3π also has vertices on l0, l1, and l2.
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�e last proposition completely classi�es the special cases when open sets of three-period

orbits occur. If a given three-period orbit has perimeter L 6= π, 3π, 5π then the relation

(7.7) implies that this orbit has an empty interior in P3. If L = π, 3π or 5π but the geodesic

curvature kg does not vanish on the open arcs of the boundary passing through the vertices,

then (7.7) again leads to the same contradiction.

Finally applying the argument in [Wo2], we obtain that if the special cases do not occur

the set of three-period orbits has zero measure. �is ends the proof of �eorem 7.2.
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