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Middleware Service Libraries
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Service Name Service Function

Deployment and Multicore Programming Supportdifferent deployment configurations on multi-core systems

Machine Information Get information about cores, clusters, Chiplets, and system

Resource Management/Arbitration Manage configuration files and assign available resources to software clients

Memory Management MMU configuration, memory allocation to applications

Interrupt Configure Interrupt controller to route interrupts to specific cores at runtime

Timing Establish, synchronize, and distribute time

Messaging Send/receive messages between tasks on the same or different cores and 
Chiplets

Power Management Power on/off setting for cores/clusters/Chiplets, and set clock rates

Debug and Trace Support software debugging and performance metrics

Boot and Load Process Provide an Initial Program Loader (IPL) and support various boot 
types/processes

Peripheral IO Allocate and configure Chiplet Peripheral I/O to software clients

Multi-ChipletManagement Configure and manage Inter-Chipletinterfaces (e.g., boot, messaging, 
resources)

Fault and Redundancy Management Fault detection (HW/SW faults) and recovery
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Middleware Service Applications
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MW Service Application System-Level Function

Deployment Set up the system and start applications

Hardware Resource Arbitrate access to common pool of hardware

Power Apply power management policy

Diagnostics Centralize information available in system

Communications Share access to external communications device

Multiple Chiplet FDIR Coordinate FDIR activity across chiplets

Single Chiplet FDIR Coordinate FDIR activity within chiplet
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Middleware Schedule / Milestones
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Middleware Release 2

• Middleware Release 2 was completed in October 2019
• Uses the HPSC System Software Release 4 from ISI:

�� RTPS/R52 (AArch32) and HPPS/A53 (AArch64) tool chains
�� QEMU emulation of HPPS and RTPS to support MW testing and demonstration
�� RTEMS in RTPS/R52 and Yocto Linux for HPPS/A53 to run MW applications
�� System software drivers to implement MW use cases (Watchdog Timer (WDT), 

mailbox, shared memory)
• Built upon the capabilities from R1

�� Implemented Application Programming Interfaces (APIs) for 10 of 13 defined 
Middleware (MW) service libraries

�¾ Started implementation on 5 new service libraries
�¾ Improved on 5 existing service libraries
�¾ Not all functions defined for the 10 services are implemented
�¾ Not all MW service libraries are ported to R52/RTEMS yet

• Worked on two reference missions using MW functions for execution in 
QEMU
�� JPL HPFEC application to use additional MW capabilities
�� Ported the GSFC core Flight System (cFS) framework and sample applications 

to work with MW on HPPS Yocto Linux and RTPS RTEMS
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JPL HPFEC Reference Mission

This JPL reference mission models 
elements found in applications for 
guidance, navigation and control 
(GNC) of aircraft and spacecraft.

The reference mission is implemented 
with six processes that use 
middleware in the following ways:

Manage start-up for processes 
and set CPU affinity
Synchronize process workloads 
on time slots
Communicate between 
processes
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Network Interface to Host Ground System
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Middleware Release 3

• Middleware Release 3 planning will be influenced by HPSC Re-plan (Fall 
2019)

• Middleware R3 activity will include:
�� Scrub and enhance MW requirements for future releases
�� Specify updated requirements for R3 implementation
�� Design and implement R3 release requirements

�¾ Fault Tolerance and Redundancy Service
�¾ Multi-Chiplet communication, timing & synchronization, boot up and 

initialization
�¾ API for Deployment Configuration
�¾ Enhance services from R1, R2

�� Install and exercise delivered capabilities of SSW R5+ releases
�¾ RTEMS
�¾ Eclipse IDE
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Middleware Release 4 and Beyond

• Middleware Release 4 work to complete
�� Complete all 13 Middleware Service Libraries
�� Complete all 6 Middleware Service Applications
�� Continue to test and integrate new System Software features
�� Continue refining requirements
�� Improve and complete documentation

• Potential deployment Tools*
�� Application Characteristics Template
�� Configuration Checker
�� Interaction Modeling
�� Schedule Generator

• Potential diagnostic Tools*
�� Improved Event Visualization
�� View Live Statistics
�� Blackbox Recorder
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*may depend on schedule and/or additional funding
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