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6.1 User-Initiated Service 
In current practice, network operators manage access to the 
highest performance services based on requests from each 
�P�L�V�V�L�R�Q�¶�V��operations staff. Mission operators must anticipate 
spacecraft commanding and data transfer needs potentially 
weeks in advance. However, an increasing number of 
spacecraft have event-driven service requirements with 
demand that is difficult to predict. Current practice limits the 
�Q�H�W�Z�R�U�N�¶�V�� �D�E�L�O�L�W�\�� �W�R�� �Q�H�J�R�W�L�D�W�H�� �V�F�K�H�G�X�O�H�V rapidly. The ideal 
network infrastructure incorporates automation and cognitive 
�W�H�F�K�Q�L�T�X�H�V�� �W�R�� �D�O�O�R�F�D�W�H�� �U�H�V�R�X�U�F�H�V�� �H�[�D�F�W�O�\�� �P�H�H�W�L�Q�J�� �H�D�F�K�� �X�V�H�U�¶�V��
immediate demand. In the UIS concept, the mission 
spacecraft itself originates a request for communications or 
navigation service based on current needs. For example, a 
spacecraft recording scientific data from a transient 
astronomical event can automatically send a request for data 
downlink service when its onboard storage is nearly full. In 
this new paradigm, access to high-performance service can be 
requested using machine-to-machine communications over 
low-rate, high-availability control channels.  

The use of control channels to request resources from a 
wireless network is seen during the base station association 
process of terrestrial mobile networks or the Proximity-1 
hailing channel used by Mars spacecraft [35], [36]. Examples 
of existing control channels include the multiple-access 
�F�D�S�D�E�L�O�L�W�\�� �R�I�� �1�$�6�$�¶�V�� �7�’�5�6�6�� �D�Q�G��various commercial 
services that provide low-rate, on-demand messaging 
capabilities. Fig. 5 shows an overview of the process. A 
request for service is received over the control channel by a 
central Event Manager that is aware of both spacecraft and 
communications network capability. The Event Manager 
contracts on behalf of the requesting spacecraft for 
communication service with any network capable of 
establishing a link with the mission spacecraft. The Event 
Manager then sends the necessary waveform configuration, 
ground station or space relay location, and contact time back 
to the requesting spacecraft via the same control channel. At 
the start of the negotiated access window, the spacecraft 
exchanges data with its mission operations center over the 
contracted high-rate data channel. 

 
Fig. 5 Overview of the User-Initiated Service process 

An on-or�E�L�W�� �H�[�S�H�U�L�P�H�Q�W�� �X�V�L�Q�J�� �1�$�6�$�¶�V�� �6�&�D�1�� �7�H�V�W�E�H�G��
demonstrated the concept with TDRSS [37]. The low-rate S-
band multiple access service was used as a control channel to 
send requests to schedule high-rate Ka-band single access 
service for data transfer. Though both services were provided 
by the TDRSS, the high-performance Ka-band link is capable 
of supporting data rates 5,000 times greater than those of the 

S-band multiple access system [38]. For missions that do not 
have space-to-space communications capability, the 
feasibility of establishing a control channel between an Earth-
orbiting spacecraft and an omnidirectional antenna co-located 
at a NASA ground station site was evaluated in [39]. Future 
work will demonstrate the use of a low-rate commercial relay 
service as an additional control channel. 

6.2 System-Wide Intelligence 
There has been a growth of commercial ground station and 
relay satellite networks in recent years, offering more 
potential links to a spacecraft than ever before. By adding 
scheduling interfaces for commercial networks, the Event 
Manager can schedule service with one of several networks 
on behalf of the spacecraft. This capability expands the 
capacity of communications service available to the 
spacecraft. Such a multi-provider framework offers a 
heterogeneous mix of links representing a trade-off between 
different characteristics. The Event Manager must choose the 
optimal link.  

System optimization could take place across many factors: 
availability, cost, latency, data volume, contact time, etc. 
Machine learning techniques have recently shown great 
promise in handling these types of multi-objective 
optimization problems including in the space communication 
environment [17]. Using these and similar techniques, the 
Event Manager could select the optimal link to meet the UIS 
request while balancing network load across multiple assets. 
An added benefit is that machine-learning techniques can 
detect service provider anomalies by examining mission 
performance across multiple providers or provider 
performance across multiple missions. Time-varying 
characteristics such as optimization for weather conditions 
affecting a given ground station could be considered. 
Furthermore, a cognitive engine learns from past allocations 
to improve mission communications performance over time.  

7 Enabling Technology 

7.1 Reconfigurable Hardware 
The hardware necessary to implement cognitive 
communications capabilities on-board spacecraft typically 
mimics the hardware that enables artificial intelligence and 
machine learning on the ground. Radiation-hardened space 
processors tend to be about two generations behind terrestrial 
processors. Examples of enabling cognitive processing 
capabilities for space include: 

�x General purpose Graphics Processing Units (GPUs) 
and multi-core processors 

�x Neuromorphic processors 

�x Field-Programmable Gate Arrays (FPGAs) 

In each case, these technologies must have low size, weight 
and power (SWaP) for integration into the spacecraft 
communication system, with tight coupling to the functions 
of the spacecraft software defined radio. Additionally, 
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network topologies envisioned around other bodies such as 
the Moon and Mars provide a challenge for optimal in-space 
data routing [7]. Software-defined radio provides a platform 
to address many of these challenges.  

The Space Communication and Navigation (SCaN) program 
office sponsors the Cognitive Communications project at the 
�1�$�6�$�� �*�O�H�Q�Q�� �5�H�V�H�D�U�F�K�� �&�H�Q�W�H�U���� �7�K�H�� �S�X�U�S�R�V�H�� �R�I�� �W�K�H�� �S�U�R�M�H�F�W�¶�V��
research is to leverage the flexibility and adaptability of 
software-defined radio within the context of autonomy, 
providing an overall benefit to the mission without increasing 
the operations cost. 

2 Defining Cognition 

Merriam-�:�H�E�V�W�H�U���G�H�I�L�Q�H�V���‡�F�R�J�Q�L�W�L�Y�H�·���D�V��relating to, being, or 
involving conscious intellectual activity such as thinking, 
reasoning, or remembering [8]. While many of the best 
examples of cognitive systems are biological, a significant 
effort in artificial intelligence (AI) has been exerted to 
develop artificial systems that exhibit abilities resembling 
thinking, goal-oriented reasoning, and remembering. A 
cognitive radio, as defined by seminal works in the field, is a 
�‡�E�U�D�L�Q���H�P�S�R�Z�H�U�H�G�·�� �Z�L�U�H�O�H�V�V�� �G�H�Y�L�F�H capable of reacting to 
and learning from its environment to enhance 
communications [9], [10]. Thus, cognitive radios should be 
aware of the operational environment, capable of adapting 
their operational parameters, and able to improve from past 
actions to enhance future performance [11]. The principles of 
cognitive radio are broadly applicable across the protocol 
stack to cognitive networking and even entire cognitive 
communication systems [12], [13].  

�1�$�6�$�¶�V�� �&�R�J�Q�L�W�L�Y�H�� �&�R�P�P�X�Q�L�F�D�W�L�R�Q�V�� �S�U�R�M�H�F�W�� �D�G�D�S�W�V�� �W�K�H��
�I�R�U�P�D�O�� �G�H�I�L�Q�L�W�L�R�Q�� �R�I�� �‡�F�R�J�Q�L�W�L�Y�H�·�� �D�V�� �I�R�O�O�R�Z�V����any system, or 
part of a system, that is able to mitigate obstacles, respond to 
and learn from its environment, and achieve beneficial goals 
to the completion of its primary mission. Such a cognitive 
system can perform these activities with minimal to no 
human interaction. Finally, the cognitive system must have 
the ability to adapt to changing conditions by producing 
reasonable outcomes in scenarios that extend beyond the pre-
programmed knowledge of its original inception. The 
Cognitive Communications project defines a cognitive engine 
(CE) as a decision-making algorithm that enables part of a 
cognitive system. Multiple CEs can apply to various levels of 
the communications protocol stack, from a single radio 
frequency (RF) or optical link to complex distributed 
applications.  

A system designer could implement each CE in many 
different ways utilizing different decision-making methods, 
including those based on machine learning (ML), so long as 
these methods align to the goals of the overall cognitive 
system. In general, CEs must rely on multiple inputs and 
process data in different ways to come up with a usable 
solution. One CE design approach aggregates various ML 
and deterministic algorithms into a single framework, 
evaluates performance in parallel, eliminates poor-
performing algorithms, and aggregates the remaining 
algorithms to deliver an optimal solution for the particular 

problem at hand. This approach requires environmental 
feedback to optimize toward particular objectives. The 
decision process (Fig. 1) provides a general approach on how 
CEs interact with the outside world and behave intelligently 
in that environment, to maximize their objectives. 
 

 

Fig. 1 Interaction of cognitive engines with their environment 

 

3 Focus Areas 

The Cognitive Communications project performs research in 
four distinct but intertwined areas:  

 Links �– concerning point-to-point connections 
between two devices 

 Networks �– concerning multiple devices routing 
information among multiple links  

 Systems �– concerning the interaction among devices 
and supporting ground- and space-based 
infrastructure 

 Enabling Technology �– concerning the on-board 
processing, sensing, and adaptation capability of a 
device that allows it to participate in cognitive links, 
networks, or systems 

These areas broadly resemble the Open Systems 
Interconnection (OSI) model [14] with some notable 
differences. The highly directional links common to space 
communications necessitate an approach to medium access 
control, typically a function of the data link layer, different 
from that of terrestrial wireless where transmissions from 
user equipment are generally omnidirectional. System 
infrastructure (ground stations or relay satellites) featuring 
directional antennas are generally incapable of supporting 
many simultaneous users. 

CEs applied broadly across all levels of the protocol stack 
will determine link optimization, network routing, and 
system management. While each of these focus areas can 
mature independently, the end goal is to transition towards an 
overall cognitive system-of systems, optimized across all OSI 
layers. The spacecraft itself and the communication provider 
networks must perform joint cross-layer, distributed decision-
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reconstruction. This method offers potential improvements to 
traditional systems in three key areas: jointly optimizing 
modulation and encoding, utilizing the non-linear function 
approximation capabilities of a neural network to account for 
power amplifier distortions, and a relaxation on the 
assumption that system noise follows a Gaussian distribution. 
In [19], [20], the authors introduce an autoencoder model (see 
Fig. 3) that performs physical layer optimization. This work 
was extended in [21] where a generative adversarial network 
(GAN) was used to learn an arbitrary channel model that 
includes non-linearities and memory effects. 

Although this approach shows promise, a real-time 
adaptation will impose a significant computational burden for 
�W�R�G�D�\�¶�V�� �V�S�D�F�H�� �S�U�R�F�H�V�Vors. Additionally, due to the amorphic 
nature of the self-learned system, new protocols must be 
implemented to account for symbol timing acquisition and 
transmitter/receiver coordination during training. Recently, 
this area has received significant attention in the research 
community and several potential architectures have been 
proposed. In [22], the need for a feedback path during 
training was removed and a live implementation was 
demonstrated using hardware radios.  

 

Fig. 3 High-level view of a learned communication system 

5 Cognitive Networks 

The focus of cognitive networks covers many different 
aspects of networking. This includes the higher-level 
objective of realizing an autonomous system of systems: the 
autonomous aspects not only understand the interfaces 
between the systems but also can optimize to fulfill specific 
objectives. At a lower level, there is the objective of 
autonomy and automation for the existing network 
infrastructure.  

5.1 Delay Tolerant Networking 

NASA has a demonstrated need for networks that are tolerant 
to delay and disruption, known as Delay-Tolerant 
Networking (DTN). DTN can refer to a network that is 
affected by disruption or delay, an architecture [23], a set of 
tools, a protocol [24], [25], or a specific implementation of a 
protocol [26]. For the sake of clarity, this paper will 
disambiguate its use of DTN as it relates to the various ways 
in which cognition may be added to different elements of the 
DTN portfolio. 

Generally, DTN is an architecture. An implementation of 
DTN is a set of protocols and techniques that realizes a 
network that is tolerant to delay and disruption. One key 
aspect of DTN is the capability to customize an 
implementation to match its environment: if an environment 
is not anticipated to carry links with long delays, for example, 
protocols such as LTP [27] may not be necessary. 

5.2 Intelligence in the DTN Architecture 

One aspect of DTN study is the identification, maintenance, 
and assignment of endpoints and their mapping to Minimum 
Reception Groups (MRGs). The DTN architecture allows an 
entire constellation of spacecraft (for instance) to act as a 
single, shared DTN endpoint in a larger network. To date, 
however, there generally has been a 1:1 correspondence 
between physical machines with specific endpoints. In an 
intelligent system, this does not need to be the case.  

An intelligent DTN application can provide flexibility: rather 
than each node in a constellation acting as an individual 
endpoint, the entire constellation may serve as a single 
endpoint (with a shared logical bundle protocol agent). The 
constellation can then send and receive DTN data in a 
coherent, locally coordinated fashion, reducing the number of 
times that bundles must be encoded and decoded. This 
reduces unnecessary overhead, allowing implementation of 
DTN in non-traditional locations, such as between individual 
nodes in a constellation that may not individually suffer from 
large degrees of delay or disruption.  

 

Fig. 4 Managing data across distributed endpoints 

An intelligent approach to realizing a delay-tolerant network 
is to monitor a constellation for failures and/or new available 
assets, and to adjust the MRG accordingly. The system might 
also predict and move data to specific elements of an MRG 
that would be most likely to need that data for future events. 
Another potential advantage is the freedom to manage data 
movement between nodes in a MRG; this capability (Fig. 4) 
allows selection of a prime data downlink based on expected 
availability, and dynamic reassembly of data fragments 
within the context of a distributed MRG. This area of study is 
referred to as Drop Data Anywhere (DDA). 

An additional area relates to the means by which data might 
�E�H���S�U�H�S�D�U�H�G���D�Q�G���S�U�R�F�H�V�V�H�G�����W�K�L�V���D�S�S�O�L�H�V���Q�R�W���R�Q�O�\���D�W���W�K�H���G�D�W�D�¶�V��
origin but also, through the application of virtualization, at 
each �L�Q�F�U�H�P�H�Q�W�D�O�� �K�R�S�� �L�Q�� �G�D�W�D�¶�V�� �P�R�Y�H�P�H�Q�W�� �W�R�Z�D�U�G��its 
destination. A cognitive routing scheme could ensure that the 


