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Uncertainty in erosion rates as measured by different methods is discussed and quantified. 
The work focuses on case studies from components on the Hall Effect Rocket with Magnetic 
Shielding (HERMeS) Hall thruster, but the methods can be extended for  many electric 
propulsion applications. The primary method used for evaluating erosion is non-contact 
profilometry of masked and exposed components. Accurate quantification of the erosion rates 
of components is critical to determining lifetime and is therefore critical  to mission planning 
purposes. 
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step feature and 90° between optics assembly and the standard in the direction perpendicular to the step feature. The 
trace was then collected and the deviation was calculated for the case of 0° tilt against both parallel and perpendicular 
orientations of the depth standard. One angle was tilted at a time, either the parallel or perpendicular orientation of the 
step feature, and is shown in Figure 9. Angles up to ±15° were investigated. For angles of tilt less the 5° in either 
�G�L�U�H�F�W�L�R�Q�����W�K�H���G�H�Y�L�D�W�L�R�Q���L�V���Z�L�W�K�L�Q���W�K�H���F�D�O�L�E�U�D�W�L�R�Q���L�Q�V�W�U�X�P�H�Q�W���V�H�W�W�L�Q�J�V���X�Q�F�H�U�W�D�L�Q�W�\���R�I���������������P�����)�R�U���W�L�O�W���D�Q�J�O�H�V���O�D�U�J�H�U���W�K�D�Q��
–5° in either direction a significant new source of uncertainty is introduced. In practice erosion components are fairly 
flat and the nominal angle between component and optics assembly are likely within the –5° range. 
  

Table 3: Calibration/instrument settings uncertainty. 
Step Size 

�����P�� 
Averaging 
(Count) 

Rate 
(Hz) 

Brightness 
(%)  

Tilt  
(Deg) 

Deviation 
�����P�� 

1 16 200 100 0 -0.521 
5 16 200 100 0 -0.505 
10 16 200 100 0 -0.481 
15 16 200 100 0 -0.768 
1 4 200 100 0 -0.528 
1 8 200 100 0 -0.648 
1 12 200 100 0 -0.556 
1 20 200 100 0 -0.496 
1 16 400 100 0 -0.504 
1 16 1000 100 0 -0.584 
1 16 200 25 0 -0.550 
1 16 200 50 0 -0.627 
1 16 200 75 0 -0.655 
1 16 200 100 -5 -0.127 
1 16 200 100 -4 -0.409 
1 16 200 100 -3 -0.097 
1 16 200 100 -2 0.167 
1 16 200 100 -1 0.348 
1 16 200 100 1 -0.106 
1 16 200 100 2 -0.442 
1 16 200 100 3 -0.291 
1 16 200 100 4 -0.149 
1 16 200 100 5 -0.378 

 
Figure 9: Probe tilt study graphs 
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In many cases analytic formulation of all sources of uncertainty may become tedious, in which case a method like 

Monte-Carlo simulation may be employed. For the analysis of this work the sources investigated could be handled 
analytically, resulting in meaningful closed form terms to be used for system design and improvement. 

B. Uncertainty Sources 
A number of factors contribute to the uncertainty of non-contact profilometry based masked erosion 

measurements. The main sources are outlined in Table 1. Calibration uncertainty is contributed from instrument 
settings and measurement setup, the details of which are shown in Table 2. Component roughness contributes a source 
of uncertainty by obscuring the true location of a surface. In practice the roughness of the masked region and the 
exposed region may be significantly different and are therefore handled individually in Table 1. The uncertainty is 
calculated as a 95% confidence interval of the values recorded in the appropriate assessment area as defined by Figure 
4. The roughness uncertainty source is intended to account for surface microscopic roughness of the component but 
may also account for small voids or multi-phase materials with texture. Component waviness contributes a large 
component of uncertainty and results from the simple assumption involved in Figure 4, that the surface is nominally 
flat. Strain induced by mechanical fasteners, polishing and handling processes, and geometric variation all contribute 
to the component waviness. Deviation of the surface from a flat plane in the assessment regions leads to the uncertainty 
and two main methods of quantifying the uncertainty have been used.  

 
 

Table 1: Sources of relative uncertainty: overbar represents nominal value. 
Source Relative Uncertainty Parameters 

of Interest 
Parameter Description 

Calibration uncertainty  �A�Ö�Ô�ß 
L
�7�Ö�Ô�ß

�=
$
 �7�Ö�Ô�ß Calibration uncertainty, see table 

2. 
Component roughness, 
masked region �A�à�Ô�æ�Þ�Ø�× 
L��

�P�=�=�¤�Æ�� �O�à�Ô�æ�Þ�Ø�×
�=
$
¥�J�à�Ô�æ�Þ�Ø�×

 �O�à�Ô�æ�Þ�Ø�×  
�J�à�Ô�æ�Þ�Ø�×  

Masked standard  deviation, 
Masked measurement count. 

Component roughness, 
exposed region �A�Ø�º�ª�â�æ�Ø�× 
L��

�P�=�=�¤�Æ�� �O�Ø�º�ª�â�æ�Ø�×
�=
$
¥�J�Ø�º�ª�â�æ�Ø�×

 �O�Ø�º�ª�â�æ�Ø�×  
�J�Ø�º�ª�â�æ�Ø�×  

Exposed standard  deviation, 
Exposed measurement count. 

Component waviness 
�A�Œ�Ô�Ø�ì
L��

�7�Œ�Ô�Ø�ì

�=
$
 

�7�Œ�Ô�Ø�ì Deviation of surface from straight 
line background correction. 

Segment time off-point �A�ç�Ü�à�Ø 
L
�7�ç�Ü�à�Ø

�=
$
 �7�ç�Ü�à�Ø  Operating time spent at off 

nominal wear point. 
 
Figure 5 demonstrates the concept of a component waviness source of uncertainty. The dashed blue lines represent 

the nominal flat features from which the hypothetical erosion step is measured. In this example due to component 
waviness the step height measured varies with the distance from the step �”�Ü. The variation is on a macroscopic distance 
where the averaging length of each step measurement may be on the order of the 1mm sampling length. The length 
scales involved are distinct from the microscopic roughness terms already discussed in Table 1. As demonstrated in 
Figure 5 a range of step heights may be calculated at different distances �”�Ü. One method to estimate the waviness 
uncertainty is to collect a set of step heights at a fixed sampling length over a range of distances from the step, then to 
investigate measures of spread of the data. An alternative method is to investigate component flatness before and after 
an erosion process and asses the contribution of uncertainty as a result. The challenge with this alternative method is 
the implicit assumption that the flatness of the component does not change. This assumption is likely invalid due to 
thermal cycling of components, pressure cycling of components, mechanical attachment and removal of components, 
and other unknown sources. As a result for the work to follow component waviness is calculated as the range of the 
study demonstrated in Figure 5. 
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Figure 5: Example of component waviness uncertainty. Erosion step height measurements calculated over 

a range of distances from the erosion step.  
 

 The last significant source of uncertainty identified by this work is the segment time off-point. During any erosion 
segment, the thruster should ideally be operated at only one condition leading to one uniform erosion rate. In practice 
this is not practical due to programmatic/schedule needs and fundamental changes in the thruster. In many cases 
erosion segments need to be sufficiently long to ensure accurate rate measurement, and during long segments thrusters 
may need to be operated at off-point operating conditions, or factors out of control of the operator may cause erosion 
rates to change. Figure 6 sketches the simplest estimate of accounting for the off-point uncertainty. The assumption is 
that the nominal erosion rate to be determined is �’ �5��and the short off-point rate is �’ �6. The resulting step of the actual 
segment tested is �¿�= when the nominal step would have been �¿�=�". The difference between the actual step and nominal 
step can be estimated using equation 8. 
 
 �¿�=
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L 
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F �’ �5�?�¿�P�â�Ù�Ù �?�ª�â�Ü�Æ�ç (8) 

 
 If the on-point and off-point erosion rates can be estimated by some means then the on-point erosion rate can be 
estimated with equation 9, and the uncertainty due to a number of off-point rates can be estimated by equation 10. The 
intention of the estimation is to capture the likely uncertainty resulting from operating off-point, rather than to calculate 
precisely the actual nominal rate. 
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V. Uncertainty Analysis Case Studies 
The method of measuring erosion rate uncertainty is demonstrated using two case studies. The case studies were 

both taken on graphite inner front pole covers of a HERMeS thruster. The red highlighted mask of Figure 3a is the 
mask of interest for both case studies. The two cases were measured after operating the thruster at two different 
operating points for two different segment times. The influence of thruster operating points on erosion is beyond the 
scope of this work, so the operating conditions will not be discussed herein. Instead, the two cases will be referred to 
by their nominal segment operating times which were 1015 hours and 250 hours. The majority of the examples will 
be generated from the 1015 hour example, as it represents the longest segment taken to date and therefore provides 
the best case analysis for determining erosion rate. In practice operating a series of 1015 hour single erosion segments 
can be prohibitive to schedule and budget, and therefore a shorter duration is more likely to be used for most work. 
The 250 hour case will be summarized with final values to serve as a contrast for a more practical case. 

 

 
Figure 7: Example trace of a masked eroded component of the AEPS HERMeS thruster. 
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Figure 8: Example erosion rate measurement regions of interest of trace shown in Figure 7. Exposed 

regions are 1 and 3 and masked region is 2. 
 

 A set of profilometer traces were collected across different radii of the inner front pole covers for both the 1015 
and 250 hour cases. Only a single trace was selected from each dataset to serve as the demonstration case for the work 
to follow; the full analysis of all radius can be found in Reference 3. The raw trace of the 1015 hour case is shown in 
Figure 7. The masked region can be clearly seen as the feature protruding above the background. The location of the 
masked region is identified automatically using a peak finding routine on the first finite difference of the trace. The 
location of the mask edges are marked in the figure by two triangles, the width between the edges is used to extract 
the excluded and assessment regions. The two exposed assessment regions are then background corrected to the 
masked assessment region. Figure 8 shows the final extracted and background corrected trace used for the erosion rate 
measurement. The nominal erosion rate can then be calculated using the average step height between exposed regions 
1 and 3 and the segment operating time. In this case the average step height is 30.82 ���P leading to an erosion rate of 
30.36 ���P/khr over the 1015 hour segment. For the 250 hour case the same method was used, but the trace is not 
shown. The resulting average step height was 12.61 ���P leading to an erosion rate of 50.43 ���P/khr over the 250 hour 
segment. The work to follow provides a conservative estimate for the total uncertainty of the calculated erosion rates. 
 To quantify the calibration/instrument settings uncertainty two NIST traceable depth measurement standards were 
scanned with the range of parameters of Table 2. The depth measurement standards were nominally 10 ���P  and 50 
���P quartz standards. The step height of each scan in Table 3 was calculated using the same methods established herein 
for measuring erosion rate, then the deviation of the measured step height from the calibrated standard height was 
calculated. Table 3 includes the 23 cases investigated along with the calculated deviations from the standard step 
height for the 50 ���P standard. Values in Table 3 highlighted in black represent the nominal case for each setting 
parameter, values in red highlight off-nominal parameter settings. The ranges of parameters investigated were selected 
to represent values that might be realistically used for erosion measurements, so the range of deviations represent the 
maximum likely uncertainty. The deviations for the study span +0.34 ���P to -0.77 ���P. Similar studies were completed 
with the 10 ���P nominal standard and for alternative 20mm optics. The results of the study shown capture the general 
behavior, therefore the other studies have been omitted. The calibration/instrument setting uncertainty has been 
estimated using two standard deviations of the deviations of the results. The calibration/instrument settings uncertainty 
is estimated to be �7�Ö�Ô �ß 
L �r�ä�w�v ���P and is independent of scan so the same value is used for both case studies. 
 The study presented in Table 3 may contain useful correlations for operating the profilometer in a way to minimize 
measurement uncertainty. For a thorough study, correlations should be investigated across multiple depth 
measurement standards and multiple optics assemblies. A future work may address some of the correlations and 
behaviors of the individual parameters. Only one set of trends are highlighted herein because they are likely applicable 
across many profilometer based measurements. Figure 9 shows details of the probe tilt study performed on the 50 ���P 
nominal depth standard. The angles between the optics assembly and the surface of the standard were measured and 
varied. The probe was first aligned to 90° between optics assembly and the standard in the direction parallel to the 
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step feature and 90° between optics assembly and the standard in the direction perpendicular to the step feature. The 
trace was then collected and the deviation was calculated for the case of 0° tilt against both parallel and perpendicular 
orientations of the depth standard. One angle was tilted at a time, either the parallel or perpendicular orientation of the 
step feature, and is shown in Figure 9. Angles up to ±15° were investigated. For angles of tilt less the 5° in either 
�G�L�U�H�F�W�L�R�Q�����W�K�H���G�H�Y�L�D�W�L�R�Q���L�V���Z�L�W�K�L�Q���W�K�H���F�D�O�L�E�U�D�W�L�R�Q���L�Q�V�W�U�X�P�H�Q�W���V�H�W�W�L�Q�J�V���X�Q�F�H�U�W�D�L�Q�W�\���R�I���������������P�����)�R�U���W�L�O�W���D�Q�J�O�H�V���O�D�U�J�H�U���W�K�D�Q��
–5° in either direction a significant new source of uncertainty is introduced. In practice erosion components are fairly 
flat and the nominal angle between component and optics assembly are likely within the –5° range. 
  

Table 3: Calibration/instrument settings uncertainty. 
Step Size 

�����P�� 
Averaging 
(Count) 

Rate 
(Hz) 

Brightness 
(%)  

Tilt  
(Deg) 

Deviation 
�����P�� 

1 16 200 100 0 -0.521 
5 16 200 100 0 -0.505 
10 16 200 100 0 -0.481 
15 16 200 100 0 -0.768 
1 4 200 100 0 -0.528 
1 8 200 100 0 -0.648 
1 12 200 100 0 -0.556 
1 20 200 100 0 -0.496 
1 16 400 100 0 -0.504 
1 16 1000 100 0 -0.584 
1 16 200 25 0 -0.550 
1 16 200 50 0 -0.627 
1 16 200 75 0 -0.655 
1 16 200 100 -5 -0.127 
1 16 200 100 -4 -0.409 
1 16 200 100 -3 -0.097 
1 16 200 100 -2 0.167 
1 16 200 100 -1 0.348 
1 16 200 100 1 -0.106 
1 16 200 100 2 -0.442 
1 16 200 100 3 -0.291 
1 16 200 100 4 -0.149 
1 16 200 100 5 -0.378 

 
Figure 9: Probe tilt study graphs 










