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When they are applicable, gradient based optimization algorithms are the most e cient way
to solve design optimization problems. Although gradient based methods are generally e cient,
they can be made signi cantly more so through the usage of analytic techniques to compute
the necessary total derivatives. The traditional forward (direct) and reverse (adjoint) analytic
technigues have computational costs that scale linearly with the number of design variables
and the number of constraints, respectively. In this work, we present an application of a
graph coloring algorithm to the analytic techniques for computing total derivative Jacobians
in order to achieve much better computational scaling than the pure analytic methods can
provide alone. A detailed theoretical explanation of how coloring algorithms interact with
analytic derivative methods is presented that illustrates speci c types of sparsity patterns
that must be present in total derivative Jacobians in order for this coloring technique to be
e ective. The new technique has been implemented as a feature in the OpenMDAO framework
and the implementation is demonstrated on two example problems. The performance on the
example problems up to 50% reduction in compute cost for optimizations with bi-directional
coloring compared to traditional constraint aggregation. Additionally, the results show how
coloring technique alleviates some of the numerical di culties that constraint aggregation can
cause, leading to the ability to solve larger problems. It is expected that the new method will
have wide applicability to multidisciplinary optimization problems, and that its availability in
OpenMDAO will o er signi cant computational savings for users without the need for them to
implement the coloring algorithm themselves.

. Introduction
Gradient based optimization is an extremely e cient tool for solving high dimensional optimization problems with
continuous design variables. Gradient based optimizers require functions that compute the objective and constraints
as well as the derivatives of those functions with respect to the design variables. A general optimization problem
formulation is given in Tablg]1.

Table 1 Generic optimization problem formulation

Variable/Function Description

minimize F,x" objective
with respectto x design variables
suchthat R,x;y"=0 governing equations
GXxy' <0 inequality constraints

In Table[1, the governing equatioRsx; y” = 0 must be solved for any given value f While you could converge
the governing equations with the optimizer, more commonly a nonlinear solver is used so that an evaldgtidn of
andG,x" and internal solver iterations to nd the valuesyfhat satisfy the governing equations. Computing the
functions of interest i.e. F,x”andG,x” is a fundamental goal of any analysis tool and hence can be essentially
taken for granted in the context of optimization. Not all analysis tools provide built functionality for computing analytic
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Fig. 5 Number of required linear solves to compute the total derivative Jacobian for the non-colored, colored,
and aggregated problem formulations, plotted on a log-log scale.

Table 6 Optimization results comparing the colored and aggregated problem formulations (* indicated
non-feasible results).

Colored H Aggregated

N Obijective No. of wall time || Objective No. of wall time
aircraft— (gec.)  Major iterations  (sec.) (sec.)  majoriterations  (sec.)
5 4.999 14 3.66 4.999 43 13.63
10 5.091 22 9.04 5.091 24 19.39
11 5.091 17 10.90 5.300 38 28.88
12 5.165 20 14.27 6.738 22 31.38
13 5.174 19 21.55 7.178 37 36.60
14 5.112 21 24.35 14.742 40 46.47
15 5.388 20 22.44 5.938 91 98.11
16 5.138 16 24.54 5.091* 91* 74.18
20 5.406 37 47.07 6.182* 62* 170.27
40 8.369 64 398.39 - -

12



	Introduction
	Analyzing the Computational Cost of Analytic Derivative Methods
	

