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Objectives

Predictive modeling

Can we use machine 
learning to create 
accurate predictive 
models for sound 
modeling?

Data Insight

Can we learn more about 
the domain?

Do we need to modify 
our experiments?

Requirements

Hardware requirements?

Time requirements?
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Machine Learning:

A  cras h cours e.



Output value is  weighted s um of 
inputs  (or features )

Linear Model
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Output can be a vector (multiple 
values ). Each feature will have a 
different weight, or parameter, for 
every predicted output value.

Linear Model
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Often output cannot eas ily be 
modeled by a linear combination of 
features . 

Linear Model
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Add hidden layer which applies  
s ome non-linear function 
(activation) to the output of the firs t 
linear s ys tem. 

Many options  for non-linear 
activation.

Neural Network
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Output is  now the weighted s um of 
the hidden layer activations .

Neural Network
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Each hidden layer abs tracts  things  
a little more.

Neural Network
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Input s hape is  defined by your data.

Neural Network
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Output s hape is  defined by your 
data.

Neural Network
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Hidden layers ..? 

Up to you. Typical to s tart with 
s omething in between your input 
and output s izes .

Neural Network
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Hidden layers ..? 

Up to you. Typical to s tart with 
s omething in between your input 
and output s izes .

Neural Network
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Initialize random weights.

Training
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Feed network an observed sample 
input, compute a predicted output.

Training
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Compute some error (or los s ) 
between the predicted output and 
the obs erved s ample output. 

Many options  for los s  functions . 

Training
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Update weights such that the error 
will be les s  when we predict this  
s ample again.

Training
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The Experiment
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Questions?
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